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Abstract
Neural networks are promising tools for high-throughput and accurate transmission electron microscopy (TEM) analysis of nanomaterials, but are 
known to generalize poorly on data that is “out-of-distribution” from their training data. Given the limited set of image features typically seen in 
high-resolution TEM imaging, it is unclear which images are considered out-of-distribution from others. Here, we investigate how the choice of 
metadata features in the training dataset influences neural network performance, focusing on the example task of nanoparticle segmentation. We 
train and validate neural networks across curated, experimentally collected high-resolution TEM image datasets of nanoparticles under various 
imaging and material parameters, including magnification, dosage, nanoparticle diameter, and nanoparticle material. Overall, we find that our 
neural networks are not robust across microscope parameters, but do generalize across certain sample parameters. Additionally, data 
preprocessing can have unintended consequences on neural network generalization. Our results highlight the need to understand how 
dataset features affect deployment of data-driven algorithms.
Key words: generalization, machine learning, nanoparticles, transmission electron microscopy

Received: June 20, 2023. Revised: December 19, 2023. Accepted: January 6, 2024 
© The Author(s) 2024. Published by Oxford University Press on behalf of the Microscopy Society of America. 
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which 
permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.

Introduction
With increasing amounts of data from faster detector speeds 
and new automated microscope setups, there is a pressing 
need for high-throughput analysis of high-resolution transmis
sion electron microscope (HRTEM) images of nanomaterials. 
HRTEM enables atomic-scale visualization of material struc
ture with high temporal resolution, making it a useful imaging 
modality for high-throughput and in situ transmission electron 
microscope (TEM) experiments of nanoparticle systems and 
behavior. The most promising HRTEM image analysis meth
ods to date have been based on convolutional neural networks 
(CNNs), a class of machine-learning models that naturally take 
advantage of spatial correlations in image data (Madsen et al., 
2018) and have outperformed traditional image processing 
methods at common microscopy analysis tasks like denoising 
and nanoparticle segmentation (Groschner et al., 2021; 
Vincent et al., 2021). These algorithms utilize a framework in 
which patterns and trends are learned from a large corpus of 
data, called the training set, and then evaluated on data the al
gorithm has not seen during training. The subsequent perform
ance then depends on various choices made during model 
training, including the network architecture which sets the 
mathematical framework of the unknown model parameters, 
the loss function which constructs the overall optimization 
problem, and the training data which influence the learned 
model features.

While CNNs can achieve high performance, CNNs and oth
er machine-learning models have also been empirically shown 
to not generalize, i.e., they do not perform well on data that 

differ from the data used during model training (Recht et al., 
2019; Torralba & Efros, 2011). This inability to generalize 
across different datasets has consequences for deploying 
CNNs for large-scale microscopy analysis, for instance in de
termining which networks are reusable across multiple experi
ments or reliable for data streams with changing conditions, 
like in situ data. Generalization issues are typically categorized 
in two ways: 1) in-distribution generalization, or the ability to 
generalize on data that has been nominally sampled from a 
similar distribution as the training data and whose drop in per
formance is commonly referred to as the “generalization gap” 
and 2) out-of-distribution generalization, or the ability to ex
trapolate to new data that is known to be different from the 
training set. While there has been a growing amount of re
search focused on algorithmic solutions to minimize general
ization issues (Shen et al., 2021), we first need to understand 
under what conditions generalization problems occur. Such 
an analysis requires domain-specific knowledge which associ
ates model performance gaps with domain-knowledge of the 
modified image or data features (Liu et al., 2020; Kaufmann 
& Vecchio, 2021; Li et al., 2023).

With HRTEM data, it is unclear what types of images are 
considered out-of-distribution from others. While metadata 
information like sample and/or imaging parameters may des
ignate images as different from one another, it is unknown 
whether a trained neural network would be sensitive to such 
changes given the limited number of image features typically 
seen in HRTEM images. For example, should we expect a sin
gle neural network to perform well across a wide range of 
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nanoparticle sizes? And, if not, under what conditions will we 
expect the performance of the model to decrease? There is lim
ited knowledge on how the training dataset affects neural net
work performance, despite our (often) relatively complete 
understanding of both the sample and imaging process. 
While there have been some attempts to understand the effect 
of the training dataset with simulated data (Mohan et al., 
2022), we lack experimental benchmarks to fully validate 
these generalization effects. With more data-driven models 
being proposed and developed by the microscopy community, 
there is a need to understand the reusability of these models on 
new datasets, and under what conditions they succeed or fail 
(Larsen et al., 2023; Wei et al., 2023).

In this paper, we systematically investigate the robustness of 
neural networks trained to identify nanoparticles in HRTEM im
ages by benchmarking neural network performance on datasets 
that experimentally differ from the training set (Fig. 1a). We 
examine the effect of microscope and sample parameters in the 
training set, including magnification, electron dosage, nanopar
ticle diameter, and nanoparticle material. As an example task, 
we focus on segmentation, or pixelwise classification, of atomic
ally resolved crystalline nanoparticles against an amorphous 
background, a typical initial image processing step for further 
analysis of atomic defects or crystal structure (Groschner et al., 
2021), or nanoparticle dynamic behavior (Yao et al., 2020). By 
training and evaluating neural networks on experimental 
HRTEM datasets curated with controlled imaging and sample 
parameters, we not only qualitatively identify conditions under 
which we expect networks to generalize (or not) but also provide 
new datasets with extensive metadata that enable benchmarking 
HRTEM image analysis methods under specified microscopy 

conditions. In addition to our observations on training set effects, 
we demonstrate how data preprocessing influences generaliza
tion, providing a case study in preparing and utilizing experimen
tal TEM data for machine-learning methods.

Materials and Methods
Sample Preparation
Au nanoparticles of size 2.2 nm with citrate ligands were pur
chased from Nanopartz; 5, 10, and 20 nm Au nanoparticles 
capped with tannic acid were purchased from Ted Pella; 
5 nm Ag nanoparticles with citrate ligands were purchased 
from nanoComposix; 5 nm CdSe nanoparticles with oleyl
amine ligands were purchased from Strem Chemicals. To cre
ate a TEM sample from aqueous nanoparticle solutions (Au, 
Ag), an ultrathin carbon grid (Ted Pella) was plasma cleaned 
with a shield for 3 s to promote hydrophilicity, then 5 μL of 
the purchased nanoparticle solution was dropcast onto the 
grid, let sit for 5 min, and excess liquid was wiped off with a 
Kimwipe. For the CdSe nanoparticles, the nanoparticle solu
tion was diluted to 0.625% of the original concentration 
with hexane, and 5 μL of the diluted nanoparticle solution 
was dropcast onto an ultrathin carbon grid (Ted Pella) and 
let evaporate.

TEM Imaging
HRTEM images were taken with a TEAM 0.5 aberration- 
corrected microscope operated at 300 kV and a OneView 
camera (Gatan) at full resolution (4, 096 × 4, 096 pixels). 
Microscope magnification was either set to 160, 205, 260, 
or 330 kX magnification (corresponding to 0.042, 0.033, 
0.026, and 0.02 nm/pixel) and the electron dosage was set be
tween 80 and 884 e/Å 2. Note that dosage values are not quan
titatively accurate due to an uncalibrated FluCam screen, but 
all values are off by the same factor. HRTEM images were tak
en at Gaussian focus of the substrate, as approximated by a 
human operator via a combination of examining the live im
age and its corresponding fast Fourier transform, which leads 
to images that are close to Gaussian focus of the nanoparticle.

Preprocessing and Dataset Creation
All HRTEM images were labeled by hand into segmented im
ages using Labelbox, an online image labeling platform 
(Labelbox, 2023). To create a dataset, raw images (and their 
corresponding labels) were selected from the larger data re
pository using metadata (i.e., microscope conditions, nano
particle parameters, etc.), and then preprocessed into a 
dataset (Sytwu et al., 2023). Preprocessing consisted of four 
steps: 1) removal of X-ray artifacts, 2) flat-field correction, 3) 
image value rescaling, and 4) divide into smaller patches. We 
apply all preprocessing steps by image to ensure that our meth
ods scale with new data (i.e., adding more images to a dataset) 
and are reflective of model deployment, which is likely to be 
done by image. X-ray artifacts were removed by averaging 
the surrounding pixels of outlier points above a certain thresh
old (1,500 counts) above the median counts. For flat-field cor
rection, we estimate the uneven illumination using iterative 
weighted linear regression to a 2D Bezier basis (n = 2, m = 2; 
Sadre et al., 2021), and divide out the estimated illumination 
profile. The iterative reweighting lessens the contribution 
from nanoparticle regions such that the substrate regions are 
primarily used to determine the uneven illumination. The pixel 

Fig. 1. Overview of the network training and testing protocols. 
(a) Datasets with specified metadata parameters are labeled and created 
from large HRTEM images and used to train and test neural networks. 
(b) The residual UNet neural network architecture used for all models in 
this paper, consisting of four residual “encoding” blocks and four 
residual “decoding” blocks, all connected by either max pooling 
downsampling layers or upsampling layers. Each residual block consists 
of a series of convolution, batch norm, and ReLU layers with a residual 
connection adding the input features to the transformed output of the 
block before the final nonlinear activation.
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values of each image, X, are then rescaled using either normal
ization:

Xnorm =
X − min(X)

max(X) − min(X)
(1) 

standardization:

Xstandard =
X − μX

σX
(2) 

where μX is the image mean and σX is the image SD, or a 
percentile-based scaling procedure similar to Digital 
Micrograph:

Xpercentile =

0 if Xi < p0.1

Xi − p0.1

p99.9 − p0.1
if p0.1 < Xi < p99.9

1 if Xi > p99.9

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3) 

where p0.1 is the 0.1 percentile image value and p99.9 is the 99.9 
percentile image value. Finally, images are divided into 512 × 
512 pixel patches to reduce GPU memory requirements during 
network training and patches that are mostly substrate are re
moved to obtain better class balance. Image patches are con
verted to and stored as single-precision floating point arrays 
in the preprocessing pipeline, which exceeds the original bit- 
depth of the OneView camera and is thus effectively lossless. 
The datasets used in this paper are described in more detail 
in Supplementary Table S1.

Neural Network Training and Testing
Neural networks are trained on a single dataset from 
Supplementary Table S1, chosen via selections upon experi
mental metadata, e.g., only image patches of 5 nm Au nano
particles at 330 kX magnification; at no point are datasets 
mixed during training. To train a neural network, we need 
to first split up a given dataset of image patches into training, 
validation, and test subsets. The training set is used during 
model training to help determine the learned features, the val
idation set is used to determine the best model hyperpara
meters (i.e., how long to train), and the test set evaluates 
model performance. To account for potential variations due 
to the choice of test set, we evaluate model performance using 
fivefold cross validation. In fivefold cross validation, the data
set is split into five folds, and we train five independent net
works where each network uses a different fold as a test set, 
and the rest of the patches are used in the training or validation 
set. Patches are assigned sequentially to the training, valid
ation, and test sets such that it is less likely for patches from 
similar image regions to end up in both the training and test 
sets. In total, the dataset is split such that 70% of the dataset 
is used as the training set, 10% used as the validation set, and 
20% used as the test set. Data augmentation is often used to 
synthetically increase dataset size, whether to increase the 
number of images seen during training or to test on a wider 
variety of images during testing. Here, we increase our train
ing, validation, and test set sizes by 8× by including the eight 
dihedral image transformations (all unique combinations of 
90◦ rotations, horizontal flips, and vertical flips), taking ad
vantage of the rotational invariance of top-down perspective 
images. We then shuffle each training, validation, and test 
set into a random order.

Our neural network model architecture is a residual variant 
of the UNet architecture (Ronneberger et al., 2015), a com
mon neural network architecture used for image segmenta
tion, which consists of four encoder and mirrored decoder 
blocks that are connected by a bridge and skip connections. 
The UNet architecture (and its variants) has been previously 
successful at segmenting HRTEM images of nanoparticles 
(Groschner et al., 2021; Sytwu et al., 2022; Larsen et al., 
2023). In this residual variant, batch normalization layers 
and residual connections are added to each encoder and de
coder block as described by He et al. (2016) and depicted in 
Figure 1b; these residual connections have been generally 
shown to improve performance and optimization stability 
(He et al., 2016). We also reduce the number of filters (and 
thus the number of training parameters) to prevent overfitting 
during training. Neural networks are trained under a super
vised learning framework, using a cross-entropy loss function 
with a learning rate of 1e-4 with an Adam optimizer (default 
parameters). During training, we additionally augment 50% 
of the images with random rotations between 0 and 360◦

which empirically produces smoother prediction edges and 
further synthetically increases our training set size; we do 
not apply these random rotations when measuring perform
ance on the validation or test sets. During training, data is 
fed to the neural network in batches; we keep our batch size 
to 32 patches. We train for 250 epochs and save the neural net
work model with the lowest validation loss within those 250 
epochs. With our specified image patch size, batch size, and 
neural network architecture hyperparameters, training utilizes 
approximately 10 Gb of GPU memory. All training is done 
locally on a NVIDIA RTX3090 GPU; with our specified epoch 
length, training a single neural network takes between 20 min 
and 1 h, depending on the size of the training dataset. We note 
that our hyperparameters are partially chosen to lead to model 
convergence within a reasonable amount of time, given the 
large number of networks we need to train. Hyperparameter 
tuning (see Supplementary Material) leads to models with 
similar if not slightly better performance, but much longer 
training times (up to and on order of 4 h).

We evaluate our models using the hard dice score, also 
known as the F1 score, which quantifies the similarity between 
the prediction and expert-provided label. The hard dice score 

can be calculated by 2TP
2TP+FP+FN for a binary classification, 

where TP is the number of true positive pixels, FP is the num
ber of false positive pixels, and FN is the number of false nega
tive pixels. The hard dice score ranges between 0 (for complete 
disagreement) and 1 (for exact agreement). The results re
ported in this paper are the mean and SD of the five trained 
models on either their corresponding test set (if drawn from 
the same dataset) or the entire other datasets (if dataset meta
data differ) such that our model evaluations measure both in- 
distribution and out-of-distribution generalization behavior.

Results
Preprocessing
In order to identify the effect of training dataset on network per
formance, models need to first generalize well on images with 
nominally similar microscope conditions and sample parame
ters, whether the images are taken from the same dataset or 
are taken from two separate, but otherwise equivalent, micro
scope sessions. We find that choices in data preprocessing highly 
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affect whether this statement holds true. Preprocessing encom
passes the conversion process from raw camera data in the 
form of camera counts into a data format that is conducive 
for neural network training. There are two types of preprocess
ing steps: one is related to how datasets are created from the ac
quired data such that we can train neural networks in a 
memory-efficient and class-balanced manner (i.e., dividing large 
images into smaller patches that we feed into the neural network 
during training); the other is related to how image data values 
are converted into a standard format that enables generalization 
across quantitatively different camera outputs (i.e., if recorded 
counts are slightly different from changes in the camera gain). 
In this section, we will focus on the latter type of data prepro
cessing, and its implications for network generalization, with 
the key steps highlighted in Figure 2a.

Pixel-value rescaling is necessary to convert output camera 
data into a standard format that is robust against exact electron 
counts. TEM image data are outputted as an array of counts, 
often from a high dynamic range sensor, whose exact pixel val
ues correspond to detector and microscope parameters like gain 
and exact electron dosage. We test three different rescaling 
methods: normalization (set image minimum to 0 and max
imum to 1), standardization (set image mean to 0 and SD to 
1), and a percentile-based scaling method (normalize, but ig
nore the pixels outside the 0.1 and 99.9 percentiles) similar to 
Digital Micrograph, a commonly used micrograph viewing 
software. Given a single set of images taken during the same 
session (eight images of 5 nm Au nanoparticles, which results 
in 211 patches), we create three datasets that have the same 
content, but only differ by how the data are rescaled.

We find that the choice of pixel-value rescaling method af
fects the generalization gap, or how well networks generalize 
to new images from the same microscope session. The rescaling 

method does not seem to noticeably affect the network’s ability 
to converge to a solution, as evidenced by the high dice scores 
and low SD of the training set performance for all three rescal
ing methods, but does affect generalization performance to the 
test set (Fig. 2b). Normalization is the least robust rescaling 
method, having both the largest drop and variation in average 
test set performance relative to training set performance. Both 
of these trends suggest that by normalizing images, network 
performance is influenced by the sampling of the test set.

We attribute the performance differences across pixel rescal
ing methods to the larger variations in image values when nor
malizing, compared to more consistent nanoparticle contrast 
and background values when standardizing or undergoing 
percentile-based rescaling. TEM images often do not use the 
full dynamic range of the scientific sensor, and so normalization 
is sensitive to fluctuations in the long tail of pixel-value counts. 
For small datasets, these variations in image contrast across im
ages can lead to large differences between the training and val
idation/test sets, while standardization and percentile-based 
rescaling result in more consistent pixel-value distributions be
tween images (Supplementary Fig. S1). Due to standardiza
tion’s highest performance and lowest variance, we 
standardize HRTEM image data for the subsequent datasets 
used in this paper. We do note that standardization partially re
lies on the assumption that the image values are normally dis
tributed. This assumption holds mostly true for a wide-view 
image where the majority of the image area is amorphous sub
strate (see Fig. 2a), but can potentially fail for an image whose 
majority area is crystalline material with a bimodal pixel-value 
distribution from strongly diffracting lattice fringes.

In addition to consistent performance across a single micro
scope session or dataset, a robust algorithm should also be con
sistent across datasets that are nominally similar. We test our 

Fig. 2. Effect of data preprocessing on network generalizability. (a) Overview of the data preprocessing workflow, from camera output of the wide-view 
image to dataset creation. (b) The effect of pixel-value rescaling procedures (normalization, standardization, and percentile-based) on the average 
performance of the training set and the test set for networks trained on the same 5 nm Au nanoparticle dataset. Error bars refer to SD over five networks. 
(c,d) Confusion matrices of network performance when trained and tested on images of 5 nm Au nanoparticles taken at 0.02 nm/pixel scale and 423 e/A 2 

dosage from four different sessions (c) without any flat-field correction and (d) with flat-field correction. Error refers to SD over five networks.
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neural networks’ ability to generalize to datasets taken during 
four different microscope sessions but with nominally similar 
sample and imaging conditions (5 nm Au nanoparticles taken 
at 0.02 nm pixel scale with 423 e/Å 2 dosage). Figure 2c shows 
a confusion-matrix-style visualization of the networks’ perform
ance, with the diagonal elements highlighting the performance 
on test data taken from the same dataset, and the off-diagonal 
elements showcasing the performance on data from sessions dif
ferent from the training dataset. These networks primarily per
form well on test sets drawn from the same dataset (i.e., same 
microscope session) they were trained on, but fail to generalize 
to nominally similar data, suggesting that there is session- 
dependent information that the models are capturing.

By applying flat-field correction to our images, we are able to 
obtain better generalization performance across microscope 
sessions. This preprocessing step corrects for uneven illumin
ation across the image caused by either shifts in the mono
chromator or incorrect gain references. As seen in Figure 2d, 
once the images are flat field corrected, networks generalize 
much better to other sessions of nominally similar data. 
Flat-field correction is particularly influential in our datasets be
cause pixel-value rescaling is done per image; the correction en
sures that there is less variation across patches such that patch 
statistics better match larger scale image statistics. Note that 
flat-field correction does not seem to impact how well the net
works analyze the data—the diagonal elements of the confusion 
matrix retain similar performance regardless of flat-field correc
tion. Therefore, flat-field correction on our datasets primarily 
removes session-dependent experimental artifacts (quantified 
in Supplementary Table S2) that affect generalization.

Generalizability Across Microscope Parameters
Microscope parameters heavily affect how an HRTEM image is 
formed and the subsequent observed image features. As a sanity 

check, we first investigate the generalizability of networks 
across microscope magnifications. Our networks are not ex
pected to generalize well since lattice fringes, a key nanoparticle 
image feature, have a characteristic length scale and our CNNs 
are, by construction, not scale-invariant. We create four data
sets, each of 5 nm Au nanoparticles taken at similar dosages 
(420–450 e/Å 2) but different magnifications (Fig. 3a), and 
then train and test networks across the four datasets. We plot 
our test results in a confusion-matrix-style visualization, with 
the diagonal elements showing “in-distribution” behavior, 
and the off-diagonal elements showing “out-of-distribution” 
behavior; each row consists of a different set of neural networks 
trained on distinct experimental datasets, indicated by the row 
labels. As expected, neural network performance is worse on 
images taken at a different magnification than the training data
set, with a larger drop in performance on test sets with a greater 
difference in pixel scale (Fig. 3b).

From the confusion matrix, we see that generalization behav
ior is not necessarily symmetrical. For instance, networks trained 
on images taken at 0.042 nm pixel scale perform extremely 
poorly on images taken at 0.02 nm pixel scale, but this difference 
in performance is smaller vice versa. We hypothesize that this 
asymmetry is from the neural network using additional informa
tion beyond just the spatial frequency of lattice fringes to make 
its decisions (Sytwu et al., 2022) as these datasets are not just 
rescaled versions of each other. In HRTEM images of nanopar
ticles on amorphous background, nanoparticles have greater 
image contrast in images taken at lower magnifications (i.e., 
0.042 nm/pixel) than in images taken at higher magnification 
(0.02 nm/pixel) which we hypothesize are due to pixel-value re
scaling methods that depend on the SD of the background (i.e., 
standardization, percentile-based). The SD of the amorphous 
background is empirically smaller in low-magnification images 
compared to higher magnification images, which in turn ampli
fies the nanoparticle contrast after rescaling the pixel values of 

Fig. 3. Network generalizability over microscope conditions. (a) Sample images from the four datasets of 5 nm Au nanoparticles taken at different 
microscope magnifications at approximately similar dosages (420–450 e/Å 2). (b) Confusion matrix of network performance when trained and tested with 
datasets taken at different magnifications. (c) Sample images from the three datasets of 5 nm Au nanoparticles taken at various dosage conditions but 
same magnification (0.02 nm/pixel). (d) Confusion matrix of network performance when trained and tested with datasets taken at different electron 
dosages. All scale bars are 5 nm.
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the image (see Supplementary Table S3 and Supplementary 
Material for more details). Thus, nanoparticles are qualitatively 
easier to detect in low-magnification images than higher ones. 
The ease of distinguishing between nanoparticle and background 
in the lower magnification images is also noted by the overall 
higher performance on the 0.042 nm/pixel dataset.

In addition to magnification, we find that networks do not gen
eralize well to datasets taken at different electron dosages, which 
affects the signal-to-noise ratio in the image. We again create 
three datasets, each of 5 nm Au nanoparticles taken at 0.02 nm 
pixel scale, but at three different dosages to represent a low-dose 
dataset (80 e/Å 2), a medium-dose dataset (423 e/Å2), and a high- 
dose dataset (884 e/Å 2) (Fig. 3c). Here, we see a slightly more 
symmetrical confusion matrix, with all networks dropping in 
performance when tested on data taken at a dosage different 
from the training dataset (Fig. 3d). This sensitivity to the noise 
levels of the training dataset has also been previously observed 
for HRTEM nanoparticle image segmentation (Larsen et al., 
2023), and can also be qualitatively analyzed by examining seg
mentation results from models trained on a specific dosage 
(Fig. 4). We observe more incorrect prediction areas when a mod
el is tested on an image taken at a different dosage than the train
ing dataset, with a slight tendency for networks to oversegment 
when tested on an image taken at a higher dosage (relative to 
the training set) and undersegment when tested on images taken 
at a lower dosage. These qualitative observations are quantita
tively supported by the higher false positive rates (percentage of 

misclassifications where a “background” pixel is labeled as 
“nanoparticle”) when lower dosage models are tested on higher 
dosage images (Supplementary Fig. S5). This suggests that evalu
ating on a dataset with a dosage different from the training data
set could incorrectly bias subsequent nanoparticle size analysis, 
but more detailed studies with a wider range of dosage values 
are needed to quantify these potential errors.

Generalization Across Sample Parameters
Understanding the reliability of a trained neural network across 
sample parameters is especially crucial for in situ studies and au
tomated microscopy where microscope parameters are usually 
fixed but sample parameters may change or be unknown in 
the future. For nanoparticle datasets, one commonly varying 
sample parameter is nanoparticle size. We again create three da
tasets, each of Au nanoparticles taken at similar microscope con
ditions (0.02 nm/pixel at 423–425 e/Å 2) but varying in average 
nanoparticle diameter from 2.2 to 10 nm (Fig. 5a). While the ob
served lattice fringes have the same characteristic length scale in 
all three datasets, larger nanoparticles are thicker and therefore 
have greater nanoparticle contrast (both amplitude and phase- 
contrast) against the substrate background. When evaluating 
network generalization (Fig. 5b), we find that some models 
and datasets generalize well. All models perform equally well 
on the 5 nm and 10 nm datasets, but there is some variation in 
performance on the 2.2 nm dataset depending on the training 

Fig. 4. Example of segmentation results from three electron dosage models. Two examples are shown from each test set (80, 423, and 884 e/Å 2). The 
hard dice score for each prediction is displayed at the top right corner. Scale bar is 5 nm.
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dataset. The models trained on 5 and 10 nm Au nanoparticle 
data perform worse on the 2.2 nm dataset than the models 
trained on 2.2 nm nanoparticles, possibly due to overdepend
ence on amplitude contrast features which would not be signifi
cantly present for smaller nanoparticles. When normalizing 
for dataset difficulty, it is visually clearer that models trained 
on 2.2 nm data generalize better than models trained on larger 
nanoparticles (Supplementary Fig. S3).

Qualitative analysis also suggests that models trained on 
2.2 nm data generalize better. In Figure 6, we show segmenta
tion results from three neural networks trained on different 
nanoparticle diameter datasets. Here, we see much more con
sistent performance across all models, especially when com
pared to the example performance seen in Figure 4, but most 
notably, the 2.2 nm trained model does as well if not better 
than the other models at identifying the majority of nanopar
ticle areas. Further examination of the predicted labels of 
the 2.2 nm dataset suggest that the lower dice scores on the 
2.2 nm dataset may be from the network identifying particles 
that were missed by the human labeler. In the first column of 
Figure 6, all three models predict that there are two nanopar
ticles at the bottom of the image which, upon reexamination, 
were missed during human labeling. The prediction from the 
2.2 nm trained model, though, has a lower hard dice score 
(0.760) than the prediction from the 10 nm trained model 
(0.773), despite the cleaner and qualitatively better prediction 
from the 2.2 nm trained model. In total, these promising gen
eralization results on nanoparticle size suggest that networks 
could be trained to perform well on image data streams with
out needing to know the exact nanoparticle size beforehand.

In addition to nanoparticle size, nanoparticles can also vary in 
their material, which leads to differences in contrast (from atomic 
number, Z), and nanoparticle lattice features (from lattice spacing 
and crystal structure). We create three datasets of approximately 
5 nm nanoparticles taken at similar microscope conditions 
(0.02 nm/pixel at 421–423 e/Å 2), but varying in material: Au, 

Ag, and CdSe. Au and Ag are both fcc metals with similar lattice 
spacings, but differ in contrast ( ZAu = 79, ZAg = 47). CdSe nano
particles, on the other hand, can take on either a wurtzite (hex
agonal) or zinc blende (fcc) structure (both appear in our 
sample) with average lattice spacings greater than Au and Ag, 
but with atomic contrast similar to Ag ( ZCd = 48). Again, we 
see an imbalance in network performance depending on the data
set, with both Au- and Ag-trained networks performing well on 
the Au datasest, and a strong dependence on training data for 
the CdSe and Ag datasets (Fig. 5d). For the CdSe and Ag datasets, 
training on similar data does not even provide very high perform
ance. Most interestingly, the CdSe-trained model performs decent
ly well on the Au dataset, despite the CdSe nanoparticle regions 
having both different contrast and frequency information from 
the Au nanoparticle regions, whereas the Ag and Au-trained mod
els perform much worse on the CdSe data. The CdSe dataset may 
also have worse nanoparticle contrast than expected due to the 
more elongated nanoparticle shape (making thickness more un
known) and beam-induced surface reconstruction which would 
lead to a more difficult to interpret image texture and weaker 
signal-to-noise.

Discussion
Overall, we find that there is potential for networks to generalize 
under certain sample parameters (nanoparticle size and material) 
but not over different microscope parameters (magnification and 
dosage). This suggests that pretrained neural networks could be 
used for data streams with controlled imaging parameters, for in
stance with in situ datasets and automated microscopy, but need 
to be carefully evaluated when applied to datasets of variable 
microscope conditions. We also find that networks trained on 
more difficult-to-interpret data tend to generalize to new data 
better than networks trained on easier-to-interpret data. In our 
confusion matrices, the datasets have been qualitatively ordered 
from lowest to highest in terms of how easily the nanoparticles 

Fig. 5. Network generalizability over nanoparticle sample parameters. (a) Sample images from the three datasets of Au nanoparticles of either 2.2, 5, or 
10 nm in diameter taken with similar microscope conditions (0.02 nm/pixel at 423–425 e/Å 2). (b) Confusion matrix of network performance when trained 
and tested with datasets of Au nanoparticles with different diameters. (c) Sample images from the three datasets of approximately 5 nm nanoparticles of 
either CdSe, Ag, or Au taken with similar microscope conditions (0.02 nm/pixel at 421–423 e/Å 2). (d) Confusion matrix of network performance when 
trained and tested with datasets of nanoparticles of different materials. All scale bars are 5 nm.
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are distinguishable, with higher nanoparticle contrast and ob
servable lattice fringes making an image easier to interpret. 
Consistently, the generalization performance is worse in the 
lower left corner of our confusion matrices (train on easy images, 
test on harder images) compared to the upper right corner (train 
on hard images, test on easier images). Since labeling difficult- 
to-interpret data is prone to larger human bias and error, these 
results highlight the need for simulation-based or multimodal da
tasets with accurate ground truth information to create useful 
training data (Madsen et al., 2018; Vincent et al., 2021).

In the absence of collecting more data to improve the gener
alizability of our networks, we can alternatively mimic lower 
contrast and more difficult to interpret datasets by adding 
noise and corrupting information in the higher contrast data
sets for which we have higher confidence in the labeling. Upon 
adding Gaussian noise to the images during training, we lower 
the nanoparticle contrast, but retain the lattice fringe features 
that denote nanoparticle regions (Fig. 7a). Note that additive 
Gaussian noise augmentation is a known regularization proto
col to prevent overfitting (Bishop, 1995) and synthetically pro
mote robustness (Gilmer et al., 2019).

As an example, we explore how additive noise augmentation 
affects generalizability across electron dosage. We train a series 
of models such that their training dataset of high dosage images 
(884 e/Å 2) is augmented with additive Gaussian noise with an SD 
of ρ. We then evaluate the performance of these noise-augmented 
models on the original 884 e/Å 2 test set (high dose), 423 e/Å 2 

dataset (medium dose), and 80 e/Å 2 dataset (low dose). As 
seen in Figure 7b, performance on all three datasets improve 
upon additive Gaussian noise augmentation, though the ideal 
amount of additive noise ρ depends on dataset. As expected, 
more additive noise is needed to improve performance on lower 
dosage datasets. Additionally, for all datasets, additive Gaussian 
noise augmentation helps networks meet or exceed the average 
performance of neural networks trained on experimentally col
lected similar data. This is surprising given that the measured 
noise from the OneView camera follows a scaled Poissonian dis
tribution and is only well approximated by a Gaussian at high 
counts (low noise). It is unclear whether the high performance 
from this augmentation is from matching dataset characteristics 
or from regularizing decision boundaries. The optimal aug
mented noise level does not match the experimentally collected 
dataset in either nanoparticle contrast (by matching histogram 
medians) or noise statistics (by matching image roughness) 
(Supplementary Fig. S7). However, when repeating this noise 
augmentation procedure on the medium-dose dataset, the noise- 
augmented models generalize poorly to higher dose data and re
quire less additive noise to generalize well to lower dose data, sug
gesting that there is some dependence on dataset characteristics 
(Supplementary Fig. S8). All networks degrade in performance 
when ρ > 1 SD, likely because this large noise augmentation de
stroys information in the image itself.

As the necessary additive Gaussian noise scale may not be 
known a priori, we alternatively set the noise augmentation 

Fig. 6. Example of segmentation results from three nanoparticle diameter models. Two examples are shown from each test set (2.2, 5, and 10 nm). The 
hard dice score for each prediction is displayed at the top right corner. Scale bar is 5 nm.
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such that ρ is uniformly sampled between [0, ρmax] during train
ing. Under this augmentation protocol, all noise-augmented- 
trained models perform well on the high-dose and medium-dose 
datasets, but none of them perform well enough on the low dose 
dataset to compare with low-dose trained models (Fig. 7c). These 
results suggest that synthetic noise augmentation could be a vi
able strategy for developing robust networks on HRTEM images 
with decent signal-to-noise, but does not work effectively to gen
eralize to low dosage images with low signal-to-noise. Recent 
work has highlighted the need for more accurate noise modeling, 
especially for capturing the modulation transfer function and 
noise statistics for low dosage images in neural network training 
(Larsen et al., 2023), and our results similarly highlight the diffi
culty of generalizing to low-dosage images.

We emphasize that the focus of our results is in the data- 
driven generalization trends rather than absolute neural net
work performance, which can be affected by label error and 
choice of model hyperparameters. As the models in this paper 
are all trained from hand-labeled experimentally collected 
data, there is inherent human bias and error in the labels, pri
marily at nanoparticle edges and with lower contrast nanopar
ticles (as seen in Fig. 6), which affects the absolute value of the 
dice scores. Similarly, while our training curves suggest that 
our networks have converged to a local minima that enables 
decent performance, there is still room for improvement by 
fine-tuning both model and optimization hyperparameters. 
We argue, however, that the generalization trends that we ob
serve are data-dependent and seem to be robust even after hy
perparameter tuning; in Supplementary Fig. S6, we show the 
generalization performance over nanoparticle size after hyper
parameter tuning model parameters, and while the overall dice 
scores are slightly different, the generalization trends are the 
same as Figure 5b. While the overall generalization perform
ance of a neural network can also be affected by even greater 

changes in architecture and optimization, empirically these 
generalization trends have been found to be largely dictated 
by the relationships between data (Miller et al., 2021), similar 
to what we have seen in this study.

Finally, the observed sensitivity to data preprocessing sug
gests that we need a closer examination as to how we convert 
raw scientific data into datasets for machine-learning and oth
er data-driven methods. While compressed digital images are 
easier to share, there needs to be greater transparency on 
how color mapping was performed, which affects image con
trast values, visibility of outliers, and potentially leads to data
set biases (Zhong et al., 2021). Even when there is no loss in 
data quality from compression, there can be unintended con
sequences from choices made during pixel-value rescaling, 
specifically related to the nanoparticle contrast, as seen with 
the variety of in-distribution generalization gaps seen in 
Figure 2b and with our magnification dataset in Figure 3a. 
Given this sensitivity to preprocessing, care needs to be taken 
to not just optimize but also create reproducible image record
ing and preprocessing procedures (Aaron & Chew, 2021). To 
this end, we have not only made our processed datasets for all 
of our models publicly available but also the raw camera data 
such that preprocessing steps can be explored (see the Data 
Availability section and Sytwu et al., 2023). By sharing the 
raw camera data rather than digital images, we hope to invig
orate research into the necessary data preprocessing steps for 
robust algorithms that work on data from any experiment.

Conclusions
We investigated how training dataset creation affects neural net
work segmentation performance on HRTEM images of nano
particles. We find that choices in data preprocessing, or the 
conversion from raw camera data to a machine-learning-ready 

Fig. 7. The effect of additive Gaussian noise on experimental data. (a) Sample image from the 884 e/Å 2 dataset (same as in Fig. 3c) with various amounts of 
additive Gaussian noise of scale ρ. Scale bar is 5 nm. (b,c) Performance of neural networks trained on the 884 e/Å 2 dataset augmented with (b) additive Gaussian 
noise of scale ρ or (c) additive Gaussian noise with scale sampled between [0, ρmax] when tested on the 884 e/Å 2 test set, 423 e/Å 2 dataset, and 80 e/Å 2 dataset. 
Dotted lines indicate the average performance of the respective dataset when trained on images from the same dataset.

Katherine Sytwu et al.                                                                                                                                                                                        93
D

ow
nloaded from

 https://academ
ic.oup.com

/m
am

/article/30/1/85/7591558 by guest on 15 April 2024

http://academic.oup.com/mam/article-lookup/doi/10.1093/micmic/ozae001#supplementary-data


dataset, heavily impacts the ability for networks to generalize to 
new data. Overall, we find that our trained neural networks are 
not generalizable across microscope parameters like magnifica
tion and electron dosage, which correspond with changing 
image features like feature size and signal-to-noise ratio. 
However, networks are more generalizable across sample pa
rameters like nanoparticle diameter and certain nanoparticle 
materials, which corresponds with image features like nanopar
ticle contrast and lattice fringe frequency. These results give in
sight into the experimental conditions under which we can 
expect trained neural networks to be reliable, and suggest the 
varieties of data needed for generalizable neural networks.

Availability of Data and Materials
All processed datasets, raw image data, and corresponding labels 
used in this paper are available in the Dryad Digital Repository, 
at https://doi.org/10.7941/D1SP93 (Sytwu et al., 2023). The raw 
image data are also available via Foundry-ML at https://doi.org/ 
10.18126/z4mr-xwk5. Code and Jupyter notebooks on dataset 
creation and model training/testing, trained model weights, 
and more visualizations of our results are available at https:// 
github.com/ScottLabUCB/HRTEM-Generalization.

Supplementary Material
To view supplementary material for this article, please visit 
http://academic.oup.com/mam/article-lookup/doi/10.1093/ 
mam/10.1093/micmic/ozae001supplementary-data.
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