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Abstract

What factors contribute to the growth of children’s early vo-
cabulary? One method for exploring this question is investigat-
ing predictors (e.g., frequency) that differentiate words learnt
earlier from those learnt later. A more comprehensive account
requires the examination of multiple language families and
multiple levels of linguistic representation (e.g., phonological,
morphosyntactic, semantic). Here, we studied 10 predictors of
word ages of acquisition across 27 languages and dialects. We
found that words that were more frequent, concrete, and asso-
ciated with babies were learnt earlier, whereas words that had
greater length in phonemes and mean length of utterance were
learnt later. There was no reliable effect of other morphosyn-
tactic predictors, or of phonological neighbourhood. We found
evidence of a tradeoff between a language’s morphological
complexity and the effect of syntactic complexity for predi-
cates, supporting the competition model. Predictor coefficients
revealed broad consistency across all languages, along with
variability that reflected language family classifications.
Keywords: language acquisition; word learning; vocabulary;
cross-linguistic; age of acquisition

Introduction
Why are some words learnt earlier than others? Despite
the variation in the structure of different languages, chil-
dren demonstrate remarkably similar early lexical develop-
ment across languages, with highly overlapping first words
(Frank, Braginsky, Yurovsky, & Marchman, 2021; Tardif
et al., 2008), and similar emergence of lexical categories
(Caselli et al., 1995). The order of lexical development can
thus be used as a tool to understand the commonalities and
differences in the factors that predict word learning across
languages and lexical categories.

Such questions have led to a productive line of inquiry,
with previous research demonstrating that, in English, words
learnt earlier tend to be more frequent (Goodman, Dale, & Li,
2008), be more iconic (Perry, Perlman, & Lupyan, 2015), and
appear in shorter utterances (Swingley & Humphrey, 2018).
The conclusions of these studies, however, were limited in
generalisability as they considered different sets of predic-
tors, and mostly focused only on English-learning children.
To have a more comprehensive understanding of early lan-
guage learning, it is important to capture two dimensions of
variability: across languages, and across levels of linguistic
representation (e.g., phonological, morphological, syntactic,
and semantic). These dimensions jointly provide information
about how different sources of information may be differen-
tially relevant across languages of different structures.

One study that has adopted this approach comes from Bra-
ginsky, Yurovsky, Marchman, & Frank (2019), who con-
ducted a larger scale cross-linguistic study across 10 lan-
guages, using a larger set of predictors to determine their in-
dependent contributions to word learning (see also Frank et
al., 2021). Overall, they found strong consistent effects for
predictors such as frequency and concreteness, but little to no
effect of predictors such as valence. Nonetheless, there are
two crucial limitations to their set of analyses. First, among
the predictors they considered, most were distributional (un-
igram frequency, frequency as sole or last word in utterance)
or semantic (concreteness, babiness, valence, arousal), with
only one phonological predictor (length in phonemes) and
one syntactic predictor (mean length of utterance). Although
there are cross-linguistic and cultural differences in word dis-
tributions in naturalistic speech, frequencies are remarkably
consistent, especially for fundamental vocabulary (Calude &
Pagel, 2011), and semantic representations also tend to ex-
hibit similar organisations cross-linguistically, at least within
semantic domains (Lewis, Cahill, Madnani, & Evans, 2023).
It is thus important to consider the full range of levels of lin-
guistic representation, particularly the levels which are more
likely to exhibit larger variation across languages, namely
morphological and syntactic factors.

Second, of the 10 languages examined by Braginsky et
al. (2019), all but one (Turkish) were Indo-European. As
such, it is possible that some of the consistency that they ob-
served was in fact due to structural similarities among Indo-
European languages, as opposed to underlying patterns in lan-
guage learning across languages regardless of language fam-
ily. To have a more generalisable understanding of the factors
driving early word learning, it is imperative to study a more
diverse set of languages, representing more language families
(see Kidd & Garcia, 2022).

Hence, the present study aims to capture a more compre-
hensive view of early word learning by including a broad
set of predictors encompassing phonological, morphological,
syntactic, and semantic levels of representation, as well as a
large set of languages with emphasis on non-Indo-European
languages. We also examine the role of lexical categories,
given the theoretical predictions that different lexical cate-
gories may be sensitive to different predictors. We aim to
answer two key research questions: (1) whether predictors
are consistent across languages, and (2) whether predictors
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are consistent across lexical categories. Together, these di-
rections will improve our characterisation of the consistency
and variation in early word learning across languages.

Method
Acquisition data
To study word learning in young children, we use data
collected via MacArthur–Bates Communicative Develop-
ment Inventories (CDIs), which are parent-report vocabulary
checklists (Marchman, Dale, & Fenson, 2023). CDIs are easy
to administer and have been adapted into dozens of differ-
ent languages, with demonstrated reliability and validity as a
measure of language ability (Fenson et al., 2007; Mayor &
Plunkett, 2011), making them an effective method for captur-
ing children’s vocabularies in different contexts.

We used vocabulary data from Wordbank (Frank, Bragin-
sky, Yurovsky, & Marchman, 2017), an open repository of
CDI data. These data included item-level data for each child,
along with associated demographic information such as the
child’s age. We extracted productive vocabulary informa-
tion from all forms, and expressive vocabulary information
from Words & Gestures forms. Children with reported lan-
guage exposure to more than one language were excluded,
and for children with longitudinal data, only the first admin-
istration was used. We included data from all languages for
which all necessary resources were available (see the Predic-
tor data section for resources used), amounting to 83934 chil-
dren across 27 languages and dialects. An overview of the
data used is shown in Figure 1.

To compare across languages, we mapped items to “univer-
sal lemmas” or “unilemmas”, which are approximate cross-
linguistic conceptual abstractions. For example, the items
“chat” (FRA) and “gato” (SPA) map to the same unilemma,
CAT. These unilemmas were first constructed from glosses
provided by original dataset contributors, then verified by na-
tive or proficient speakers, and manually cleaned and consoli-
dated to improve overall consistency; more information about
unilemma construction can be found on Github at https://
github.com/langcog/update_unilemmas. Note that some
items do not have corresponding unilemmas (e.g., language-
specific items that were not relevant cross-linguistically);
these items were dropped for analysis.

From these data, we derived ages of acquisition (AoAs) by
fitting Bayesian logistic regressions for each item, predicting
word knowledge (produces vs does not produce; understands
vs does not understand) from age. We used weakly informa-
tive priors of N (0,2.5) for the intercept and N (0.3,0.01) for
the slopes. Then, the AoA is the age at which 50% of children
are expected to know the word, calculated as the negative of
the intercept divided by the slope from fitted models (see Bra-
ginsky, Yurovsky, Marchman, & Frank, 2016).

Predictors of age of acquisition
For each language, we used corpora of child-directed speech
from CHILDES (MacWhinney, 2000) to calculate distribu-

Figure 1: Descriptive statistics for data from Wordbank and
CHILDES. N indicates number of children. ULs indicates
number of unilemmas (see text).

tional information as well as mean length of utterance in
words (MLU-w).1 We also used these corpora in con-
junction with morphological segmentation information from
UniMorph (Batsuren, Bella, & Giunchiglia, 2021; Sylak-
Glassman, 2016) and morphosyntactic parsing from UDPipe
(Straka, 2018) to calculate morphosyntactic predictors. In
addition, we used previously collected adult psycholinguis-
tic norms for the semantic predictors (detailed below), and
eSpeak NG (Vı̄tolin, š, 2022) to obtain phonological repre-
sentations for the calculation of phonological properties. An
overview of the data and resources used for each item prop-
erty is shown in Figure 2.

Phonological properties. For each item in each language,
we generated phonological representations for all possible re-
alisations of the item (e.g., “cat”, “cats”) with eSpeak NG.

1Note that some of the languages (Hebrew and Russian) had
CHILDES corpora that were transcribed in transliterated form in-
stead of the original script; we used ad-hoc custom reverse translit-
eration scripts to enable matching to other resources. We also col-
lapsed over dialects of a language, as dialectal information was not
always clearly marked.
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Figure 2: Item properties used, along with the data origins
and resources used to derive item property values.

These were directly used to calculate the mean length in
phonemes, and to measure the size of the phonological neigh-
bourhood, which was the number of other items that differed
from the target item by at most a Levenshtein distance of 2.

Morphological properties. To capture the morpholog-
ical properties of words, we considered both paradigmatic
and syntagmatic complexity. Paradigmatic complexity refers
to the possible alternative realisations of a particular lemma
(e.g., “run”, “runs”, “running”), whereas syntagmatic com-
plexity refers to sequential relationships within a particular
realisation (e.g., sequences of morphemes).

We used two measures of morphological paradigmatic
complexity, namely entropy over inflected forms and number
of morphological features, both of which involved morpho-
logical parsing from UDPipe. For each item, we found all
tokens in CHILDES which had the same lemma as the item,
and calculated the Shannon entropy over the inflected forms
(Çöltekin & Rama, 2023). The parsing also output morpho-
logical features in the Universal Dependencies format (Nivre,
Zeman, Ginter, & Tyers, 2017), and we calculated the mean
number of morphological features for each item as an approx-
imation of the size of the inflectional paradigm.

We also included a measure of morphological syntagmatic
complexity, namely mean number of morphemes; this used
morphological segmentation information from UniMorph.

Syntactic properties. For each item, we calculated the
MLU-w for utterances in which the item appeared using
CHILDES corpora, as a proxy for the syntactic complexity of
the item. We also used UDPipe to parse the dependency struc-
ture of utterances, extracting the core and oblique verbal de-
pendents (objects, clausal complements, and obliques), which
served as a proxy for subcategorisation frames. We then cal-
culated the entropy over subcategorisation frames (Sharpe,
Reddigari, Pylkkänen, & Marantz, 2019).

Semantic properties. We used previously collected adult
norms for concreteness (Brysbaert, Warriner, & Kuperman,
2014) and babiness (Perry et al., 2015) as semantic predictors.

Distributional properties. We used CHILDES to calcu-
late item unigram frequencies, which were Laplace smoothed
and log-transformed.

Lexical categories. Lexical categories were determined on
the basis of the conceptual categories presented on the CDIs
(e.g., “Animals”, “Action words”, “Descriptive words”). We
used the categories “nouns” (for common nouns), “predi-
cates” (for verbs, adjectives, and adverbs), and “function
words” (for closed class words); all other items were clas-
sified as “other”.

Predictor processing
Residualisation. Some of the item properties were a priori
correlated with one another. For example, shorter words tend
to have larger phonological neighbourhoods, and words with
more morphological features are likely to exhibit greater en-
tropy over inflected forms. As such, we conducted residual-
isation for phonological, morphological, and syntactic prop-
erties. For each property type, we residualised the first prop-
erty (e.g, length in phonemes) out of all other properties (e.g.,
phonological neighbourhood), such that the coefficients of
the other properties would reflect their effects over and above
any variance explained by the first property.

Imputation. Some of the item properties contained miss-
ing data depending on resource availability. We filled in miss-
ing values for each language by iteratively imputing these val-
ues based on a linear regression fitting that property from all
other properties.

Normalisation. Finally, we centred and scaled all proper-
ties to allow for direct comparison of standardised regression
coefficients.

Collinearity. One possible concern for comparing coef-
ficients across languages is multicollinearity among predic-
tor values. We calculated variance inflation factors (VIFs) on
models including all predictors except for lexical categories
(since models with interaction effects are known to have in-
flated VIFs). The VIFs for each predictor in each language
was < 3.5, indicating low multicollinearity among predictors.

Analysis
We fit Bayesian linear models for each language, predicting
the AoA of each item from all item properties and their in-
teractions with lexical category. This approach allowed us
to incorporate information from prior research, and provided
implicit regularisation for coefficients that may be underde-
termined due to data sparsity. We used conservative infor-
mative priors based on coefficient values from Braginsky et
al. (2016), which were broadly within (−2,2); thus, we used
a non-standardised t distribution, t(3,0,2), as priors for co-
efficients. The resultant standardised coefficients for each
item property would reflect its independent contribution to an
item’s AoA, and interactions with lexical categories would
reflect how this contribution varies across categories.

All code for data processing and analysis can be found on
Github at https://github.com/mikabr/aoa-pipeline.
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Figure 3: Maximum a posteriori estimates of coefficients predicting age of acquisition across all languages. Black vertical bars
indicate estimate medians across all languages. Significance indicates whether the credible interval includes zero.

Results
To display model results concisely, we plotted the maximum
a posteriori estimates for each predictor from the model for
each language, and describe median values below. The main
effects from all languages are shown in Figure 3.

Model results demonstrated strong and consistent effects
of frequency (b̄ = -1.46), concreteness (b̄ = -1.14), and babi-
ness (b̄ = -0.27), such that words which were more fre-
quent, concrete, and associated with babies were learnt ear-
lier. For phonological predictors, longer words as measured
in phonemes were learnt later (b̄ = 0.37), but there was no re-
liable effect of phonological neighbourhood (b̄ = -0.08). For
morphological predictors, the number of morphological fea-
tures (b̄ = 0.15), entropy over inflected forms (b̄ = 0.15), and
number of morphemes (b̄ = 0.16) all did not have reliable ef-
fects. For syntactic predictors, entropy over subcategorisation
frames did not have a reliable effect (b̄ = 0.03), while words
that had a greater MLU-w were learnt later (b̄ = 0.68).

Lexical categories
Estimates of predictor coefficients for different lexical cate-
gories are shown in Figure 4. Effects were mostly consistent
across lexical categories, with a few notable deviations. The
effect of babiness was attenuated for function words (b̄ = -
0.01), and the effect of length in phonemes was attenuated
for predicates (b̄ = 0.11). On the other hand, the effect of
MLU-w was enhanced for function words (b̄ = 0.43).

Correlations
To understand the consistency and variability of predictors
across languages, we calculated correlations between the co-
efficients of the main effects for each language with all other

languages, and with other languages within its language fam-
ily (for language families with ≥ 2 included languages), as in
Figure 5. The average correlation across languages was rel-
atively high (r̄ = 0.85). Mean correlations within language
families were broadly numerically greater than those across
language families, indicating greater consistency within lan-
guage families, except for families in which particular lan-
guages had more idiosyncratic predictor coefficients (English
(British), Swedish, and Russian). We also calculated a boot-
strapped randomised baseline by permuting coefficient pre-
dictor labels within each language and recalculating corre-
lations, representing correlations that would be expected by
chance. This baseline was consistently close to 0, and consis-
tently smaller than observed correlations.

Exploratory analysis: Morphological complexity
As an exploratory analysis, we sought to understand the vari-
ation in the effect sizes of morphosyntactic predictors as a
function of the morphological complexity of the language,
which may affect the importance or informativeness of other
morphosyntactic factors as cues for word learning. Hence, for
each combination of morphosyntactic factor and lexical cate-
gory, we conducted a linear regression with morphosyntactic
factor coefficient as the outcome variable and morphologi-
cal complexity as the predictor variable. We estimated mor-
phological complexity using the method from Bentz, Ruzsics,
Koplenig, & Samardžic (2016), who used a composite index
from 28 features of the World Atlas of Linguistic Structures
(Dryer & Haspelmath, 2013), ranging from 0 (least morpho-
logically complex) to 1 (most morphologically complex).

Only one model demonstrated a significant main effect of
morphological complexity, which was the model with MLU-
w for predicates as the outcome variable, as shown in Figure
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Figure 4: Maximum a posteriori estimates of coefficients predicting age of acquisition across all languages, by lexical category.
Black vertical bars indicate estimate medians across all languages.

6. The coefficient of the effect of morphological complexity
was negative (b = -1.05, p = 0.02), suggesting that languages
with greater morphological complexity had a smaller effect
of MLU-w for the AoA of predicates.

Discussion
What factors affect early word learning in children across lan-
guages? By examining the predictors of AoA across different
languages, we found that words with higher frequency, con-
creteness, and babiness were learnt earlier, whereas words
with greater length in phonemes and MLU-w were learnt
later. We found that these effects were generally consistent
across typologically diverse languages, suggesting that early
word learning broadly taps on similar sources of linguistic
information despite disparities in the realisations of such in-
formation across languages (see Braginsky et al., 2019).

In contrast, there was little evidence of any effect of mor-
phosyntactic predictors. This finding is surprising, given the
diversity in morphosyntax across the languages in our study.
One possible explanation for the lack of a reliable effect is
the operationalisation of our metrics. When completing the
CDI, caregivers may indicate that their child can say a word
even if their produced form is reduced or otherwise idiosyn-
cratic; thus the child need not have a complete grasp of the
word’s inflectional paradigm. As such, we adopted metrics
that were appropriate at the lemma level (e.g., relating to the
complexity of lemma paradigms). Morphosyntactic predic-
tors may not matter for the age of first production of an item,
but may be more crucial for learning other aspects of mor-
phosyntax, particularly in deploying appropriately inflected
forms. It is also possible that other morphosyntactic factors
(e.g., inflection class, Milin, Moscoso del Prado Martín, &

Filipović Ðurd̄ević, 2009) may be more important in early
word learning than the predictors in our current analysis.

We also did not find an effect of phonological neighbour-
hood size, unlike previous work suggesting that words with
larger phonological neighbourhoods were more likely to be
learnt (Fourtassi, Bian, & Frank, 2020; Jones & Brandt,
2019). In particular, Fourtassi et al. (2020) used a simi-
lar calculation method to the present study (considering only
CDI words as potential neighbours and controlling for fre-
quency), but still found an effect of phonological neighbour-
hood. The difference in results may be due to the fact that
they restricted their analyses to CDI nouns, whereas we also
included predicates and function words in our reference cor-
pora. Further research is necessary to determine whether lexi-
cal category-specific phonological networks may be more rel-
evant for early word learning (see also Beckage, Aguilar, &
Colunga, 2015; Li, Farkas, & MacWhinney, 2004).

Our results also demonstrated broad consistency across
lexical categories, with some variation for particular predic-
tors. This variation supports the hypothesis that words from
different lexical categories may be learnt in different ways,
such that different word properties may contribute to differ-
ing extents. For example, semantic factors (such as babiness)
may be less important for function words, whereas syntac-
tic complexity (as measured by MLU-w) may be more im-
portant, and word length may not be the bottleneck for ac-
quiring predicates. These results align with the predictions
made by other theories of early language acquisition. No-
tably, syntactic bootstrapping theory (Gleitman, 1990) sug-
gests that syntactic information may be more crucial for ac-
quiring the meanings of function words, because young chil-
dren acquiring function words have to infer their meaning
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dicate 95% confidence intervals. Dotted line indicates mean
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based on their role in sentences, and that inference is eas-
ier for shorter sentences. Comparatively, noun semantics can
be learnt more easily from direct cross-situational mapping
(Monaghan, Mattock, Davies, & Smith, 2015).

Indeed, the differing roles of predictors across lexical cate-
gories is also demonstrated by the relationship between mor-
phological complexity and the effect of MLU-w, specifically
for predicates (but not nouns or function words). This re-
sult provides some support for the competition model (Bates
& Macwhinney, 1982), which suggests that differential cue
availability and reliability across languages may lead to dif-
ferences in the AoA of different linguistic structures. For
languages with greater morphological complexity, the relia-
bility of morphological markers may lead to a lessened effect
of syntactic complexity, and vice versa, suggesting a trade-
off between the two dimensions of complexity (see Bentz,
Gutierrez-Vasques, Sozinova, & Samardžić, 2022; but cf.
Benítez-Burraco, Chen, & Gil, 2024). It is important to em-
phasise that this analysis is exploratory in nature, and the re-
sults should be interpreted with caution, especially because
of the small number of data points.

The current study represents an attempt to understand the
process of word learning across a large range of languages,
so as to better characterise the role of linguistic diversity in
early language learning. In particular, we expanded the range
of languages under consideration, using data from 27 lan-
guages and varieties, of which 10 (i.e., more than a third)
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Figure 6: Coefficient of MLU-w for predicates against esti-
mated morphological complexity. Shaded area indicates stan-
dard error.

were non-Indo-European. Nonetheless, there remained an
Indo-European bias, and certain language families were also
underrepresented, especially language families across Africa
and Oceania; much more research in those languages is nec-
essary for a truly comprehensive view of early word learning.

Additionally, even for the languages included in our study,
there was variation in the amount and quality of coverage
for the different resources used. For example, the CHILDES
corpora were of different sizes and collected through differ-
ent procedures, which may affect the degree to which these
corpora reflect children’s actual naturalistic input. Some lan-
guages also have more UniMorph data on verbs than other
lexical categories, which may have resulted in biassed pre-
dictor values. The consistency in observed predictor values
suggests that such a potential bias was not very large in mag-
nitude, but it remains crucial to increase resource availability
in understudied languages to permit more accurate research.

Nonetheless, the current work presents a case for using di-
verse language samples to study the consistency and variabil-
ity of early language learning across languages and across
levels of representation. It also provides an open, extensible
pipeline that easily allows for the addition of other languages
and predictors, enabling a range of applications both in cog-
nitive science and in evaluating language models (e.g., Chang
& Bergen, 2022). Additionally, it is worth highlighting that
this research was only made possible through the availabil-
ity of multiple open data and open science resources, empha-
sising the importance of open science practices. Continued
advancements in data collection and sharing from a greater
breadth of languages will certainly help to further our under-
standing of language acquisition in young children.
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Samardžić, T. (2022). Complexity trade-offs and equi-
complexity in natural languages: A meta-analysis.
Linguistics Vanguard. http://doi.org/10.1515/lingvan-
2021-0054

Bentz, C., Ruzsics, T., Koplenig, A., & Samardžic, T.
(2016). A Comparison Between Morphological Com-
plexity Measures: Typological Data vs. Language Cor-
pora. In Proceedings of the Workshop on Computa-
tional Linguistics for Linguistic Complexity. Osaka,
Japan.

Braginsky, M., Yurovsky, D., Marchman, V. A., & Frank,
M. C. (2016). From uh-oh to tomorrow Predicting age
of acquisition for early words across languages. In Pro-
ceedings of the 38th Annual Meeting of the Cognitive
Science Society (pp. 1691–1696). Philadelphia, PA.

Braginsky, M., Yurovsky, D., Marchman, V. A., &
Frank, M. C. (2019). Consistency and Variability in
Children’s Word Learning Across Languages. Open
Mind: Discoveries in Cognitive Science, 3, 52–67.
http://doi.org/10.1162/opmi_a_00026

Brysbaert, M., Warriner, A. B., & Kuperman, V. (2014).
Concreteness ratings for 40 thousand generally known
English word lemmas. Behavior Research Methods,
46(3), 904–911. http://doi.org/10.3758/s13428-013-
0403-5

Calude, A. S., & Pagel, M. (2011). How do we use lan-
guage? Shared patterns in the frequency of word use

across 17 world languages. Philosophical Transactions
of the Royal Society B: Biological Sciences, 366(1567),
1101–1107. http://doi.org/10.1098/rstb.2010.0315

Caselli, M. C., Bates, E., Casadio, P., Fenson, J., Fenson,
L., Sanderl, L., & Weir, J. (1995). A cross-linguistic
study of early lexical development. Cognitive Devel-
opment, 10(2), 159–199. http://doi.org/10.1016/0885-
2014(95)90008-X

Chang, T. A., & Bergen, B. K. (2022). Word Acquisi-
tion in Neural Language Models. Transactions of the
Association for Computational Linguistics, 10, 1–16.
http://doi.org/10.1162/tacl_a_00444

Çöltekin, Ç., & Rama, T. (2023). What do com-
plexity measures measure? Correlating and val-
idating corpus-based measures of morphological
complexity. Linguistics Vanguard, 9(s1), 27–43.
http://doi.org/10.1515/lingvan-2021-0007

Dryer, M. S., & Haspelmath, M. (Eds.). (2013). The
World Atlas of Language Structures. Data set, Zenodo.
http://doi.org/10.5281/zenodo.7385533

Fenson, L., Marchman, V. A., Thal, D. J., Dale, P. S.,
Reznick, J. S., & Bates, E. (2007). MacArthur-Bates
Communicative Development Inventories: User’s
Guide and Technical Manual. Paul H. Brookes Pub-
lishing Company.

Fourtassi, A., Bian, Y., & Frank, M. C. (2020). The Growth
of Children’s Semantic and Phonological Networks:
Insight From 10 Languages. Cognitive Science, 44(7),
e12847. http://doi.org/10.1111/cogs.12847

Frank, M. C., Braginsky, M., Yurovsky, D., &
Marchman, V. A. (2017). Wordbank: An open
repository for developmental vocabulary data.
Journal of Child Language, 44(3), 677–694.
http://doi.org/10.1017/S0305000916000209

Frank, M. C., Braginsky, M., Yurovsky, D., & Marchman,
V. A. (2021). Variability and Consistency in Early Lan-
guage Learning: The Wordbank Project. Cambridge,
MA, USA: MIT Press.

Gleitman, L. (1990). The Structural Sources of Verb Mean-
ings. Language Acquisition, 1(1), 3–55. Retrieved
from https://www.jstor.org/stable/20011341

Goodman, J. C., Dale, P. S., & Li, P. (2008). Does fre-
quency count? Parental input and the acquisition of vo-
cabulary. Journal of Child Language, 35(3), 515–531.
http://doi.org/10.1017/S0305000907008641

Jones, S. D., & Brandt, S. (2019). Do children
really acquire dense neighbourhoods? Jour-
nal of Child Language, 46(6), 1260–1273.
http://doi.org/10.1017/S0305000919000473

Kidd, E., & Garcia, R. (2022). How diverse is child lan-
guage acquisition research? First Language, 42(6),
703–735. http://doi.org/10.1177/01427237211066405

Lewis, M., Cahill, A., Madnani, N., & Evans, J. (2023).
Local similarity and global variability characterize the
semantic space of human languages. Proceedings of the

570

https://doi.org/10.18653/v1/2021.sigmorphon-1.5
https://doi.org/10.18653/v1/2021.sigmorphon-1.5
https://mindmodeling.org/cogsci2015/papers/0043/index.html
https://mindmodeling.org/cogsci2015/papers/0043/index.html
https://www.frontiersin.org/articles/10.3389/flang.2024.1340493
https://www.frontiersin.org/articles/10.3389/flang.2024.1340493
https://doi.org/10.1515/lingvan-2021-0054
https://doi.org/10.1515/lingvan-2021-0054
https://doi.org/10.1162/opmi_a_00026
https://doi.org/10.3758/s13428-013-0403-5
https://doi.org/10.3758/s13428-013-0403-5
https://doi.org/10.1098/rstb.2010.0315
https://doi.org/10.1016/0885-2014(95)90008-X
https://doi.org/10.1016/0885-2014(95)90008-X
https://doi.org/10.1162/tacl_a_00444
https://doi.org/10.1515/lingvan-2021-0007
https://doi.org/10.5281/zenodo.7385533
https://doi.org/10.1111/cogs.12847
https://doi.org/10.1017/S0305000916000209
https://www.jstor.org/stable/20011341
https://doi.org/10.1017/S0305000907008641
https://doi.org/10.1017/S0305000919000473
https://doi.org/10.1177/01427237211066405


National Academy of Sciences, 120(51), e2300986120.
http://doi.org/10.1073/pnas.2300986120

Li, P., Farkas, I., & MacWhinney, B. (2004). Early
lexical development in a self-organizing neural
network. Neural Networks, 17(8), 1345–1362.
http://doi.org/10.1016/j.neunet.2004.07.004

MacWhinney, B. (2000). The CHILDES Project: Tools for
analyzing talk. (3rd ed.). Mahwah, NJ: Lawrence Erl-
baum Associates.

Marchman, V. A., Dale, P., & Fenson, L. (2023).
MacArthur-Bates Communicative Development Inven-
tories User’s Guide and Technical Manual (3rd edi-
tion). Brookes Publishing Co.

Mayor, J., & Plunkett, K. (2011). A statistical esti-
mate of infant and toddler vocabulary size from CDI
analysis. Developmental Science, 14(4), 769–785.
http://doi.org/10.1111/j.1467-7687.2010.01024.x

Milin, P., Moscoso del Prado Martín, F., & Filipović
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