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Abstract

Psychological evidence shows that, rather than pursuing solely their own material interests
in group situations, people have additional “social” goals: They wish to help those who are
helping them, and hurt those who are hurting them. In this paper, I model such behavior in non-
cooperative game theory, and define the solution concept “Fairness Equilibrium” as those
outcomes that constitute equilibrium behavior when such motives are added to material games.
I apply the model to some well-known games and a model of monopoly pricing.

Applying the model shows the speciai role of “Mutual-Max” outcomes—in which each
player maximizes the other’s material payoffs—~and “Mutual-Min” outcomes—in which each player
minimizes the other’s material payoffs. The following results hold: Any Nash equilibrium that
is either a Mutual-Max outcome or Mutual-Min outcome is also a fairness equilibrium. If the
material payoffs are small relative to the “psychological payoffs,” then, roughly, an outcome is
a fairness equilibrium if and only if it is a Mutual-Max or a Mutual-Min outcome. If the
material payoffs are large, then an outcome is a fairness equilibrium if it is a strict Nash
equilibrium, and only if it is a Nash equilibrium.







I. Introduction

Most current economic models assume that people pursue only their own
material self-interest, and do not care about "social" goals. One exception to
self-interest which has received some attention by economists is sinple
altruism: people may care not only about their own well-being, but also about
the well-being of others. Yet psychological theory and evidence indicate that
most aliruistic behavior is more complex: people do not seek uniformly to help
other people; rather, they do so according to how generous these other people
are being. Indeed, the same people who are altruistic to other altruistic
people are also motivated to hurt those who hurt them. If somebody is being
nice to you, fairness dictates that you be nice to him. If somebody is being
mean to you, fairness allows, and vindictiveness dictates, that you be mean to
him.

Clearly, these emotions can have economic implications. If an employee has
been exceptionally loyal to a company, then a manager may feel some obligation
to treat that employee well, even when it is not in his self-interest to do so
(For the related idea of workers and management giving "gifts" to each.other,
see Akerlof [1982]). Other examples of economic behavier induced by social
goals are veluntary reductions of water-use during droughts, conservation of
energy to help solve the energy crisis (as documented, for instance, in Train,
McFadden, and Goett [1987}), donations te public television stations, and many
forms.of voluntary labor (Weisbrod {1988] estimates that, in the U.S., the
total value of voluntary labor is $74 billion annually). On the negative side,
a consumer may not buy a product sold by a monopolist at an "unfair" price,

even if the material value toc the consumer is greater than the price. By not




buying, the consumer lowers his own material well-being so as to punish the
monopolist.

In this paper, I formally incorperate such social goals into
non-cooperative game theory. By modeling these emotions formally, we can begin
to understand their economic implications more rigorously and more generally.

In the next section, I briefly present some of the evidence from the
psychological literature, and outline more specifically the stylized facts
about behavior that I incorporate into my medel. In Section III, I develop the

solution concept "fairness equilibrium,” and discuss its implications in some
examples.

In Section IV, I present some general results about which outcomes in
material games are likely to be fairness equilibria. These results demonstrate
the special role of "Mutual-Max" outcomes—-in which each player maximizes the
other’s material payoffs--and "Mutual-Min" outcomes——in which each player
minimizes the other’'s material payoffs. The following results hold: Any Nash
equilibrium that is either a Mutual-Max outcome or Mutual-Min outcome 1= also
fairness equilibrium. If the material payoffs of a game are small, then,
roughly, an outcome is a fairness equilibrium if and only if it is a
Mutual-Max or a Mutual-Min outcome. If the material payoffs of a game are
large, then an outcome is a fairness equilibrium if it is a strict Nash
equilibrium, and only if it is a Nash equilibrium.

In Section V, I discuss the welfare implications of fairness. I believe
that - welfare economics should be concerned not only with the efficient
allocation of material goods, but also with designing institutions such that
people are happy about the way they interact with others. For instance, if a
person leaves an exchange in which he was treated unfairly, this makes him

unhappy, and this should be a real consideration in judging the efficiency of




a situation. Indeed, if we arm ourselves with well-founded psychological
assumptions, we can start to address the non-material benefits and cosis of
the free market and other institutions.

I show in Section V that there exist situations in which the unique
‘fairness equilibrium" leaves both players "bitter”"--they leave the situation
feeling that they have heen treated badly. This has strong implications:
negative emotions may be endogenously generated by particular economic
structures., I also state and prove an unhappy theorem: Every game contains at
least one such "bitter equilibrium," so that there do not exist any situations
in which players necessarily depart with positive feelings.

I hope eventually to use this or related models to formally study the
implications of fairness in different economic situations. While I do not do
so in depth in this paper, Section VI considers the role of falirness in
monopoly pricing. I conclude in Section VII with a discussion of some of the

shortfalls of my model, and an outline of possible revisions and extensions.

I1. Fairness in Games: Some Evidence

In this section, I discuss some psychological research that demonstrates
the importance of the emotions I shall incorporate into my model. My model

will reflect the following stylized facts:

[A] People are willing to sacrifice their own material well-being to
help those who are being fair;
[B] People are willing to sacrifice their own material well-being to

punish those who are being unfair;




{cl Both motivations [A] and [B] have less effect on behavior as the
material cost of sacrificing becomes larger;

[D] People determine the fairness of others according to their motives,
not solely according to acticns taken. Forr example, people differentiate
between those who take a generous action by choice and those who are forced to

do so.

Consider [Al. The attempt to provide public goods without coercion is an
archetypical example where departures from pure self-interest can be
beneficial to society, and it has been studied by psychologists as a means of
testing for the existence of altruism and cooperation. Laboratory experiments
of public goods have been conducted by, among others, Isaac, Walker, and
Thomas [1984), Isaac, McCue, and Plott [1985]), Isaac and Walker [1888a, 1988b],
Kim and Walker [1884], Marwell and Ames [1881], van de Kragt, Dawes, and
Orbell [1983], van de Xragt, Orbell, and Dawes [1982], Guth, Schmittberger,
and Schwarze [1982], and Andreoni [1988]. These experiments typically involve
subjects choosing how much to contribute towards a public good, where the
optimal confribution is small or zero. The evidence from these experiments is
that people cooperate to a degree greater than would be implied by pure
self-interest. Many of these experiments are surveyed in Dawes and Thaler
[1988], and they conclude that, for most experiments of one-shot public-good
decisions in which the individually optimal contribution is close to 0%, the
contribution rate ranges between 40% and 60% of the socially optimal Ievel.1

These experiments indicate that contributions towards public goods are not,

however, the result of "pure altruism," where people seek unconditionally to

1 Further examples of Stylized Fact [Al can be found in Greenberg and Frisch

{19721, Xahneman, Knetsch, and Thaler [1986a,1986b}, Hoffman and Spitzer
[1982], and Goranson and Berkowitz [1866].




help others. Rather, the willingness to help seems highly contingent on the
behavior of others. If people do not think that others are doing their fair
share, then their enthusiasm for sacrificing for others is greatly diminished.

Indeed, Stylized Fact [B] says people will in some situations not only
refuse to help others, but will sacrifice to hurt others who are being unfair.
This idea has been most widely explored in the "ultimatum game,” discussed at
length in Thaler [1988]. The ultimatum game consists of two people splitting
gome fixed amount of money X according to the following rules: a Proposer
offers some division of X to a Decider. If the Decider says yes, they split
the money according to the proposal. If the Decider says no, they both get no
money. The result of pure self-interest is clear: Proposers will never offer
more than a penny, and the Decider should accept any offer of at least a
penny. Yet experiments clearly reject such behavior: Data show that Decliders
are willing to punish unfair offers by rejecting them, and that Proposers tend
to make fair offers.2

Some papers illustrating Stylized Fact [B] are Kahneman, Knetsch, and
Thaler [1986a,1986b}, Guth, Schmittberger, and Schwarze [1982], Greenberg
{1978], Finn and Lee [1988], and Goranson and Berkowitz [19866].

Stylized Fact [C] says that people will not be as willing to sacrifice a
great amount of money to maintain fairness as they would be with small amounts
of money. It 1is tested and partially confirmed in Leventhal and Anderson
[1970]1, but its wvalidity is intuitive toc most of us. If the ultimatum game
were conducted with $1, then most Deciders would reject a proposed split of

{$.90,%.10). If the ultimatum game were conducted with #10 million, the vast

2 The decision by Proposers to make fair offers can come from at least two

motivations: Self-interested Proposers should be fair because they know unfailr
offers will be rejected, and Proposers themselves have a preference for being
fair.




majority of Deciders would accept a proposed split of ($9 million, $1

million).3 Consider also the following example from Dawes and Thaler [1888]:

In the rural areas around Ithaca it is common for farmers to put
some fresh produce on a table by the road. There is a cash box on the
table, and customers are expected toc put money in the box in return
for the vegetables they take. The box has just a small slit, so money
can only be put in, not taken out. Also, the box is attached to the
table, so no one can (easily) make off with the money. We think that
the farmers who use this system have Jjust about the right model of
human nature. They feel that enough people will volunteer to pay for :
the fresh corn to make it worthwhile to put it out there. The farmers -
also know that if it were easy enough to take the money, somecne would
do so.

This example is in the spirit of stylized fact [C]: people succumb to the
temptation to pursue their interests at the expense of others in proportion to
the profitability of doing so.

Greenberg and Frisch [1972] and Goranson and Berkowitz [18966] find evidence
for Proposition [D], though not in as extreme a form as implied by my model.

From an economist’s point of view, it matters not only whether stylized

facts {[Al to [D] are true, but whether they have important economic
implications. Xahneman, Knetsch, and Thaler [1986a,1986b] discuss this at
length, and are convincing that the general lssues are indeed important. For
those unconvinced by this empirically or intuitively, one purpose of this
paper is to help us actually test the proposition theoretically: Will adding
fairness to economic models substantially alter our conclusions? If so, in

what situations will our conclusions be altered, and in what way? i

3 Clearly, however, a higher percentage of Deciders would turn down an offer ¢
of ($9,999,999.90,%.10) than turn down ($.90,%.10). In his footnote 6, Thaler L
[1988] concurs with these intuitions, while pointing out the obvious : b
difficulty in financing experiments of the scale needed to test them fully.



II1TI. A Model

To formalize fairness, 1 adopt the framework developed by Geanakoplos,
Pearce, and Stachetti [1989]) (hereafter, GPS). They modify conventional game
theory by allowing payoffs to depend on players’ beliefs as well as on their
actions.4 While explicitly incorporating beliefs substantially complicates
analysis, I argue that the approach is necessary to capture aspects of
fairness. Fortunately, GPS show that many standard techniques and results have
useful analogs in these “psychological games."

In this paper, I extend the GPS approach with an additional step which I
think will facilitate economic research: 1 derive psychological games from

1

basic "material games." Whereas GPS provide a technique for analyzing games
that already incorporate emotions into them, I use assumptions about fairness
to derive psychological games from the more traditional material description
of a situation. Doing se¢, [ develop a model that can be applied generally, and
can be compared directly to standard economic analysis.

To motivate both the general framework and my specific model, consider
Example 1, where X 1s a positive number. (Throughout the paper, I shall
represent games with the positive '"scale wvariable" X. This =allows us to
consider the effects of increasing or decreasing a game’s stakes without
changing its fundamental strategic structure.) This is a standard
battle-of-the-sexes game: both players prefer to play either (U,L} or {(D,R)

rather than not coordinating; but player 1 prefers (U,L) and player 2 prefers

(D,R).

4 See also Gilboa and Schmeidler [1988].




Player 2
L R

U 2%, X 0,0
Player 1

D 0,0 X, 2X

Example 1 —-- Battle of the Sexes

The payoffs drawn are a function only of the moves made by the players.
Suppose, however, that player 1 (say) cares not only about his own payoff,
but, depending on player 2’s motives, he cares also about player 2’s payoff.
In particular, if player 2 seems to be intentionally helping player 1, then
player 1 will be motivated to help player 2; if player 2 seems to be
intentionally hurting player 1, then player 1 will wish to hurt player 2.

Suppose player 1 believes a) that player 2 is playing R, and b) that player
2 believes he is playing D. Then player 1 concludes that player 2 is choosing
an action that helps both players (playing L would hurt both players). Because
player 2 is not being either generous or mean, neither stylized fact [A] nor
[B] apply. Thus, player 1 will be neutral about his effect on player 2, and
pursue his material self interest by playing D. If we repeat this argument for
player 2, we can show that, in the natural sense, (D,R) is an equilibrium: if
it is common knowledge that this will be the outcome, then each player Iis
maximizing his utility by playing his strategy.

Of course, (D,R} is a conventional Nash equilibrium in this game. To see
the importance of fairness, suppose player 1 believes a) that player 2 will
play R, and b) that player 2 believes that he is playing U. Now player 1
concludes that player 2 is lowering her own payoff in order to hurt him.

Player 1 will therefore feel hostility towards player 2, and wish to harm her.




If this hostility is strong enough, player 1 may be willing to sacrifice his
own material well-being, and play U rather than D. Indeed, if both players
have a strong enough emotional reaction to each other’s behavior, then (U,R)
is an equilibrium: If it is common knowledge that they are playing this
outcome, then--in the induced atmosphere of hostility--both players will wish
to stick with it.

Notice the central role of expectations: Player 1’s paycffs do not depend
gimply on the actions taken, but also on his beliefs about player 2's motives.
Could these emotions be directly modeled by transforming the payoffs, so that
we could analyze this transformed game in the conventional way? This turns out
to be impossible. In the natural sense, both of the equilibria discussed above
are strict: each player strictly prefers to play his strategy given the
equilibrium. In the equilibrium (D,R}, player 1 strictly prefers playing D to
U, In the equilibrium (U,R}, player 1 strictly prefers U to D. No matter what
payoffs we choose, these statements would be contradictory if payoffs depended
sclely on the actions taken. To formalize these preferences, therefore, we
need to develop a model that explicitly incorporates beliefg. I now construct
such a model, applicable to all two-person, finite-sirategy games.

Consider a two-player, normal-form game with (mixed) strategy sets S5, and

1

S2 for players 1 and 2, derived from finite pure-strategy sets Al and A2. let

ni:Sle2 — R be player i’'s material payoffs.s

5 I shall emphasize pure strategies in most of the paper, though formal

definitions allow for mixed strategies. One reason 1 de-emphasize mixed
strategies is that the characterization of preferences over mixed strategies
is not straightforward. In psychological games, there can be a difference
between Iinterpreting mixed strategies literally as purposeful mixing by a
player, versus interpreting them as uncertainty by other players. Such issues
of interpretation are less important in conventional game theory, and
consequently incorporating mixed strategies is more straightforward. Another
reason I de-emphasize mixed strategies is that they are hard to solve for;
Mathematica was used to find the two mixed-strategy equilibria in the
Prisoner’s Dilemma discussed below.




From this "material game,” I now construct a "psychological game" as
defined in GPS. I assume that each player’s subjective expected utility when
he chooses his strategy will depend on three factors: 1) his strategy, 2) what
he believes the other player’'s strategy to be, and 3) what he believes the
other player believes his strategy . to be. Throughout, I shall use the
following notation: a1 € 51 and a, € 82 represent the strategies chosen by the
two players; b1 € S1 and b2 € 52 represent, respectively, player 2's beliefs
about what strategy player 1 is choosing, and player 1’'s beliefs about what
strategy player 2 is choosing; c, € 81 and <, € S2 represent player 1’s
beliefs about what player 2 believes player 1's strategy is, and player 2’s
beliefs about what player 1 believes player 2’s strategy is.

The first step to incorporating falrness into our analysis is to define a
"kindness" function, fi(ai’bj)’ which measures how kind player i is being to
player j.s

If player i believes that player J is choosing strategy bj’ how kind is

player i being by choosging ai? Well, player i1 is choosing the payoff pair

(ni(ai,bj),nj(bj,ai)) from among the set of all payoffs feasible if player J

is choosing strategy bj—-i.e., from among the set H(bj)
{{ni{a,bj),nj(bj,a)]IaeSi}. The players might have a variety of notions of how
kind player i is being by choosing any given point in H(bj). While I shall now
proceed with a specific (and purposely simplistic)} measure of kindness, I
define in Appendix A a relatively broad class of kindness functions for which

all of the results of this paper are valid.

& I assume in this paper that players have a shared notion of kindness and

fairness, and that they apply these standards symmetrically. While I believe
that this is appropriate for modeling purposes, psychological evidence
suggests that people do not all share notions of fairness, and--more
importantly--they select notlens of fairness with a strong bias towards those
that Jjustify pursuing their own material interests. I discuss in Appendix B
how multiple kindness functions can be employed.

10




Let n?(bj) be player j’s highest payoff in H{bj), and let n;(bj} be player

Jj’s lowest payoff among points that are Pareto-efficient in NM(b.). Let the

J
"equitable payoff" be nj(bj] = (ng(bj) + ngibj))/z. In the case where the
Pareto frontier is linear, this payoff literally corresponds to the payoff
player Jj would get if player i ‘"splits the difference” with her among
Pareto-efficient points. More generally, it provides a crude reflerence point
against which to measure how generous player i is being to player }. Finally,
let H?in(bJ) be the worst possible payoff for player } in the set H(bj).

From these payoffs, I define the kindness function. This function captures

how much more than or less than player j's equitable payoff player i believes

he is giving to player Jj.

Definition 1.1:

Player i’s kindness to player j is given by
h min
fla,,b.) = [n.(b,,2a,) - ni(b)]/[wib,) - n "(b.}];
1125005 5P 1] J( J)] [nJ( J} nJ ( J)]

if wib.) - ®™P(b.) = 0, then f.(a,,b.) = 0.7
J Jod R

Note that fi = 0 if and only if player i is trying to give player J her
equitable payoff. If f‘i < 0, player i is giving player Jj less than her
equitable payoff. Recalling the definition of the equitable payoff, there are
two general ways for fi to be negative: either player i is grabbing more than
his share on the Pareto frontier of H(bj), or he is choosing an inefficient
point in H(bj). Finally, fi > 0 if player i is giving player j more than her

equitable payoff. Recall that this can happen only if the Pareto frontier of

ﬂ(bj) is a non-singleton; otherwise, n = n?.
h min - . .
When t° = n , all of player i's responses to bj yield player j the same

payoff. Therefore, there is no issue of kindness, and fi = 0.
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Abstract

Psychological evidence shows that, rather than pursuing solely their own material interests
in group situations, people have additional “social” goals: They wish to help those who are
helping them, and hurt those who are hurting them. In this paper, I model such behavior in non-
cooperative game theory, and define the solution concept “Fairness Equilibrium” as those
outcomes that constitute equilibrium behavior when such motives are added to material games.
I apply the model to some well-known games and a model of monopoly pricing.

Applying the model shows the special role of “Mutual-Max” outcomes—in which each
player maximizes the other’s material payoffs—and “Mutual-Min” outcomes—in which each player
minimizes the other’s material payoffs. The following results hold: Any Nash equilibrium that
is either a Mutual-Max outcome or Mutual-Min outcome is also a fairness equilibrium. If the
material payoffs are small relative to the “psychological payoffs,” then, roughly, an outcome is
a fairness equilibrium if and only if it is a Mutnal-Max or a Mumal-Min outcome. If the
material payoffs are large, then an outcome is a fairness equilibrium if it is a strict Nash
equilibrium, and only if it is a Nash equilibrium.







1. Introduction

Most current economic models assume that people pursue only their own
material self-interest, and do not care about "social" goals. One exception to
self-interest which has received some attention by economists is simple
altruism: people may care not only about their own well-being, but alsc about
the well-being of others. Yet psychological theory and evidence indicate that
most altruistic behavior is more complex: people do net seek uniformly to help
other people; rather, they do so according to how generous these other people
are being. Indeed, the same people who are altruistic to other altruistic
people are also motivated to hurt those who hurt them. If somebody is being
nice to you, fairness dictates that you be nice to him. If somebody is being
mean to you, fairness allows, and vindictiveness dictates, that you be mean to
him.

Clearly, these emotions can have economic implications. If an employee has
been exceptionally loyal to a company, then a manager may feel some obligation
to treat that employee well, even when it is not in his self-interest to do so
{For the related idea of workers and management giving "gifts" to each.other,
see Akerlof [1982]). Other examples of economic behavior induced by social
goals are voluntary reductions of water-use during droughts, conservation of
energy to help solve the energy crisis (as documented, for instance, in Train,
McFadden, and Goett [18987]1)}, donations to public television stations, and many
forms of voluntary labor (Weisbrod [1988] estimates that, in the U.S., the
total value of voluntary labor is $74 billion annually)}. On the negative side,
a consumer may not buy a product sold by a monopolist at an "unfair" price,

even if the material value to the consumer is greater than the price. By not




buying, the consumer lowers his own material well-being so as to punish the
monopolist.

In this paper, I formally incorporate such social goals inte
non-cooperative game theory. By modeling these emotions formally, we can begin
to understand their economic implications more rigorously and more generally.

In the next section, I briefly present some of the evidence from the
psychological literature, and outline more specifically the stylized facts
about behavior that I incorporate into my model. In Section III, I develop the
solution concept "fairness equilibrium," and discuss its implications in some
examples.

In Section IV, I present some general results about which outcomes in
material games are likely to be fairness equilibria. These results demonstrate
the special role of "Mutual-Max" outcomes--in which each player maximizes the
other’s material payoffs--and "Mutual-Min" outcomes--in which each player
minimizes the other’'s material payoffs. The following results hold: Any Nash
equilibrium that is either a Mutual-Max outcome or Mutual-Min ocutcome is also
fairness equilibrium. If the material payoffs of a game are small, then,
roughly, an outcome is a fairness equilibrium if and only 1if it is a
Mutual-Max or a Mutual-Min outcome. If the material payoffs of a game are
large, then an outcome is a fairness equilibrium if it is a strict Nash
equilibrium, and only if it is a Nash eguilibrium.

In Section V, I discuss the welfare implications of fairness. I believe
that welfare economics should be concerned not only with the efficient
allocation of material goods, but also with designing institutions such that
people are happy about the way they interact with others. For instance, if a
person leaves an exchange in which he was treated unfairly, this makes him

unhappy, and this should be a real consideration in Jjudging the efficliency of




a situation. Indeed, if we arm ourselves with well-founded psychological
assumptions, we can start to address the non-material benefits and costs of
the free market and other institutions.

I show in Section V that there exist situations in which the unique
"fairness equilibrium” leaves both players "bitter"--they leave the situation
feeling that they have been treated badly. This has strong implications:
negative emotions may be endogenously generated by particular economic
structures. I also state and prove an unhappy theorem: Every game contains at
least one such "bitter equilibrium," so that there do not exist any situations
in which players necessarily depart with positive feelings.

I hope eventually to use this or related models to formally study the
implications of fairness in different economic situations. While I do not do
so in depth in this paper, Secﬁion VI considers the role of fairness in
monopoly pricing. I conclude in Section VII with a discussion of some of the

shortfalls of my model, and an ocutline of possible revisions and extensions.

II. Fairness in Games: Some Evidence

In this section, I discuss some psychological research that demonstrates
the importance of the emotions I shall incorporate into my model. My model

will reflect the following stylized facts:

[Al People are willing to sacrifice their own material well-being to
help those who are being fair;
[B] People are willing to sacrifice their own material well-being to

punish those who are being unfair;




[C] Both motivations [A] and [B] have less effect on behavior as the
material cost of sacrificing becomes larger;

[D] People determine the fairness of others according to their motives,
not solely according to actions taken. For example, people differentiate
between those who take a generous action by choice and those who are forced to

do so.

Conzider [A]. The attempt to provide public goods without coercion is an
archetypical example where departures from pure self-interest can be
beneficial to society, and it has been studied by psychologists as a means of
testing for the existence of altruism and cooperation. Laboratory experiments
of public goods have been conducted by, among others, Isaac, Walker, and
Thomas [1984], Isaac, McCue, and Plott [1985], Isaac and Walker [1988a, 1888b],
Kim and Walker [1984], Marwell and Ames ([1981], van de Kragit, Dawes, and
Orbell [1983], van de Kragt, Orbell, and Dawes [1882], Guth, Schmittberger,
and Schwarze [1982], and Andreoni [1988]. These experiments typically involve
subjects choosing how much to contribute towards a public good, where the
optimal contribution is small or zero. The evidence from these experiments is
that people cooperate to a degree greater than would be implied by pure
gelf-interest. Many of these experiments are surveyed in Dawes and Thaler
[19881, and they conclude that, for most experiments of one-shot public-good
decisions in which the individually optimal contribution is close to 0%, the
contribution rate ranges between 40% and 80% of the socially optimal level.1

These experiments indicate that contributions towards public goods are not,

however, the result of "pure altruism," where people seek unconditionally to

1 Further examples of Stylized Fact [A] can be found in Greenberg and Frisch
[1972], Xahneman, Knetsch, and Thaler [1986a,1986b], Hoffman and Spitzer
{1982], and Goranson and Berkowitz [1966].




help others. Rather, the willingness to help seems highly contingent on the
behavior of others. If people do not think that others are doing their fair
share, then their enthusiasm for sacrificing for others is greatly diminished.

Indeed, Stylized Fact [B] says people will in some situations not only
refuse to help others, but will sacrifice to hurt others who are being unfair.
This idea has been most widely explered in the "ultimatum game," discussed at
length in Thaler [1988]}. The ultimatum game consists of two people splitting
some fixed amount of money X according to the following rules: a Proposer
offers some division of X to a Decider. If the Decider says yes, they split
the money according to the proposal. If the Decider says no, they both get no
money. The result of pure self-interest is clear: Proposers will never offer
more than a penny, and the Decider should accept any offer of at least a
penny. Yet experiments clearly reject such behavior: Data show that Deciders
are willing to punish unfair offers by rejecting them, and that Proposers tend
to make falr of‘fers.2

Some papers illustrating Stylized Fact [B] are Kahneman, Xnetsch, and
Thaler [1986a,1986bl, Guth, Schmittberger, and Schwarze [18982], Greenberg
[1978], Finn and Lee [1986], and Goranson and Berkowitz [1866].

Stylized Fact [C] says that people will not be as willing to sacrifice a
great amount of money to maintain fairness as they would be with small amounts
of money. It is tested and partially confirmed in Leventhal and Anderson
[1970], but its validity is intuitive to most of us. If the ultimatum game
were conducted with $1, then most Deciders would reject a proposed split of

($.90,%.10). If the ultimatum game were conducted with #10 million, the vast

2 The decision by Proposers to make fair offers can come from at least two
motivations: Self-interested Proposers should be fair because they know unfair
offers will be rejected, and Proposers themselves have a preference for being
fair.




majority of Deciders would accept a proposed split of ($38 millicn, %1

million).3 Consider also the following example from Dawes and Thaler [1988]:

In the rural areas around Ithaca it is common for farmers to put
some fresh produce on a table by the road. There is a cash box on the
table, and customers are expected to put money in the box in return
for the vegetables they take. The box has just a small slit, so money
can only be put in, not taken out. Also, the box is attached to the
table, so no one can {easily) make off with the money. We think that
the farmers who use this system have Jjust about the right model of
human nature. They feel that enough people will volunteer to pay for
the fresh corn to make it worthwhile to put it out there. The farmers
also know that if it were easy enough to take the money, someone would
do so.

This example is in the spirit of stylized fact [Cl: pedple succumb to the
temptation to pursue their interests at the expense of others in proportion to
the profitability of doing so.

Greenberg and Frisch [1972] and Goranson and Berkowitz [1866] find evidence
for Proposition [D], though not in as extreme a form as implied by my model.

From an economist's point of view, it matters not only whether stylized
facts [Al] to [D] are true, but whether they have important economic
implications. Kahneman, Knetsch, and Thaler [1986a, 1886b] discuss this at
length, and are convincing that the general issues are indeed important. For
those unconvinced by this empirically or intuitively, one purpose of this
paper is to help us actually test the proposition theoretically: Will adding
fairness to economic models substantially alter our conclusions? If so, in

vhat situations will our conclusions be altered, and in what way?

3 Clearly, however, a higher percentage of Deciders would turn down an offer

of ($9,999,989.90,%.10) than turn down ($.90,%.10). In his footnote 6, Thaler
[1988] concurs with these intuitions, while pointing out the obvious
difficulty in financing experiments of the scale needed to test them fully.




To formalize fairness, I adopt the framework developed by Geanakoplos,
Pearce, and Stachetti [1989] (hereafter, GPS). They modify conventional game
theory by allowing payoffs to depend on players’ beliefs as well as on their
actions.4 While explicitly incorporating beliefs substantially complicates
analysis, I argue that the approach is necessary to capture aspecis of
fairness. Fortunately, GPS show that many standard techniques and resuits have
useful analogs in these "psychological games."

In this paper, I extend the GPS approach with an additional step which I
think will facilitate economic research: 1 derive psychological games from
basic "material games." Whereas GPS provide a technique for analyzing games
that already incorporate emotions into them, I use assumptions about fairness
to derive psychological games from the more traditional material description
of a situation. Doing so, I develop a model that can be applied generally, and
can be compared directly to standard economic analysis.

To motivate both the general framework and my specific model, consider
Example 1, where X is a positive number. (Throughout the paper, I shall
represent games with the positive "scale variable" ¥X. This allows us to
consider the effects of increasing or decreasing a game’s stakes without
changing its fundamental strategic structure.) This 1is a standard
battle-of-the-sexes game: both players prefer to play either (U,L) or (D,R)
rather than not coordinating; but player 1 prefers (U,L) and player 2 prefers

(D,R).

See also Gilboa and Schmeidler [1988].




]
Player 2
L R

U 24, X 0,0
Player 1

D 0,0 X, 2%

Example 1 —— Battle of the Sexes

The payoffs drawn are a function only of the moves made by the players.
Suppose, however, that player 1 (say) cares not only about his own payoff,
but, depending on player 2’s motives, he cares also about player 2’s payoff.
In particular, if player 2 seems to be intentionally helping player 1, then
player 1 will be motivated to help player 2; if player 2 seems to be
intentionally hurting player 1, then player 1 will wish to hurt player 2.

Suppose player 1 believes a) that player 2 is playing R, and b} that player
2 believes he is playing D. Then player 1 concludes that player 2 is choosing
an action that helps both players (playing L would hurt both players}. Because
player 2 is not being either generous or mean, heither stylized fact [A] nor
[B] apply. Thus, player 1 will be neutral about his effect on player 2, and
pursue his material self interest by playing D. If we repeat this argument for
player 2, we can show that, in the natural sense, (D,R) is an equilibrium: if
it is common knowledge that this will be the outcome, then each player is
maximizing his utility by playing his strategy.

Of course, (D,R) is a conventional Nash equilibrium in this game. To see
the importance of fairness, suppose player 1 believes a) that player 2 will
play R, and b) that player 2 believes that he is playing U. Now player 1
concludes that player 2 is lowering her own payoff in order to hurt him.

Player 1 will therefore feel hostility towards player 2, and wish to harm her.




If this hostility is strong enough, playér 1 may be willing to sacrifice his
own material well-being, and play U rather than D. Indeed, if both players
have a strong enough emotional reaction to each other’s behavior, then (U,R)
is an equilibrium: If it is common knowledge that they are playing this
outcome, then--in the induced atmosphere of hostility--both players will wish
to stick with it.

Notice the central role of expectations: Player 1's payoffs do not depend
simply on the actions taken, but also on his beliefs about player 2's motives.
Could these emotions be directly modeled by transforming the payoffs, so that
we could analyze this transformed game in the conventional way? This turns out
to be impossible. In the natural sense, both of the equilibria discussed above
are strict: each player strictly prefers to play his strategy given the
equilibrium. In the equilibrium (D,R), player 1 strictly prefers playing D to
U. In the equilibrium (U,R), player 1 strictly prefers U to D. No matter what
payoffs we choose, these statements would be contradictory if payoffs depended
solely on the actions taken. To formalize these preferences, therefore, we
need to develop a model that explicitly incorporates beliefs. I now construct
such a model, applicable to all two-person, finite-strategy games.

Consider a two-player, normal-form game with (mixed) strategy sets Sl and
S, for players 1 and 2, derived from finite pure-strategy sets A, and A,. Let

2 1 2

ni:slxsz — R be player i’'s material payoffs.s

5 I shall emphasize pure strategies in most of the paper, though formal

definitions allow for mixed strategies. One reason 1 de-emphasize mixed
strategies is that the characterization of preferences over mixed strategies
is not straightforward. In psychclogical games, there can be a difference
between interpreting mixed strategies literally as purposeful mixing by a
player, versus interpreting them as uncertainty by other players. Such issues
of interpretation are less important in conventional game theory, and
consequently incorporating mixed strategies is more straightforward. Another
reason I de-emphasize mixed strategies is that they are hard to solve for;
Mathematica was used to find the two mixed-strategy equilibria in the
Prisoner’s Dilemma discussed below.




From this "material game,” I now construct a “psychological game" as
defined in GPS. I assume that each player’s subjective expected utility when
he chooses his strategy will depend on three factors: 1) his strategy, 2) what
he believes the other player’s sirategy to be, and 3) what he believes the
other player believes his strategy ‘to be. Throughout, I shall use the
following notation: a, € S. and a. € S, represent the strategies chosen by the

1 2 2

two players; b1 € 81 and b2 € 52 represent, respectively, player 2’s beliefs
about what strategy player 1 is choosing, and player 1's beliefs about what
strategy player 2 1is choosing; c, € S1 and c, € S2 represent player 1’s
beliefs about what player 2 believes player 1’s strategy is, and player 2's
beliefs about what player 1 believes player 2’s strategy is.

The first step to incorporating fairness into our analysis is to define a
"kindness" function, fi(ai,bj), which measures how kind player 1 is being to
player j.s

If player 1 believes that player j ig choosing strategy bj’ how kind is
player i being by choosing ai? Well, player i is choosing the payoff pair
(ni(ai’bj)’nj{bj’ai)} from among the set of all payoffs feasible if player J
is choosing strategy bjﬂ—i.e., from among the set H(bj) =
{(ni(a,bj),nj(bj,a))[aeSi}. The players might have a variety of notions of how
kind player i is being by choosing any given point in H(bj]. While I shall now
proceed with a specific (and purposely simplistic) measure of kindness, 1

define in Appendix A a relatively broad class of kindness functions for which

all of the results of this paper are valid.

& I assume in this paper that players have a shared notion of Kkindness and

fairness, and that they apply these standards symmetrically. While I believe
that this is appropriate for modeling purposes, psychological evidence
suggests that people do not all share notions of fairness, and-—-more
importantly--they select notions of fairness with a strong bias towards those
that Justify pursuing their own material interests. I discuss in Appendix B
how multiple kindness functions can be employed.
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Let ng(bj) be player j’s highest payoff in H(bj), and let né(bj) be player
J’'s lowest payoff among points that are Pareto-efficient in H(bj}. Let the

"equitable payoff" be ng{bj} = {n?(bj) + nz(bjl)/z. In the case where the
Pareto frontier is linear, this payoff literally corresponds to the payoff
player j would get if player i ‘"splits the difference” with her among
Pareto-efficient points. More generally, it provides a crude reference point
against which to measure how generous player i is being to player j. Finally,
let ngin(bj) be the worst possible payoff for player j in the set H{bj).

From these payofis, I define the kindness function. Thls function captures

how much more than or less than player j's equitable payoff player i believes

he is giving to player j.

Definition 1.1:
Player i’s kindness to player j is given by

h min
f.(a,,b,) = [m db,,a,) - tb I I/In(b.) - T (b.)];
i(al J) [er{b‘J al) nJ{bJ)] [nJ(bJ) nJ ( J)]

if ©'b,) - #™P(b.) = 0, then f,(a,,b,) = 0.’
J J J J 13

Note that fi = 0 if and only if player i is trying to give player Jj her
equitable payeff. If fi < 0, player i is giving player j less than her
equitable payoff. Recalling the definition of the egquitable payoff, there are
two general ways for fi to be negative: either player 1 is grabbing more than
his share on the Pareto frontier of H(bj), or he is choosing an inefficient
peint in H(bj). Finally, fi > 0 if player i is giving player j more than her

equitable payoff. Recall that this can happen only if the Pareto frontier of

H(bj] is a non-singleton; otherwise, nj = n?.
7 h min . . <
Whenm == , all of player i's responses to bj yield player J the same

payoff. Therefore, there is no issue of kindness, and fi = 0.
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I shall let the function fj[bj,ci) represent player i’s belief's about how
kindly player j is treating him. While I shall keep the two notationally
gseparate, this function is formally equivalent to the function fj(aj'bi)'
Definition 1.2:

Player i’'s belief about how kind player j is being to him is given by

~ - e h min ]
f (bj’ci) = [ni(ci,b } - ni(c )1/[ni(ci} - (ci)],

J J J
if mie,) - ®™(c.) = 0, then F.(b,,c.) = O.
i1 i J i

i J

Because the kindness functions are normalized, the values of fi(-) and
?J(-) must lie in the interval [-1,1/2]1. Further, the kindness functions are
insensitive to positive affine transformations of the material payoffs
(overall utility, as defined shortly, will however be sensitive to such
transformations).

These kindness functions can now be used to fully specify the players’
preferences. Each player 1 chooses a, to maximize his expected utility
Ui{ai,bj,ci), which incorporates both his material utility and the players’

shared notion of fairness:
Ui(ai’bj'ci) = "i(ai’bj) + fj(bj,ci}-[1+fi(ai,bj)]

The cenitral behavioral feature of these preferences reflects the original
discussion: If player i believes that player j is treating him badlyv-fj(') <
Q--then player 1 wishes to treat player j badly, by choosing a such that
fi(') is low or negative. If player j is treating player i kindly, then ?j(-)
will be pesitive, and player i will wish to treat player j kindly. Of course,

the specified utility function is such that players will trade off their

12




preference for fairness against their material well-being, and material
pursuits may override concerns for fairness.

Because the kindness functions are bounded above and below, this utility
function reflectis stylized fact [C]: the bigger the material payoffs, the iess
the players’ behavior reflects their concern for fairness. Thus, the behavior
in these games 1is sensitive to the scale of material payoffs. Obviously,
however, I have not precisely determined the relative power of fairness versus
material interest, nor even given units for the material payoffs; my results
are, therefore, only "qualitative."

Notice that the preferences vi(ai’bj’ci) = ni(ai,bj) + fj(bj,ci}-fi(ai,bj)
would yield precisely the same behavior as the utility function Ui{ai,bj,ci).
I have made the preferences slightly more complicated so as to capture one bit

¥

of realism: whenever player j is treating player 1 unkindly, player 1i's
overall utility will be lower than his material payoffs. That is, ?j{') <0
implies Ui('} = ni('}. If a person is treated badly, he leaves the situation
bitter, and his ability to take revenge only partly makes up for the losg in
welf‘are.8

Because these preferences form a psychological game, we can use the concept
psychological Nash equilibrium defined by GPS; this is simply the analog of
Nash equilibrium for psychological games, imposing the additional condition
that all higher-order beliefs match actual behavior. I shall call the solution

concept thus defined fairness egquilibrium. GPS prove the existence of an

equilibrium in all psychological games, which obviously implies that there

8 As Lones Smith has pointed out to me, however, this specification has one

unrealistic implication: if player 1 is being “"mean" to player 2 (f1 < 0),
then the nicer player 2 ls to player 1, the happier is player 1, even if we
ignore the implication for material payoffs. While this is perhaps correct if
people enjoy making suckers of others, it is more likely a player will feel
guilty if he is mean to somebody who is nice to him.
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always exists a fairness equilibrium.

Definition 2:
The pair of strategies {al,az) € {Sl,SZ) is a Fairness Equilibrium (FE) if,
for i=1,2, jJ=#1i,
1) a; € argmax, o
2) c, = b, =a,.

U, (a,b,,c.), and
t i j'i

Is this solution concept consistent with the earlier discussion of Example

1? In particular, is the "hostile" outcome (U,R} a FE? If cy = b, =a, = Uand

1 1
<, = b2 =a, = R, then f2 = -1. Thus, player 1’s utility from playing U is O
(with fl = -1) and from playing D it is X-1 (with f1 = 0). Thus, if X < 1,

player 1 prefers U to D given these beliefs. Player 2 likewise prefers R tc L.
For X < 1, therefore, (U,R} is an equilibrium. In this equilibrium, both
players are hostile towards each other, and unwilling to coordinate with the
other if it means conceding to the other player.g

Because the players will feel no hostility if they coordinate, both (U,L)
and (D,R) are also equilibria for all values of X. But, again, these are
conventional outcomes; the interesting implication of fairness in Example 1 is
that the players’ hostility may lead each to undertake costly punishment of
the other. The Prisoners’ Dilemma shows, by contrast, that falirness may also

lead each player to sacrifice to help the other player:

S For X < 1/2, (D,L) is also an equilibrium. In this equilibrium, both

players are with common knowledge "conceding", and both players feel hostile
towards each other because both are giving up their best possible payoff in
order to hurt the other player. The fact that, for 1/2 < X = 1, (U,R) is an
equilibrium but {D,L) is not perhaps suggests that (U,R} is "more likely."
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Player 2
C D

C 4X, 4X 0,8X
Player 1

D 8X,0 XX

Example 2 —— Prisoners’ Dilemma

Consider the cooperative outcome, {(C,C). If it is common knowledge to the
players that they are playing (C,C), then each player knows that the other is
gsacrificing his own material well-being in order to help him. Each will thus
want to help the other by playing C, so long as the material gains from
defecting are not too large. Thus, if X is small enough (less than 1/18),
(C,C) is a fairness equilibrium.

For any value of X, however, the Nash equilibrium (D,D) is also a FE. This
is because if it is common knowledge that they are playing {D,D), then each
player knows that the other is not willing to sacrifice X in order to give the
other B6X. Thus, both players will be hostile; in the outcome (D,D), each
player is satisfying both his desire to hurt the other and his material
self-interest.

The Prisoner’s Dilemma illustrates two issues I discussed earlier. First,

we cannot fully capture realistic behaviér by invoking "pure altruism.” In
Example 2, both (C,C) and (D,D) are FE, and I believe this prediction of the
model is in line with reality. People sometimes cooperate, but if .each expects
the other player to defect, then they both will. Yet, having both of these as
equilibria is inconsistent with pure altruism. Suppose that player 1’s concern

for player 2 were independent of player 2’s behavior. Then if he thought that

player 2 was playing C, he would play C if and only if he were willing to give
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up 2X in order to help player 2 by 4X; if player 1 thought that player 2 were
playing D, then he would play C if and only if he were willing to give up X in
order to help player 2 by 5X. Clearly, then, if player 1 plays C in response
to C, he would play C in response to D. In order to get the two equilibria,
player 1 must care differentially about helping (or hurting) player 2 as a
function of player 2's behavior.10

The second issue that the Prisoner’s Dilemma illustrates is the role of
intentionality in attitudes about fairness, as articulated by stylized fact

[D]. Consider Example 3:

Player 2
C
C 4X, 4X
Player 1
D B6X,0
Example 3 -- Prisoners’ Non-Dilemma

This is the Prisoners’ Dilemma where player 2 is forced to cooperate. It
corresponds, for instance, to a case where somebody is forced to contribute to
a public good. In this degenerate game, player 1 will always defect, so the
unique FE is (D,C). This contrasts to the possibility of the (C,C} equilibrium
in the Prisoners’ Dilemma. The difference is that now player 1 will feel no
positive regard for player 2’s "decision" to cooperate, because player 2 is
not voluntarily doing player 1 any favors; you are not grateful to somebody

who is simply doing what he must.11

10 Of course, I am ruling out "income effects” and similar stuff as an

explanation; but that is not what causes this multiplicity of equilibria in
public-goods experiments and elsewhere.

1 Of course, player 1’s complete indifference to player 2’s plight here is
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In both Examples 1 and 2, adding fairness creates new equilibria, but dces

not get rid of any (strict) Nash equilibria. Example 4--the game
"Chicken"--illustrates that fairness can rule out strict Nash equilibria.12
Player 2
D C

D |-2X,-2X 2%,0
Player 1

C 0,2X XX

Example 4 -- Chicken

This game is widely studied by political scientists, because it captures
well situations in which nations challenge each other. Each country hopes to
"dare" while the other country backs down (outcomes (D,C) and (C,D)}); but both
dread most of all the outcome (D,D), in which neither nation backs down.

Consider the Nash equilibrium (D,C), where player 1 "dares" and player 2
"chickens out." Is it a FE? In this outcome, it is common knowledge that
player 1 is hurting player 2 to help himself. If X is small enough, player 2
would therefore deviate by playing D, thus hurting both player 1 and himself.
Thus, for small X, (D,C) is not a FE. Nor, obviously, is (C,D). Both Nash
equilibria are, for small enough X, inconsistent with fairness.

Whereas fairness does not rule out Nash equilibrium in Examples 1 and 2, it
does so in Example 4. The next section presents several propositions about
fairness equilibrium, including one pertaining to why fairness rules out Nash

equilibria in Chicken, but not in Prisoners’ Dilemma or Baitle of the Sexes.

because I have excluded any degree of pure altruism from my model.

12 While I will stick to the conventional name for this game, I note that it

is extremely speciesist--there is little evidence that chickens are less brave
than humans and other animals.
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1V. Some Propositions about Fairness Equilibria

In the pure-strategy Nash equilibria of Battle of the Sexes, each player
is--taking the other player’s strategy as given—-maximizing the other player’s
payoff by maximizing his own payoffs. Thus, each player can satisfy his own
material interests without violating hig sense of fairness. In the Nash
equilibrium of Prisoners’ Dilemma, each player is minimizing the other
player’s payoff by maximizing his own. Thus, bad will is generated, and
"fairness" means that each player will try te hurt the other. Once again,
players simultaneously satisfy their own material interests and their notions
of fairness.

These two types of outcomes--where players mutually maximize each other’s
material payoffs, and where they mutually minimize each other’s material
payoffs--will play an important role in many of the resulis of this paper, so

1 define them formally:

Definiticon 3.1:

A strategy pair (al,az) € [SI,Sz) is a Mutual-Max Outcome if, for i = 1,2,
J=# 1, a, € argmax_ ., nj(a,aj).
Definition 3.2:

A strategy pair (al,az) € (51,52} is a Mutual-Min Outcome if, for i = 1,2,
< < 13
J = i, a, € argmin_ o nj(a,aj).

13 It is trivial that at least one Mutual-Max and at least one Mutual-Min

outcome exists in every game, because we know that a Nash equilibrium exists
in every game; A Mutual-Max outcome is simply a Nash equilibrium in a game
where each player is trying to maximize the other’s material payoff, and a
Mutual-Min outcome is simply a Nash equilibrium in which each player is trying
to minimize the other player’s material payoff.
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The following definitions will also prove useful:

Definition 4:

4.1 An outcome is strictly positive if, for t = 1,2, f‘.1 > 0.
4.2 An outcome is weakly positive if, for i = 1,2, fi z 0.
4,3 An cutcome is strictly negative if, for 1 = 1,2, fi < 0.
4.4 An outcome is weakly negative if, for i = 1,2, fi = 0.
4.5 An outcome is neutral if, for i = 1,2, f‘1 = 0.

4.8 An outcome is mixed if, for i = 1,2, j # i, fi-:f"j < Q.

Using these definitions, I state a Proposition about two types of Nash

equilibria that will necessarily also be FE:

Proposition 1:
Suppose that (al,az) is a Nash equilibrium, and either a Mutual-Max outcome

or a Mutual-Min outcome. Then (al,az) is a FE,14

Proof':

Suppose that (al,az) is a Mutual-Max outcome. Then both fl and f2 must be
non-negative. Thus, both players have positive regard for the other. Since
each player 1s choosing a strategy that maximizes both his own material
well-being and the material well-being of the other player, this must maximize

his overall utility.

Suppose that (al,aZ) is a Mutual-Min outcome. Then fl and fz will both be

14 Proposition 1 is actually a bit misleading, if interpreted as finding Nash

equilibria in which players are being kind towards each other: It follows
trivially from definitions that any Mutual-Max Nash equilibrium must be
neutral in the sense of Definition 4.5.
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non-positive, so that each player will be motivated to decrease the material
well-being of the other. Since he is doing so while simultaneously maximizing
his own material well-being, this must maximize his utility.

Q.E.D.

Note that the pure-strategy Nash equilibria in Chicken do not satisfy
either premise of Propositicn 1. In each, one player is maximizing the other’s
payoff, while the other is minimizing the first’s payoff. If X is small
enough—-so that emotions dominate material payoffs--then the player who Iis
being hurt will choose fto hurt the other player even when self-destructive,
and play D rather than C.

While Proposition 1 characterizes types of Nash equilibria that are
necessarily also FE, Propogition 2 characterizes types of outcomes--Nash or

non-Nash-~-that can possibly be FE:

Proposition 2:

Every FE outcome is either strictly positive or weakly negative.

Proof’;

Suppose that an outcome has one player being positive-—fi > 0O--while the
other player is not being positive——f.j = 0, If fi > ¢, then it must be that
player i could increase his payoff in such a way that player j would be
harmed, simply by changing his strategy to maximize his own material interest.
If fj = 0, it is inconsistent with utility maximization for player i not to do
so; therefore, this outcome cannot be a FE. The only outcomes consistent with
FE, therefore, are those for which both fi and fJ are strictly positive, or

neither are. This establishes the proposition. Q.E.D.
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Proposition 2 shows that there will always be a certain symmetry of
attitude in any fairness equilibrium: It will never be the case that, in
equilibrium, one person is kind while the other is unkind.

While Propositions 1 and 2 pertain to all games—--irrespective of the scale
of material payoffgs--I1 present in the remainder of this section several
results that hold when material payoffs are either arbitrarily large or
arbitrarily small.15 To do so, I will consider classes of games that differ
only in the scale of the material payoffs. Given the set of sirategies 51XSZ’

and the payoff functions (nl{al,aa),nz(a az)), let ¥ be the the set of games

1’
with strategies SixS2 and, for all X > 0, material payoffs
(X-nlfal,az).x-nzfal,az)). Let G(X)}) € § be the game corresponding to a given
value of X,

Consider Chicken again. It can be verified that, if X is small enough, then
both (D,D} and (C,C) are FE. Note that, while these two outcomes are
{(respectively) Mutual-Min and Mutual-Max outcomes, they are not Nash
equilibria. Yet, when X is small, the fact that they are not equilibria in the
"material® game is unimportant, because falrness considerations will start to

dominate. Proposition 3 shows that the class of "strict" Mutual-Max and

Mutual-Min outcomes are FE for X small enough.

15 While the importance of what happens in games with large material payoffs

is clear, I also believe that understanding behavior of games with "small"
material payoffs is important. Many major economic institutions--most notably
decentralized markets--are best described as accumulations of minor econonmic
interactions, so that the aggregate implications of departures from standard
theory in these cases may be substantial. Moreover, I will show in Section V
that the welfare effects of a situation need not be infinitesimal, even if
material payoffs are infinitesimal.
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Propesition 3:

For any outcome (a a2) that is either a strictly pesitive Mutual-Max

1$
outcome or a strictly negative Mutual-Min outcome, there exists an X such

that, for all X e (0,X), (a,.a;) is a FE in G(X).

Proof':

As X — 0, the gain in material payoffs from changing a strategy approaches
zero, and eventually it is dominated by the fairness payoffs. If (al,az) is a
strictly positive Mutual-Max outcome, each player would strictly prefer to
play as, gsince this uniquely maximizes the fairness product. Thus, this is a
FE. If (al,az) is a strictly negative Mutual-Max outcome, each player would
strictly prefer to play as, since this uniquely maximizes the fairness

product. Thus, this too would be a FE. Q.E.D.

While Proposition 3 gives sufficient conditions for outcomes to be FE when
material payoffs are small, Proposition 4 gives conditions for which outcomes

will not be FE when material payoffs are small:

Proposition 4:

Suppose that (al,az) € (81,82) is not a Mutual-Max outcome, nor a
Mutual-Min outcome, nor a Nash equilibrium in which either player is unable to
lower the payoffs of the other player. Then there exists an X such that, for

all X € (0,X), (a,,a,) is not a FE in G(X).

Proof':

See Appendix D.
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Together, Propositions 3 and 4 state that, for games with very small
material payoffs, finding the fairness equilibria consists approximately of
finding the Nash equilibria in each of the following two hypothetical games:
1) the game in which each player tries to maximize the other player’s material
payoffs, and 2) the game in which each player tries to minimize the other
player’s material payoffs.

There are only two caveats to this being a general characterization of the
set of fairness equilibria in low-payoff games, First, Proposition 3 does not
necessarily hold for Mutual-Max or Mutual-Min outcomes in which players are
giving each other the equitable payoffs--i.e., when the outcomes are neutral.
Thus, "non-strict" Mutual-Max and Mutual-Min outcomes need to be
doubled-checked. Second, we must also check for whether certain types of Nash
equilibria in the original game are also FE, even though they are neither
Mutual-Max nor Mutual-Min outcomes. The potentially problematic Nash
equilibria are those in which one of the players has no options that will
lower the other’s material payoffs.

I now turn to the case where material payoffs are very large. Proposition §
states essentially that as material payoffs become large, the players’
behavior is dominated by material self-interest. In particular, players will

play only Nash equilibria if the scale of payoffs is large enough.

Provosition B:

If (81,52} is a sirict Nash equilibrium for games in ¥, then there exists
an X such that, for all X > X, (al,az) is a FE in G(X). If (al,az) is not a
Nash equilibrium for games in ¥, then there exists an X such that, for all X >

X, (a;,a,) is not a FE in G(X).
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Proof':

If {al,az) is a strict Nash equilibrium, then the difference in material
payoffs from playing the equilibrium strategy versus a non-equilibrium
strategy becomes arbitrarily large as X becomes arbitrarily large. Because the
fairness gains and losses are independent of X, a, eventually becomes a strict
best reply to a‘j as X becomes large.

If (al,az)-is not a Nash equilibrium, then, for at least one player, the
benefit in material payoffs from deviating from (ai,az) becomes arbitrarily
large as X becomes arbitrarily large. Because the fairness gains and losses
are independent of X, a, is eventually a dominated by some other strategy with

respect to aj as X becomes large. Q.E.D.

The only caveat to the set of Nash equilibria being equivalent to the set
of FE when payoffs are large is that some non-strict Nash equilibria are not

FE. 18

V. Fairness and Welfare

I consider now some welfare implications of fairness.17 Consider Example 6.
In this game, two people are shopping, and there are two cans of soup left.
Each person can either try to grab both cans, or not try to grab. If they

either both do not grab, or both grab, they each get one can; if one grabs,

16 This suggests that the definitions of this paper can be used to "refine"

Nash equilibrium, by eliminating only those (non-strict) Nash equilibria that
are not FE no matter how large are material payoffs.

17 While it is coherent and sometimes plausible to assume that rational

people maximize one "goal utility function" while their well-being corresponds
to a different "welfare utility function,” I assume here that the two
coincide.
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and the other does not, then the grabber gets both cans. This is a zero-sum
version of the prisoners’ dilemma: each player has a dominant strategy, and

the unique Nash equilibrium is (grab, grab).

Player 2
Grab Share
Grab X, X 2X,0
Player 1
Share 0,2%X X, X

Example 8 -- The Grabbing Game

Shopping for minor items is a situation in which people 1) definitely care
about material payoffs, and this concern "“drives" the nature of the
interaction, but they 2) probably do not care a great deal about individual
items. If two people fight over a couple of cans of goods, the social grief
and bad tempers are likely to be of greater importance to the people than
whether they get the cans. Indeed, both (grab,grab) and (share,share) are FE
when material payoffs are arbitrarily small, but the overall utility in each
equilibrium 1s bounded away from zer'o.18 As the material payoffs involved
become arbitrarily small, equilibrium utility levels do not necessarily become
arbitrarily small. This 1is realistic: no matter how minor the material
implications, people are affected by the observable efforts of others to be

friendly or unfriendly.

In Example 6, as with many examples in this paper, there is both a strictly

18 In particular, the utility from (Share,Share} is positive for each player,

and the utility from (Grab,Grab) is negative for each player-—{(Share,Share)
Pareto—dominates (Grab,Grab). This again highlights the fact the social
concerns take over when material payoffs are small. A general principle is
that, for any game with arbitrarily small material payoffs, every strictly
positive FE Pareto-dominates every weakly negative FE.
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positive and a strictly negative FE. Are there games that contain only
positive, or only negative, FE? If there are, this could he interpreted as
saying that there are some economic situations that endogencusly determine the
friendliness or hostility of the people involved. More generally, we could
consider the question of which types of economic structures are likely to
generate which types of emotions.

The Prisoners’ Dilemma illustrates that there do exist situations that
endogenously generate hostility. Applying Proposition 5, the only FE of the
Prisoners’ Dilemma with very large material payoffs is the Nash equilibrium,
where both players defect. This FE is strictly negative. Interpreting a
negative FE as a situation in which parties become hostile to each other, this
implies that if mutual cooperation is beneficial, but each person has an
irresistible incentive to cheat when others are cooperating, then people will
almost surely leave the situation feeling unfriendly.

Are there opposite, happier situations, in which the strategic logic of a
situation dictates that people will depart on good terms? In other words, are
there games for which all FE yield strictly positive outcomes? Preposition 6

shows that the answer is No: there exists in every game a weakly negative FE.

Proposition B:

In every game, there exists a weakly negative FE.

Proof:

See Appendix D.
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Propositidn 6 states that it is never guaranteed that people will part with
positive feelings.19 it implies a strong asymmetry in my model of
failrness--there is a bias towards negative feelings. What causes this
asymmetry? Recall that if a player is maximizing his own material payoffs,
then he is being either mean or neutral to the other player, because being
"nice” inherently involves sacrificing your material well-being. Thus, while
there are situations in which a player is tempted by material gains to be mean
even if other players are being kind, material self-interest will never tempt
a player to be kind when other players are being mean, because the only way to
be kind is to go against your material self-interest.

Of course, in games where there are both positive and negative FE, there
may be reasons--such as efficient communication--to expect that the positive

equilibria will prevail.

VI. A Model of Mcnopoly Pricing

One context in which fairness has been studied is monopoly pricing (see,
e.g., Thaler [1985] and Kahneman, Knetch, and Thaler [1986az,1988bl). Might
consumers see conventional monopoly prices as unfair, and refuse to buy at
that price even when worth it in material terms? If this is the case, then
even a profit-maximizing monopolist would price below the level predicted by
standard economic theory. I now present a game-theoretic model of a monopely,
and show that this intuition is reflected in my model.

I assume that a monopolist has costs ¢ per unit of production, and a

19 Note, however, that "matching pennies" and other games contain only

neutral outcomes, so that people are guaranteed to be emoiionally neutral
after the play of the game.
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consumer values the product at v. These are common knowledge. The monopolist
picks a price p € [e,v] as the consumer simultaneously picks a "reservation"
price r € [c,v], above which he is not willing to pay. If p = r, then the good
is sold at price p, and the payoffs are p-c for the Monopolist and v-p for the
Consumer. If p > r, then there is no sale, and the payoffs are O for each
player.20

Though this is formally an infinite-strategy game, it can be analyze using
the model of fairness.21 Applying Nash equilibrium allows ény outcome. We might
narrow down the prediction further, however, because the strategy r = v for
Consumer weakly dominates all other strategies (this would also be the
resulting price of subgame perfection if we made this a sequential game, with
Monopolist setting the price first). Thus, if players cared only about
material payoffs, the most reasonable outcome from this game 1is the
equilibrium of p = r = v, so that the monopelist extracts all the surplus from
trade.

What is the highest price consistent with a FE at which this produce could
be sold? First, what is the function fc(p,r), how fair Consumer is being to
Monopolist? Given that Monopolist sets p, the only question is whether
Monopolist gets profits p-c or profits 0. If r =z p, then Consumer is
maximizing both Monopolist's and his own payoffs, so fc(p,r) = 0. If r < p,
then Consumer is minimizing Monopolist’s payoffs, so fc{p,r} = -1. One

implication of this is that Monopolist will always exploit its position,

20 Note that this is essentially the ultimatum game, where the monopolist is

the Proposer, and the consumer is the Decider.

21 Note, however, that I have artificially limited the strategy spaces of the

players, requiring them to make only mutually beneficial offers; there are
problems with the definitions of this paper if the payoff space of a game is
unbounded. Moreover, though I believe that all results would be qualitatively
similar with more realistic models, the exact answers provided here are
sensitive to the speiification of the strategy space.
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becau%e it will never feel positively towards Consumer; thus, r > p cannot be
a FE.

Because r < p leads to no trade, this means that the only possibility for
an equilibrium with trade is when p = r. How fair is Monopolist being to
Consumer when p = r = z? Calculations show that fM(z,z) = [c-z]/2[v-c].
Because we are considering only values of z between c and v, this number is
negative: Anytime the monopolist is not setting a price equal to its costis,
the consumer thinks that the monopolist is being unfair. This is because
Monopolist is choosing the price that extracts as much surplus as possible
from the consumer given the consumer’s reservation price.

To see whether p = r = z is a FE for a given z, we must see whether
Consumer would wish to deviate by setting rr < z, thus eliminating Monopolist’s
profits. Consumer’s total utility fromr < z is U

c

Consumer’s total utility from sticking with strategy r = 2z is UC = v~z +

= 0 + fM(z,z)-[1+—1} = 0.

fM(z,z)-[1+0] = v-z + [c-z]/2[v-c].

Calculations show that the highest price consistent with FE is given by
z* = {2v® - 2cv + c] / [1 + 2v - 2c]. This number is strictly less than v when
v > ¢. Thus, the highest equilibrium price possible is lower then the
conventional monopoly price when fairness is added to the equation., This
reflects the arguments of Kahneman, Knetsch, and Thaler [1986a,bl: A
monopolist interested in maximizing profits ought not set price at "the
monopoly price," because it ought take consumers’ attitude towards fairness as
a given.

We can further consider some limit results as the stakes become large in
this game. Let the monopolist’s costs and consumer’s value be C = ¢c'X and V =

v-X. We can represent the percentage of surplus that the monopolist is able to

*
extract by [z -C]/[V-C). Algebra shows that this equals [2(V-C)]/[1+2(V-C}],
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and the limit of this as X becomes arbitrarily large is 1. That is, the
monopolist is able to extract "practically all" of the surplus, because

rejecting an offer for fairness’s sake is more costly for the consumer.

VII. Discussion and Conclusion

The notion of fairness in this paper captures several important
regularities of behavior, but leaves out other issues.

As an example, problems arise because the definition of fairness I use is
very "local': in Jjudging each other’s fairness, players consider only each
other’s willingness to resist unilateral deviations, rather than taking into
account possible outcomes in which both players change their strategies. For
instance, in the battle of the sexes a more "global” notion of fairness would
allow a player to have different emotions in his preferred efficient
equilibrium than in his less-preferred efficient equilibrium; my definition
makes no distinction. The "local" notion of fairness also allows a sort of
paradox: players may feel more positive towards each other with one outcome
than with an =alternative outcome that gives them both higher material
payoffs.zz While I feel this focus on "local" fairness is often valid (and very
much in the spirit of non-cooperative game theory more generally), further
research could consider how players incorporate broader aspects of a game into
their emotions.

Future research can also focus on modeling additional emotions. In Example

7, for instance, my model predicts no cooperation, whereas it seems plausible

22 Drew Fudenberg pointed this out. Formally, a strictly positive, Mutual-Max

outcome can be Pareto~dominated by a neutral Nash equilibrium.
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that cooperation would take place.23

Player 2
Share Grab

Trust 6%, 6% 0, 12X
Player 1 -
Dissolve 5X, 5% 5X,5%

Example 7 -- Leaving a Partnership

This game represents the following situation. Players 1 and 2 are partners
on a project that has thus far yielded total profiis of 10X. Player 1 must now
withdraw from the project. If player 1 dissolves the partnership, the contract
dictates that the players split the profits fifty-fifty. But total profits
would be higher if player 1 leaves his resources in the project. To do so,
however, he must forgo his contractual rights, and trust player 2 to share the
profits after the project is completed. So, player 1 must decide whether to
"dissolve" or to "trust"; if he trusts player 2, the player 2 can either
*grab" or "share".

What will happen? According to the notion of fairness in this paper, the
only (pure-strategy) equilibrium is for player 1 to split the prefits now,
yielding an inefficient solution. The desirable outcome (Trust,Share} is not
possible because player 2 will deviate. The reason is that he attributes no
positive motive to player 1--while it is true that player 1 trusted player 2,
he did so simply to increase his own expected material payoff. No kindness was
involved.

We might think that (Trust,Share) is a reasonable outcome. This would be

23 A related example was first pointed out to me by Jim Fearon.
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the outcome, for instance, if we assumed that players wish to be kind to those
that trust them: If player 1 plays "Trust® rather than "Split", he is showing
he trusts player 2. If player 2 feels kindly towards player 1 as a result of
this trust, then he might not grab all the profits. If we concluded that the
idea that people are motivated tb reward was psychologically sound, we could
incorporate it into formal models.

Even if we wanted to keep the basic theory as is, extending the model to
more general situations will create issues that do not arise in the simple
two-person, normal-form, complete-information games discussed in this paper.

The central distinction between two-person games and multi-person games is
likely to be how a person behaves when he is hostile to some players, but
friendly towards others. The implications are clear if he is able to.choose
whom to help and whom to hurt; it is more problematic if he must choose to
either help everybody or to hurt everybody. This, for instance, would be the
case when choosing the contribution level to a public good. Do you contribute
to reward those who have contributed, or not contribute to punish those who
have not contributed?

Extending the model to Bayesian games is likely to be essential for applied
research, but doing so will lead to important new issues. Because the theory
depends so heavily on the motives of other players, and because interpreting
other players’ motives depends on beliefs about their payoffs and information,
incomplete information will enter dramatically into decision-making. This is
similar to extending the model to the multi-person case; instead of facing a
known number of kind and unkind people, a player faces probabilities that a
given player is unkind or unkind.

Extending the model to sequential games is also likely to be essential for

applied research. In conventional game theory, observing past behavior can
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provide information; in psychological games, it can conceivably change the
motivations of the players. An important issue arises: can players "force"
emotions--that is, can a first mover do something that will compel a second
player to regard him positively? One might imagine, for instance, that an
analog to Proposition 6 might no longer be irue, and sequential games could

perhaps be used as mechanisms that guarantee positive emotions.
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Appendix A: The Kindness Function Can Be Generalized

There is a broad class of kindness functions for which all of the results
of this paper hold. Indeed, the proofs of all results contained in the body of
the paper are general enough that they establish the results for the kindness
functions that I now define.

Definition Al requires that 1) fairness cannot lead to infinitely positive
or infinitely negative utility, and 2) how kind player i is being to player J
1s an increasing function of how high a material payoff player 1 is glving

player Jj.

Definition Al:
A kindness function is Bounded and Increasing if:

1) There exists a number N such that fi(ai'b ) € [-N,N] for all (ai,b ); and

J
) > “i(ai’bj)'

J
2) fi(ai’bj) > fi(ai’bj) iff ni(ai,b

J
Definition A2 requires that the payoff that player j "deserves” is strictly
between player j's worst and best Pareto-efficient payoff, so long as the

Pareteo frontier is not a singleton.

Definition AZ:
Consider H(bj), ng(bj), and né(bj) as defined in the paper. A Kindness
function fi(ai’bj) is a Pareto Split if there exists some n?{bj) such that:

1) n.(b.,a,) > . (b5) implies that f,{a,,b.,} > 0; and
J J 1 J 0 J 11

n (b, a. ) =n.(b.) implies that f,(a,,b,) = O; and
J J % JoJ S B |
e . .
nj{bj,ai) < nj(bj) implies that fi(ai,bj) < 0.
2) n#(b.) > 1o(b,) = H%(b.)
J J g J JdJ
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3)  1f ©b.) > w(b.), then Ti(b.) > 75(b.) > mi(b.)
J J J J J J J J J J

The reader can verify that Propositions 1, 2, and 6 are all true for any
kindness function meeting Definitions Al and A2. Propositions 3, 4, and 5,
however, pertain to when material payoffs are made arbitrarily large or
arbitrarily small. In order for these results to hold, we must guarantee that
notions of the fairness of particular outcomes do not dramatically change when

all payoffs are doubled (say). Definition A3 is a natural way to do so:

Definition A3:
A kindness function'fi(ai,bj) is Affine if changing =2ll payoffs for both
players by the same affine transformation does not change the value of

fi[ai’bj)'

All the propositions in this paper hold for any kindness function meeting
PDefinitions Al, A2, and A3. Cne substantial generalization allowed for here is
that the kindness function can be sensitive to affine transformations of one
player’'s payoffs. If we double all of player 2’s payoffs, then it may be that
fairness dictates that he get more--or less—-than before. The definition, and
all of the limit results, simply characterize what happens if we comparably

change both players’ payoffs.

Appendix B: Players Can Have Different Notions of Kindness

In the paper, I assumed that players share a notion of fairness, and that

they apply this notion of fairness to themselves and each other. Yet people
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sometimes choose self-serving notions of fairness; they may also in good faith
disagree about standards of fairness. Can the lessons of this paper be
extended to such situations?

I believe the answer is, to a limited extent, yes. Suppose, for instance,

that we allowed each of fi, ?j’ f., and ?i to have different functional forms,

J
so long as they all meet Definitions Al, A2, and A3. Then all propositions of
the paper would hold.

One natural way to incorpqrate the "self-serving” type of fairness may be
to assume that there are two natural fairness functions, fi and gi, from which

a player chooses the one that is most convenient for him in terms of what can

yield him the larger utility. That is,

Ui(ai’bj’c')

s Max {ni(ai,bj) + fj(bj.ci)~[1+fi(ai,bj)],

"i(ai’bj) + gj(bj’ci)'{1+gi(ai’bj)]}

Appendix C: The Utility Function Can Be Generalized

The precise way I specify the utility function is limited in many ways. One
aspect that clearly determines some of the results in this paper is the fact
that I completely exclude "pure altruism”; that is, I assume that unless
player 2 is being kind to player 1, player 1 will have no desire to be kind to
player 2. Evidence suggests that, while people are substantially motivated by
the type of ‘“contingent altruism" I have incorporated into the model, pure
altruism is also sometimes a motive.

We could readily expand the utility function to incorporate pure altruism:
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Ui(ai,bj.ci) ni(ai,bj) + [ + (1_“)fj(b3'ci)]'[“fi(ai'bj}]

where a € [0,1].

In this utility function, if « > 0, then the player i will wish to be kind
to player j even if player J is being "neutral" to player 1. The relative
importance of pure versus contingent altruism is captured by the parameter «;
if « is small, then outcomes will be much as in the model of this paper; if «
is close to 1, then pure altruism will dominate behavior. (Moreover, note that
if @ = 1, then this utility function will no longer lead to a psychological
game, because second-order beliefs would no longer be relevant.)

Another unrealistic feature of the wutility function 1is the linear
separation of material payoffs from fairness payoffs. Furthermore, the
fairness utility is independent of the scale of the material payoffs. Consider
a situation in which a Proposer has an offer to split $1 evenly rejected by a
Decider. My model says that the Proposer will leave the situation unhappy not
only because he has no money, but because he was badly treated. Yet my model
implies that the Proposer will be as unhappy, but no more so, when leaving a
situation in which the Decider rejected an offer to evenly split $1 million.
This seems unrealistic——the bitterness he feels should be larger the greater
the harm done.

We could specify the utility function as:

Ui(ai’bj’ci) = Hi(ai’bj) + G(X)'fj(bj’ci)'I1+fi(ai’b )]

J

where G(X) is positive and increasing in x. 24

24 This specification, and one of the conditions mentioned below to maintain

the 1imit results, were suggested by Roland Benabou.
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Of course, this might create problems for the limit results of the paper.
However, the conditions that 1) G(X}/X — 0 as X — w and 2) G(X) bounded away
from 0 ag X — 0 would suffice for all propositions to hold. These conditions

simply allow for a generalization of stylized fact [C].

Appendix D: Proofs of Propositions 4 and 6

Proof of Proposition 4:

Suppose that (a az} is not a Nash equilibrium. Then (without loss of

1’
generality) player 1 is not maximizing his material payoffs.
Suppose that player 1 is not minimizing player 2’s payoffs. Then he is not

minimizing f Given that player 1 is also not maximizing his own material

1°
payoffs, this can be maximizing behavior only if fz > 0. But player 2 will
choose fz > 0 only if f1 > 0., Thus, both f1,f2 > 0. But if the material
payoffs are small, this means the players must choose to maximize fl and fz,
so that this must be a Mutual-Max outcome.

Suppose that player 1 is not maximizing player 2's payoffs. Then he is not
maximizing fi' If the payoffs are small, and given that player 1 is not

maximizing his own payoffs, this implies that f, < 0. This means, as payoffs

2

are small, player 1 will minimize player 2's payoffs, so that f1 < 0. If he
does so, player 2 will in turn minimize player 1's payoffs. Thus, this
outcome is a Min-Min outcome.

This establishes that if [al,az) is not a Mutual-Max, Mutual-Min, or Nash
equilibrium, then it will not be a FE for small enough X.

Now suppose that (al,az) is a Nash equilibrium, but one in which each

player could lower the other player’'s material payoffs by changing his
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strategy. Suppose that (al,az) is not a Mutual-Max outcome. Then (without loss
of generality) player 1 could increase player 2’s material payoffs, and fl <
0. But this can be optimal for small X only if fz = 0. If fz < 0, then earlier

arguments imply that this must be a Mutual-Min outcome. Suppose fz = 0. Then

this can be optimal for player 2 only if she has no choice of lowering player

1’s payoffs; otherwise, the fact that f‘1 < 0 would compel her to change

strategies. But this condition on player 2’s choices directly contradicts the
assumption that she could lower player 1’s payoffs.

This establishes ihe Proposition. Q.E.D.

Proof of Proposition B:

From the material game, consider the psychological game f{from the

preferences \l.1 = ni(ai’bj) + Min[fj(ci’bj)’o]'Mln[fi(ai’bj}'ol' By GPS’s

#* *
general existence result, this game has at least one equilibrium, (al,az}. I
will now argue that any such equilibrium is alse a FE.

* ¥* ¥* *
First, I show that, for i = 1,2, fi(ai’aj) = 0. Suppose fi(ai’aj) > 0. Let

/

3y

* , * * * * #*
ni(a,a ). Then Vi(ai,a ,ai) > Vi(ai.a ,aiL

J J J

which contradicts the premise. This is because the material payoff to 1 1is

be such that a! & argmax
i aesi

* A
higher with ai than with a.. and because fi{ai,aj} = 0, so that the fairness

*
payoff cannot be any lower than from a, .

* %
Thus, for i = 1,2, fi{al’a2) = 0. But this implies that each player
*  * * %
maximizing V.{(a.,a.,a.) is the same as his maximizing U.(a,,a,a.). Thus,
i1t 1 3 S SO M
* *
[ai,aj] is a FE. Q.E.D.
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