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ABSTRACT OF THE DISSERTATION

Multiplier Theory in Control

by

Yilong Chen

Doctor of Philosophy in Engineering Sciences (Mechanical Engineering)

University of California San Diego, 2021

Professor Mauricı́o de Oliveira, Chair

Multiplier techniques is a powerful analysis tool in analyzing the closed-loop intercon-

nection between a linear time-invariant system in feedback with a memoryless nonlinearity that

belongs to certain class. In the literature, this is also known as the Lur’e type of problem and

absolutely stable if the closed-loop system is asymptotically stable for all nonlinearity in the

class. Many physical systems can be modeled with this type of interconnection, such as actuator

saturation control problem, Phase-Locked Loop (PLL) design, steering control in vehicles, or

even uncertainties in robust control design. Then through the passivity theorem, conditions

for the stability of closed-loop interconnection can be constructed based purely on its linear

part. However, the passivity arguments involves the strict positive-realness of transfer functions,

xiv



which are inherently conservative and may produce undesired results. This conservatism can

be mitigated with the use of multiplier in the loop to achieve better results. Popular class of

multipliers, such as the Circle and Popov criterion, and class of Zames-Falb multipliers, are

stated in frequency domain but can also be converted into time-domain formulations through

tools such as, Linear Matrix Inequalities (LMIs), and Positive-real Lemma, also known as the

Kalman-Yakubovich-Popov (KYP) lemma.

This dissertation contributes to the multiplier theory in the following way: 1) Chapter 2

will explore different choice of loop transformation and establishes new results on the equivalence

between different transformed systems; 2) Chapter 4 analyzes the connection between robust and

absolute stability and develops new algorithm for the synthesis of robust controller; 3) Chapter 5

revisits the design challenge in PLL design and establishes new results on PLL stability.
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Chapter 1

Basics

1.1 Background

Many physical systems are naturally nonlinear but can often be separated into linear

and nonlinear part. The investigation of the closed-loop stability as a feedback of the linear

system and the nonlinear component has been widely studied in the 1960s. The problem of

absolute stability, which is a study of the closed-loop stability of the linear system in feedback

with an entire class of nonlinearity, is often referred as the Lur’e problem, as in Figure 1.1. For

example, the phase-locked loop filter design, perhaps the most widely deployed control devices

in modern days, can be modeled as a linear system in feedback with nonlinearity ψ(y) = sin(y)

as in Figure 1.1. The nonlinearity in this case can be considered in the class of sector-bounded

nonlinearity, ψ ∈ (α,1) and the design objective is to minimize the lower bound of the sector, α,

which is equivalent to maximize the phase that the PLL system can synchronize up to. There

are more examples in the practical implementations, such as the well-studied actuator saturation

control problem, where the nonlinearity in this case is the saturation. In vehicle steering problem

where the angular velocity is proportional to the tangent of steering angle, the nonlinearity in this

case becomes ψ(y) = tan(y).

1



The condition of absolute stability for the closed-loop interconnection can often be derived

based only on the linear system of the connection because the nonlinearity belongs to a specific

class. This decoupling between linear system and nonlinear component greatly simplified the

problem and simple analysis condition can be constructed using passivity theorem and strictly

positive-realness. However, since these conditions are naturally conservative, the multiplier

techniques are often used to reduce such conservatism. The basic idea of multiplier approach

is that by multiplying certain appropriate multiplies that belongs to a specific class, the ”scaled”

system can now satisfy the passivity theorem to reduce the conservatism comparing to that of

original ”non-scaled” system. The most well-known and generic multiplier class is perhaps the

Zames-Falb class [ZF68], developed in the late 1960s. Other popular criterion such as the Popov

and Circle criterion [Pop61] was developed earlier and led to intuitive graphical test. Many books

were interested in these topics, such as [AG64] focused on the Popov criterion and the Lur’e

stability method, and [DV09] discussed the input-output version of the mutliplier theory and

relation with small-gain theorem. In the work [CHL12], the authors there discussed causal and

non-causal multiplier, and techniques regarding factorization of non-causal multiplier to retrieve

causality, which is used for the passivity theorem.

In this dissertation, we will make some contributions to the multiplier theory in control. We

begin with a brief introduction to the multiplier theory and absolute stability problem formulation.

In chapter 3, we introduce new theorem and results on the loop transformation, which is required

to generalize the results to arbitrary sector (α,β). We discuss some necessities to use one

transformation versus the other. And different choice of loop transformations can actually been

proved to be equivalent, including stability condition if given multiplier that has non-negative

real parts. Moreover, we provides theorems discussing the possibilities to further enlarge the

sector size of the nonlinearity by examining the tangential point of the scaled system response

in frequency domain. From there, one can infer whether there would be need to examine both

transformation or not.

2



G(s)

ψ(·)

r u y

−

Figure 1.1: Interconnection of G and ψ.

Next, in chapter 4, we move on to discussing the connection between multiplier theory

with robust control and small gain theorem. We provide new theorems to robust control design

and formulate alternative algorithm to the traditional D-K iterations. The new algorithm is tested

to perform better that the D-K iteration in the sense of both convergence time, and optimal value.

The synthesize of the corresponding robust controller is also provided.

In chapter 5, we revisit the problem of phase-locked loop design using Popov/Circle

criterion and utilizes the loop transformation theorem developed previously to construct new

design techniques. In the literature, the coupling between parameters in stability and Popov

criterion yields unnecessary iterative search for the optimal solution. We show that by utilize the

other transformation, the solution will be find easily either through direct optimization or through

graphical test. More to that, we also examine the properties of the PLL filter with order higher

than three and provides concluding remarks and lemmas for that.

1.2 Notations

Notation is standard: Rn×m denotes a n by m real matrix; the notation X � 0 (�) means

that the symmetric real matrix X is positive (negative) semi-definite, and X � 0 (≺) that X is

positive (negative) definite. In certain symmetric block-matrices, the symbol (•) is used to denote

an entry that equals to its symmetric with respect to the main diagonal.

3



1.3 Memoryless Nonlinearties

1.3.1 Sector-Bounded Nonlinearties

A nonlinear function ψ : R→ R is said to be in sector [α,β] or sector-bounded by [α,β],

denoted ψ ∈ [α,β], if it satisfies

αx2 ≤ ψ(x)x≤ βx2, ∀x ∈ R. (1.1)

Note that the definition can be extended to multivariate case as follows.

Definition 1 (Multivariate Sector-bounded functions [KG02b]). A memoryless function h :

[0,∞)×Rp → Rp is said to belong to the sector

1. [0,∞) if uT h(t,u)≥ 0.

2. [K1,∞) if uT (h(t,u)−K1u)≥ 0.

3. [0,K2] with K2 = KT
2 > 0 if hT (t,u)(h(t,u)−K2u)≤ 0.

4. [0,K2] with K2 = KT
2 > 0 if hT (t,u)(h(t,u)−K2u)≤ 0.

In all cases, the inequality should hold for all (t,u). If in any case the inequality is strict, we

write the sector as (0,∞), (K1,∞), (0,K2), or (K1,K2).

The above definitions admit a strict verision, in other words, ψ ∈ (α,β) if it satisfies,

αx2 <ψ(x)x < βx2, ∀ x ∈ R.

4



1.3.2 Slope-Restricted Nonlinearties

The slope-restricted is defined as follows. The nonlinearty ψ is said to be slope-restricted

or incrementally bounded in sector [0,k], if

0≤ ψ(x1)−ψ(x2)

x1− x2
≤ k (1.2)

for all x1 6= x2.

Note that comparing to the slope-restricted class of nonlinearties, the sector-bounded

nonlinearty is a harder class to work with because it does not constraint the derivative of the

nonlinearity.

1.4 Passivity

One common tool in analyzing the Lur’e problem is the passivity theorem. Instead of

analyzing the feedback interconnection as a whole, it decouples the linear and nonlinear part of

the connection, which simplifies the problem and allows one to construct conditions based only

on the linear part of the system interconnection. Furthermore, the passivity approach guarantees

closed-loop stability for an entire class of nonlinearities, such as the class of sector-bounded, or

the slope-restricted.

The following version of passivity theorem is from [CHL12].

Theorem 1 (Passivity Theorem). Let G be a stable LTI system and let ψ be a bounded system

from Lm
2e[0,∞) to Lm

2e[0,∞). Assume that the feedback interconnection of G and ψ is well-posed

and there exists a constant ε > 0 such that the following conditions hold

< u,Gu >≥ ε‖u‖2, (1.3)

< u,ψu >≥ 0, (1.4)

5



for all T > 0 and u ∈ Lm
2e[0,∞). Then, the feedback interconnection (2.4) is stable.

The passivity lemma provides a path in analyzing the absolute stability of the Lur’e prob-

lem by bounding the nonlineartiy term and solving the problem with SPR conditions. However,

the passivity theorem admits conservatism. This can be reduced through an multiplier approach.

Theorem 2 (Passivity Theorem). Let G be a stable LTI system and let ψ be a bounded system from

Lm
2e[0,∞) to Lm

2e[0,∞). Assume that the feedback interconnection of G and ψ is well-posed and

there exists a constant ε > 0 and LTI multiplier M, such that M(s) has a canonical factorization

the following conditions hold

< u,MGu >≥ ε‖u‖2, (1.5)

< u,M∗ψu >≥ 0, (1.6)

for all T > 0 and u ∈ Lm
2e[0,∞). Then, the feedback interconnection (2.4) is stable.

1.5 Canonical Factorization

The factorization condition on the multiplier is given by

M = M−M+

where M− and M+ are invertible and stable with stable inverse. Factorization is widely used in

the literature, [BGKR11] provides conditions on the existence of such factorization.

Definition 2 (Canonical Factorization [CHL12]). Let M(s) be a square matrix transfer function

such that M(s) ∈ R L∞ and M−1(s) ∈ R L∞. Then, M(s) = M−(s)M+(s) is a canonical factor-

ization of M(s) if M+(s) ∈ R H ∞, M+(s) ∈ R H ∞, M∗−(s) ∈ R H ∞, and (M∗−(s))
−1 ∈ R H ∞
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1.6 Linear Matrix Inequalities

Modern control problems often involve using Linear Matrix Inequaility (LMIs) to effi-

ciently guarantee stability or optimize performance. The notation and definition are standard,

mainly from [BEGFB94].

A LMI has the form

F(x) .
= F0 +

m

∑
i=1

xiFi � 0, (1.7)

where x ∈ Rm, and Fi = FT
i ∈ Rn×n. The inequality (1.7) implies that F(x) is positive definite, in

other words,

uT F(x)u > 0, ∀u ∈ RT .

In many control problems, the variables are matrices [BEGFB94], e.g., the Lyapunov

inequality

AT P+PA≺ 0, (1.8)

where A ∈Rn×n is given and P is a variable. The phrase ”the LMI AT P+PA≺ 0 in P” means that

the matrix P is a variable. Instead of the notation in (1.7), we will continue with this condensed

form.

1.6.1 Convexity

A set C is convex if

αx+(1−α)x ∈C
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for all x ∈C and α∈ [0,1]. An important property of LMIs is that the set x : F(x)> 0 is convex.

This enable use to solve control problem using the LMI and convex optimization approach.

1.6.2 Congruence Transformation

A transformation of the form T T F(x)T is known as the congruence transformation. One

important property is that if F(x)� 0, then

T T F(x)T � 0

provided that T is nonsingular.

1.7 Positive-Realness

In the next chapter, the stability of the feedback interconnection for the Lur’e problem

lies heavily on the analysis whether one expression is strictly positive-real or not. In this section,

we shall present the definition of SPR transfer function and important results on positive-realness.

Definition 3 (Positive-Real Transfer Function [KG02b]). A p× p proper rational transfer function

matrix G(s) is called positive real if

1. poles of all elements of G(s) are in Re{s} ≤ 0,

2. for all real ω for which jω is not a pole of any element of G(s), the matrix G( jω) +

GT (− jω) is positive semidefinite, and

3. any pure imaginary pole jω of any element of G(s) is a simple pole and the residue matrix

lim
s→ jω

G(s) is positive semidefinite Hermitian.

The transfer function G(s) is called strictly positive-real if G(s−ε) is positive real for some ε > 0.
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Lemma 1 (Positive-Real [KG02b]). Let G(s) =C(sI−A)−1B+D be a p× p transfer function

matrix where (A,B) is controllable and (A,C) is observable. Then, G(s) is positive-real if and

only if there exist matrices P = PT > 0, L, and W such that

PA+AT P =−LT L, (1.9)

PB =CT −LTW, (1.10)

W TW = D+DT . (1.11)

Proof. See [KG02b, Lemma 6.2] for proof.

Lemma 2 (Kalman-Yakubovich-Popov [KG02b]). Let G(s) = C(sI−A)−1B+D be a p× p

transfer function matrix where (A,B) is controllable and (A,C) is observable. Then, G(s) is

strictly positive-real if and only if there exist matrices P = PT > 0, L, and W, and a positive

constant ε such that

PA+AT P =−LT L− εP, (1.12)

PB =CT −LTW, (1.13)

W TW = D+DT . (1.14)

Proof. See [KG02b, Lemma 6.3] for proof.

1.8 Bounded-real and Positive-real

The bounded-real and positive-real lemmas are useful tool in the robust control and

multiplier problems. Here we shall present the results.

Let A ∈Rn×n, B ∈Rn×p, C ∈Rp×n, and D ∈Rp×p be state space realization of a transfer
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function G(s). Assume that A is Hurwitz.

G :


ẋ = A x + B u,

y = C x + D u,
, x(0) = 0

1.8.1 Positive-real results

The followings are equivalent [Pap]:

1. The system y = Gu is passive,

∫ T

0
u(t)T y(t)d t ≥ 0,

for all u and T ≥ 0.

2. The transfer function matrix G(s) =C(sI−A)−1B+D is bounded-real, which is

G∗(s)+G(s)� 0

for all s with Re{s}> 0

3. The LMI AT P+PA PB−CT

BT P−C −(DT +D)

≺ 0,

in variable P = PT � 0 is feasible.

4. There exists a real matrix P = PT � 0 satisfying the algebraic riccati equation (ARE)

AT P+PA+(PB−CT )(D+DT )−1(PB−CT )T = 0
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1.8.2 Bounded-real results

The followings are equivalent:

1. The system y = Gu is nonexpansive,

∫ T

0
y(t)T y(t)d t ≤

∫ T

0
u(t)T u(t)d t,

for all u and T ≥ 0.

2. The transfer function matrix G(s) =C(sI−A)−1B+D is bounded real, which is

G∗(s)G(s)≺ I

for all s with Re{s}> 0, or equivalently,

‖G(s)‖∞ ≤ 1.

3. The LMI AT P+PA+CTC PB+CT D

BT P+DTC DT D− I

≺ 0,

in variable P = PT � 0 is feasible.

4. There exists a real matrix P = PT � 0 satisfying the algebraic riccati equation (ARE)

AT P+PA+CTC+(PB+CT D)(I−DT D)−1(PB+CT D)T = 0

11



Chapter 2

Multiplier Theory

Recall that the Lur’e type of problem concerns with the absolute stability of a linear

time-invariant system G(s) with nonlinearity in a given class, such as sector-bounded in (0,k), as

shown in Figure 2.1.

The use of passivity or small-gain theorem decouples the linear system G(s) and the

nonlinearity ψ, from which simple conditions based only upon the linear system can be constructed

and reduces the complexity of the problem. The conditions are often in the form of proving strictly

positive-realness, which are naturally conservative. In order to reduce this natural conservatism,

multiplier techniques can be used.

The multiplier is an artificial system, which, loosely speaking, examine the excess of

positivity in the nonlinearity to mitigate the deficiency of positivity in the linear system [CHL12].

The multiplier is introduced into the loop along with its inverse, as shown in Figure 2.2, to

retrieve of the original loop, as in Figure 2.1. Passivity theorem requires causality for the linear

system, including the multiplier here. Such restriction tremendously limits the choice of potential

multipliers by restraining the phase of the multiplier. This is overcome by a factorization on the

non-causal multiplier in [ZF68] in order to recover causality in the loop, as shown in Figure 2.3.

With all these prepared, the multiplier theory utilizes the property of the positive nonlin-
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G(s)

ψ(·)

r u y

−

Figure 2.1: Interconnection of G and ψ.

G(s)

ψ(·)

M(s)M(s)−1

M(s)−1

r u y

−

Figure 2.2: Interconnection with multiplier in loop.

earty ψ belonging to a given class Ψ and applies it to search for appropriate multiplier M(s) in

a certain class M , which ensures the positivity of M∗ψ. For example, the famous Zames-Falb

multiplier [ZF68] focuses on the class of monotone and slope-restricted nonlinearties. Then,

with the help of passivitity theorem, the stability of the original feedback interconnection as in

Figure 2.1 can be established if there exists a multiplier M within in a certain class such that

M(s)
(

1
k
+G(s)

)

is strictly positive-real (SPR).

The chapter will focus on the nonlinearity either sector-bounded or slope-restricted in

sector (0,k). First we will properly define the absolute stability and input-output stability, i.e.,

L2 stability. Then, we shall introduce popular multiplier criteria, such as Circle, Popov criteria

and Zames-Falb multipliers. We shall discuss their advantages and disadvantages. Chapter 3 will

generalize the results into arbitrary sector (α,β) via loop transformations and discusses intriguing

observations.
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G(s)

ψ(·)

M(s)M(s)−1

M(s)−1

M−∗− (s)

M∗−(s)

r u y

−

Figure 2.3: Interconnection with multiplier in loop.

2.1 Absolute and L2 Stability

2.1.1 Lp Stability

The following definition is from [Vid02]

Definition 4. Suppose R is a binary relation of Lpe. Then R is said to be Lp-stable if

(x,y) ∈ R, x ∈ Lp⇒ y ∈ Lp.

R is Lp-stable with finite gain if it is Lp-stable, and in addition there exists finite constant γp and

bp such that

(x,y) ∈ R, x ∈ Lp⇒‖y‖p ≤ γp‖x‖p +bp.

R is Lp-stable with finite gain and zero bias if it is Lp-stable, and in addition there exists finite

constant γp such that

(x,y) ∈ R, x ∈ Lp⇒‖y‖p ≤ γp‖x‖p.

The definition of Lp stability essentially defines bounded-input bounded-output with a

user-specified norm. Throughout this dissertation, p = 2, or ∞. The important point is that the

finite constant γp is independent of x. We shall see more of this in next chapter, when the loop

transformation theorem shows up.
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2.1.2 Absolute stability

Consider the system interconnection of a linear time-invariant system G and a sector-

bounded nonlinearity ψ,

y = Gu, u = r−ψ(y), (2.1)

as in Figure 2.1. The nonlinearity ψ is said to be sector-bounded, denoted ψ ∈ (α,β), if

αx2 ≤ ψ(x)x≤ βx2, β≥ α ∀x ∈ R. (2.2)

Definition 5 (Absolute Stability, [KG02b]). Consider the system (2.1), where ψ satisfies a sector

condition. The system is absolutely stable if the origin is globally asymptotically stable for

any nonlinearity in the given sector. It is absolutely stable with a finite domain if the origin is

uniformly asymptotically stable.

2.2 Popov/Circle Criterion

One popular absolute stability criterion is the Popov/Circle criterion. First, we shall

introduce the criterion

Lemma 3 (Popov criterion [CHL13]). Consider an asymptotically stable linear time-invariant

system G(s) and a sector-bounded nonlinearity ψ ∈ (0,k) with the interconnection shown in

Figure 2.1. If there exists γ ∈ R such that

Z(s) =
1
k
+(1+ γs)G(s) (2.3)

is SPR, then the feedback interconnection (2.1) is L2 stable.

Remark 1. Note that the version of Popov criterion stated in the above lemma can take in any
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γ ∈ R. When γ > 0, it is the standard Popov criterion. When γ < 0, as pointed out by [CHL13], it

is the anti-causal version of Popov. When γ = 0, one retrieves the Circle criterion.

Remark 2. The class of Popov multiplier is characterized by M(s) = 1+ γs. Note that the Popov

multipliers are not proper. Instead, the Zames-Falb multiplier requires the multiplier to be proper.

Remark 3. The meaning of the interconnection being L2 is that e and η are in L2 whenever u

and u̇ are in L2.

Remark 4. The function in (2.3) is SPR if and only if the function in (3.1) SPR with the multiplier

M(s) = 1+ γs.

2.2.1 Graphical Approach

One major reason for the popularity of the Popov/Circle criterion is its graphical feature.

Note that

Z(s) =
1
k
+(1+ γs)G(s)

being strictly positive-real is equivalent to

Re
{

1
k
+(1+ γ jω)(Re{G( jω)}+ j Im{G( jω)})

}
> 0, ∀ω ∈ R.

Expand the expression to have

1
k
+Re{G( jω)}− γω Im{G( jω)}> 0, ∀ω ∈ R.

From which one can construct the so-called ”Popov plot”, by plotting Re{G( jω)} versus

ω Im{G( jω)}. The criterion now becomes finding a ”Popov line” that lies entirely to left of the

curve Re{G( jω)} versus ω Im{G( jω)}. The slope of the Popov line equals 1/γ and the Popov
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−1
k

Re{H( jω)}

ω Im{H( jω)}

Figure 2.4: Popov plot. The curve is entirely lies to right of the red line that intersects the real
axis at −1/k+ j0 with a slope γ−1 > 0 such that (2.3) is SPR.

−1
k

Re{H( jω)}

ω Im{H( jω)}

Figure 2.5: Recovery of Circle criterion with γ = 0.

line intercept the real axis at −1/k+ j0. One example is shown in Figure 2.4 where γ > 0. The

case of γ = 0 and γ < 0 are shown in Figure 2.5 and Figure 2.6, respectively.

2.2.2 Multivariate Popov

Consider a strictly-proper system

ẋ = Ax+Bu, (2.4)

y =Cx, (2.5)

ui =−ψi(yi), 1≤ 1≤ q, (2.6)
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−1
k

Re{H( jω)}

ω Im{H( jω)}

Figure 2.6: Popov plot with γ < 0.

where A ∈ Rn×n, B ∈ Rn×p, and C ∈ Rp×n, (A,B) is controllable, (A,C) is observable, and

ψi : R→ R.

For the multi-input multi-output system, the Popov criterion can be stated as below

Lemma 4 (Multivariate Popov Criterion [KG02b]). The system (2.4) - (2.6) is absolutely stable

if, for 1≤ i≤ p, ψi ∈ (0,ki), 0 < ki < ∞, and there exists a constant γi ≥ 0, with (1+ γkγi) 6= 0

for every eigenvalue λk of A, such that

Z(s) = M+(I + sΓ)G(s) (2.7)

is strictly positive-real, where Γ = diag(γ1, . . . ,γp) and M = diag(1/k1, . . . ,1/kp).

If the sector condition ψi ∈ (0,ki) is satisfied only on a set Y ⊂ Rp, then the foregoing

conditions ensure that the system is absolutely stable with a finite domain.

Proof. See [KG02b, Theorem 7.3] for proof.

Remark 5. Note that here the multiplier parameter matrix Γ is positive while the γ in Lemma 3

belongs to the entire real number set, γ ∈ R.
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2.2.3 Popov LMI formulation

The multivariate formulation of the Popov criterion allows us to construct LMIs corre-

spondents in the following process. Consider

Z(s) = M+(I + sΓ)C(sI−A)−1B+D.

It is equivalent to

Z(s) = M+C(sI−A)−1B+ΓsC(sI−A)−1B.

Let s = (sI−A+A), and expand the produce,

Z(s) = M+C(sI−A)−1B+ΓCB+ΓCA(sI−A)−1B.

Rearrange the terms,

Z(s) = (C+ΓCA)(sI−A)−1B+M+ΓCB.

So the state-space realization of Z(s) can be given as

Z :



A = A,

B = B,

C =C+ΓCA,

D = M+ΓCB.
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From which one can utilizes the positive-real(KYP) lemma to have

PA +AT P C T −PB

C −BT P −DT −D

≺ 0

which leads to  PA+AT P (C+ΓCA)T −PB

C+ΓC−BT P −(M+ΓCB)T − (M+ΓCB)

≺ 0

2.3 Zames-Falb Criterion

The class of Zames-Falb multiplier is constructed in terms of monotone and slope-

restricted nonlinearty instead of sector bounded. The Zames-Falb criterion is state as follows.

Lemma 5 (Zames-Falb criterion [CHL13]). Consider the feedback system in Figure 2.1 with

asymptotically stable G(s) and a nonlinearity ψ slope-restricted in (0,k). Assume that the

feedback interconnection is well-posed. Then suppose that there exists a convolution operator

M : L2(−∞,∞)→ L2(−∞,∞) whose impulse response is of the form

m(t) = δ(t)− za(t)−∑
i

ziδ(t− ti),

where δ is the Dirac delta function,

∞

∑
i=0
|zi|< ∞, za ∈ L1, and ti ∈ R, ∀i ∈ N,

Assume that

1. ‖za‖1 +∑i |zi|< 1.

2. either za(t)≥ 0 for all t ∈ R and zi ≥ 0 for all i ∈ N, or ψ is odd; and
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3. Re{M( jω)(1+ kG( jω))}> 0, ∀ω ∈ R.

Then the feedback interconnection (2.1) is L2 stable.
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Chapter 3

Equivalence Results in Loop

Transformations

Loop transformation is often necessary in the Lur’e problem dealing with nonlinearty

bounded by generic sector (α,β), as in Figure 3.1. Traditionally, the transformation utilizes

the lower bound of sector, α. However, in many situations, this may complicates the problem

unnecessarily due to coupling in parameters. This chapter explores the transformation using

the upper bound β and establishes the relationships between the positive realness of the two

transformed system. Then the equivalence result will be applied to popular absolute stability

criteria involving positive realness, such as the Circle criterion, Popov and Zames-Falb multipliers.

Recall that in previous chapters, a sufficient condition to absolute stability of the closed-

loop interconnection for a normalized nonlinearity is that

M(s)
(

1
k
+H(s)

)
(3.1)

is SPR, in which H(s) is an asymptotically stable transfer-function obtained from G(s) via a loop

transformation. This is because most multiplier criteria, such as the Popov criterion (Lemma 3),
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f (y) = βy

ψ(y)

g(y) = αy

3.1(a) Sector (α,β), β > α.

f (y) = ky

ψ(y)

g(y) = 0

3.1(b) Sector (0,k), k > 0.

Figure 3.1: Sector-bounded nonlinearities

requires the nonlinearity be in the normalized sector (0,k). In order to deal with nonlinearities in

a generic sector (α,β), a loop transformation is used to shift the sector from (α,β) to (0,k).

Assume without loss of generality that β > α. Traditionally, the loop transformation is

performed by introducing feedback loops depending on the value of α as in Figure 3.23.2(a),

which leads to a transformed system and sector nonlinearity of the form

Gα(s) =
G(s)

1+αG(s)
, ψα(y) = ψ(y)−αy ∈ (0,β−α). (3.2)

If the transformed system, Gα(s), is asymptotically stable and

1
β−α

+(1+ γs)Gα(s)

is SPR, then Lemma 3 with H(s) = Gα(s) and k = β−α guarantees that the original interconnec-

tion is absolutely stable for all nonlinearities in the sector (α,β). Examples of the use of such a

transformation in the literature are [Eva98, Ahm14, Abr02a, PDP85].

In many problems, the values of α or β might not be rigidly fixed, but could be further

manipulated to maximize the size of the allowable sector, for instance by maximizing the value of

β−α. As one concrete application, one could use a sector nonlinearity to model vehicle steering.
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G(s)

ψ(·)

α

α

uα yα

−

ηβ

eα

−

−

Gα

ψα

3.2(a) α loop transformation

G(s)

ψ(·)

β

β

−1
uβ

−

ηβ

eβ yβ

−

−
+

Gβ

ψβ

3.2(b) β loop transformation

Figure 3.2: Loop transformations

Example 1 (Vehicle Steering). In the closed-loop control of a simplified model of a steering

vehicle at constant forward velocity, the vehicle’s angular velocity is proportional to the tangent

of the steering angle, so that

θ̇ = µ tan(θ), φ = K(θ̄−θ).

If y = θ is bounded, then tan(y) ∈ (α,β), in which α = 1 and β is related to the maximum possible

value of y, as shown in Figure 3.3. Stability of the closed-loop system can therefore be assessed

by considering a transfer-function and the sector nonlinearity

G(s) =
µK
s
, ψ(y) ∈ (1,β), β > 1.

Using the loop transformation (3.2), one can shift the sector from (1,β) to (0,k), k = β−1. The

Popov criterion would be satisfied if there exists a γ≥ 0 such that (2.3) with

H(s) = G1(s) =
G(s)

1+G(s)
(3.3)

24



tan(y)

y
βy

ymax

−ymax

y

Figure 3.3: Vehicle steering nonliearity tan(y) ∈ (1,β). The maximum steering angle is denoted
ymax.

is SPR. Graphically, the Popov plot of G1 needs to lie to the right of the line that intercepts the

point 1/k+ j0 with a slope γ−1. Since the value of α = 1 is fixed, the maximum possible k = β−1

can be directly obtained from the Popov plot as the largest possible intercept −1/k+ j0.

In the vehicle steering example, the lower bound of the nonlinearity sector is constant,

which makes maximizing the value of the upper bound very simple on the Popov plot. This

feature is lost if the lower bound of the sector is what one needs to manipulate, as in the next

examples.

Example 2 (Phase-locked Loop (PLL)). The stability of Phase-Locked Loops (PLLs), perhaps

the world’s most widely deployed feedback system [Gar05, HH96, Jov03, Wu02b], has been

analyzed by establishing absolute stability of the feedback interconnection of the system loop

transfer function G(s) = s−1L(s) with a sine nonlinearity, which is contained in the sector

(α,1), 1 > α > 0, as in Figure 3.4 [Wu02b]. Other types of nonlinearities used with PLL can

also be represented by sectors. Note that in this setup it is the lower bound, which corresponds

to the PLL locking range [Wu02b], that needs to be minimized. In [Wu02b], the sector (α,1) is

shifted to (0,1−α) using (3.2) and the Popov criterion is applied with

H(s) = Gα(s) =
G(s)

1+αG(s)
. (3.4)
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sin(y)y

αy

ymax

−ymax

y

u(y)

Figure 3.4: Sine nonliearity bounded by (α,1) in the PLL problem. The maximum locking
range is denoted by ymax.

sat(y)

y

αy
ymax

−ymax

y

u(y)

Figure 3.5: Saturation nonliearity

Note that now both the size of the sector, k = 1−α, as well as the transfer-function Gα depend

on α. For this reason, one can no longer directly minimize the value of α by maximizing k in the

Popov plot. The minimization has to be performed iteratively, which is further complicated by the

need to ensure asymptotic stability of Gα.

Another example with a similar setup is the case of saturation nonlinearities.

Example 3 (Saturation nonlinearity). Control with input saturation is a widely-studied topic with

many practical applications [TGdSJQ11, HL01, KG02a]. One popular approach is to model the

saturation nonlinearity as a nonlinearity in the sector (α,1) as shown in Figure 3.5. One would

then proceed as in Example 2.
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In Examples 2 and 3, the dependence of H(s) = Gα(s) on the sector parameter α makes it

impossible to directly minimize the parameter α in the Popov plot, as it was possible in the vehicle

steering example. This difficulty can be overcome by using the alternative loop transformation

Gβ(s) =
−G(s)

1+βG(s)
, ψβ(y) = βy−ψ(y) ∈ (0,β−α), (3.5)

which is depicted in the block diagram shown in Figure 3.23.2(b). In this alternative setup, the

transformed system H(s) = Gβ(s) no longer depends on α and, for a fixed β, α can again be

directly optimized on the Popov plot.

Even though the alternative transformation (3.5) can be advantageous in several setups,

it is rarely used in the literature. One reason for that might be that H(s) = Gβ(s) is often non-

minimum phase even if G(s) is minimum-phase. It is also not clear whether proving absolute

stability using a certain criterion that holds for the transformation (3.2) would imply that the same

absolute stability criterion holds for the alternative transformation (3.5). In fact, as shown later

in the examples, it is possible, for instance, that the classical Popov criterion for a given sector

ψ∈ (0,β−α) holds for a system transformed using (3.2) but not for the same system transformed

using (3.5), and vice-versa.

The rest of this chapter is dedicated to establishing relationships between absolute stability

criteria applied to systems transformed using (3.2) or (3.5). Among other things, we show that

proving absolute stability using one transformation is equivalent to proving absolute stability

using the other transformation with the use of appropriate multipliers. One consequence of

the new analysis, is an alternative proof for the existence of Popov multipliers without sign

constraints, as first established in [CHL13]. Such equivalence relationships hold for the Circle

criterion, the Popov criterion, and also for criteria using Zames-Falb multipliers [ZF68].
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G(s)

ψ(·)

β

β

−1
−

−
+

Gβ

ψβ

3.6(a) β loop transformation

G(s)

ψ(·)

β

β

−

−

−Gβ

−ψβ

3.6(b) Equivalent α-type loop transformation

Figure 3.6: Loop transformations

3.1 Positive Realness with Loop Transformations and Multi-

pliers

It is important to establish the equivalence between the stability of the original inter-

connection, Figure 2.1, and the α transformed loop, Figure 3.23.2(a), the β transformed loop,

Figure 3.23.2(b), respectively. The α loop is standard in the literature for which [DV09, The-

orem 6.3, Section III] proved that the feedback connection in Figure 2.1 is Bounded-Input

Bounded-Output (BIBO) stable if and only if the feedback connection in Figure 3.23.2(a) is BIBO

stable.

Observe that by by setting α = β and factoring out a −1 from the ψα block into the Gα

block, one retrieves the β transformed loop, and vice versa. This equivalence between α and β

transformed loop implies that the BIBO stability of β loop is also necessary and sufficient to the

BIBO stability of the original interconnection.

The manipulation corresponds to first shift the generic sector (α,β) to (α−β,0), and then
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flip the sign of each interconnected blocks, shown as below.

αy2 < ψ(y)y < βy2

Subtract βy2 across all terms to obtain

(α−β)y2 < (ψ(y)−βy)y < 0.

Multiply −1 for all terms such that

0 < (ψ(y)−βy)y < (β−α)y2,

which is

0 < ψβ(y)y < (β−α)y2.

The next theorem provides the key technical result relating the positive realness and asymptotic

stability of the transfer-functions Gα(s) and Gβ(s) and a generic multiplier M(s). This result will

be further specialized to various absolute stability criteria in Section 3.2.

Theorem 3. Let G(s) and M(s) be scalar functions with real coefficients and α,β ∈ R, β > α,

and let

Gα(s) =
G(s)

1+αG(s)
, Gβ(s) =

−G(s)
1+βG(s)

. (3.6)

Assume that Re{M( jω)} ≥ 0 for all ω ∈ R. The followings are equivalent:
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i) Gα(s) is causal and asymptotically stable and the function

Zα(s) = M(s)
(

1
β−α

+Gα(s)
)

is SPR.

ii) Gβ(s) is causal and asymptotically stable and the function

Zβ(s) = M(−s)
(

1
β−α

+Gβ(s)
)

is SPR.

Proof. See appendix 3.4.

Remark 6. Even though i) and ii) are equivalent in frequency domain, they are in terms different

system, Gα(s) and Gβ(s), which can be very different as illustrated with examples in Section 3.2

using Circle and Popov criterion.

Remark 7. As noted in [CHL12, CTH16], because the scaled identity is a member of the sector

nonlinearity (2.2), the most general admissible classes of multipliers that are able to prove

stability of the interconnection in Figure 2.1 must at least satisfy the constraint Re{M( jω)} ≥ 0

for all ω ∈ R.

3.2 Applications

Theorem 3 connects the positive realness of the functions Zα(s) and Zβ(s) but does not

prove the absolute stability for the interconnection between G and ψ. For that, it is necessary to

establish further properties of the underlying multiplier class. This section applies Theorem 3 to a

number of popular absolute stability criteria found in the literature, such as the Circle, Popov and

Zames-Falb criteria.
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3.2.1 Circle Criterion

The Circle criterion applied to the transfer-function Gα(s) and the sector nonlinearity

ψα leads to a condition of the form i) in Theorem 3 in which M(s) = 1. Likewise, the Circle

criterion applied to the transfer-function Gβ(s) and the sector nonlinearity ψβ leads to a condition

of the form ii) in Theorem 3 in which M(−s) = M(s) = 1. Because M( jω) = 1 > 0 for all

ω ∈ R, Theorem 3 implies that asymptotic stability of Gα is equivalent to asymptotic stability of

Gβ. In other words that both conditions are completely equivalent. A formal statement of this

equivalence can be obtained as a particular case of Corollary 1 in the next subsection.

Graphically, it means that the polar plot of Gα( jω) and the polar plot of Gβ( jω), which

can differ from each other significantly, be both bounded by the exact same vertical line passing

through −1/(β−α)+ j0. This is illustrated by the next example.

Example 4. Consider the following transfer-function and sector-bounded nonlinearity

G(s) =
1

(s+2)(s+3)(s+4)
, ψ ∈ (α,β).

and a constant multiplier M(s) = 1. Let the sector upper bound β be fixed, say β = 70. The

corresponding polar plot of Gβ(s) is shown in Figure 3.73.7(a). One can verify that if

1
β−α

≥ 3
250

, α≥ β− 250
3

=−40
3
,

then the polar plot of Gβ(s) is to the right of the vertical line s = −1/(β−α)+0 j. The same

vertical line is to the left of the polar plot of Gα(s) for α =−40/3 as shown in Figure 3.73.7(b).

This is true even though Gα(s), Gβ(s), and their polar plots are completely different.

Another side effect of the equivalence provided by Theorem 3 is that, as illustrated in

Figure 3.7, the smallest value of α for which the polar plot of Gβ(s) is to the right of the vertical

passing through −1/(β−α)+ j0, say ᾱ, coincides with the largest value of β for which the polar
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3.7(a) Polar plot of Gβ, β = 70.
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3.7(b) Polar plot of Gα, α =−20.

Figure 3.7: Circle criterion, M(s) = M(−s) = 1.

plot and Gᾱ(s) is to the right of the vertical line −1/(β− ᾱ)+ j0. This means that, in the case of

circle criterion, one can not further optimize the sector size by iterating between the polas plots

of Gα(s) and Gβ(s).

3.2.2 Popov Criterion

In this section, Theorem 3 will be applied to multipliers of the form M(s) = 1+ γs, γ > 0,

that is Popov multipliers. The next corollary follows from Theorem 3 and the Popov criterion

from Lemma 3.

Corollary 1 (Application to Popov multipliers). Consider the single-input-single-output linear

time-invariant system described by (2.1), where ψ ∈ (α,β), α, β ∈ R, β > α, and Gα(s), Gβ(s)

defined as in (3.6), shown in Figure 3.23.2(a) and 3.23.2(b). Assume that for any u ∈ L2, e,

η ∈ L2, as in Figure 2.1. The following statements are equivalent:

i) Whenever uα and u̇α ∈ L2, eα and ηα are in L2 and there exists γ ∈ R such that

Zα(s) =
1

β−α
+(1+ γs)Gα(s)

is SPR.
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ii) Whenever uβ and u̇β ∈ L2, eβ and ηβ are in L2 and there exists γ ∈ R such that

Zβ(s) =
1

β−α
+(1− γs)Gβ(s)

is SPR.

Furthermore, if either i) or ii) is satisfied, then whenever u and u̇ ∈ L2, e and η are in L2.

Proof. Begin by noticing that Zα(s) is SPR if and only if

Z̃α(s) = M(s)
(

1
β−α

+Gα(s)
)
, M(s) = 1+ γs,

is SPR. Likewise, Zβ(s) is SPR if and only if

Z̃β(s) = M(−s)
(

1
β−α

+Gβ(s)
)

is SPR. Therefore, according to Theorem 3, Zα(s) is SPR if and only if Zβ(s) is SPR. Moreover,

because Re{M( jω)}= Re{1+ jγω}= 1 > 0, Gα(s) is asymptotically stable if and only if Gβ(s)

is asymptotically stable, which proves the equivalence between items i) and ii).

Concerning absolute stability of the interconnection, note that statement i) with γ≥ 0 is

exactly the Popov criterion, which means that statement ii) with γ≥ 0 implies absolute stability

of the interconnection via Theorem 3. Likewise, statement ii) with γ≤ 0 is also in the form of the

Popov criterion, which this time means that statement i) with γ≤ 0 implies absolute stability of

the interconnection via Theorem 3.

Remark 8. Theorem 3 also guarantees that the same value of parameter γ can be used in both

statements i) and ii) of Corollary 1.

Remark 9. Corollary 1 includes the Circle criterion as the particular case γ = 0.
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Remark 10. Note that since Gα(s) and Gβ(s) are asymptotically stable, Zα(s) is strictly positive

real if and only if

1
β−α

+Re{Gα( jω)}− γω Im{Gα( jω)}> 0, ∀ω ∈ R, (3.7)

whereas Zβ(s) is strictly positive real if and only if

1
β−α

+Re{Gβ( jω)}+ γω Im{Gβ( jω)}> 0, ∀ω ∈ R. (3.8)

If γ 6= 0, then condition i) can be checked graphically on a Popov plot by ensuring that the Popov

curve of Gα( jω) lies to the right of the line that intercepts the point −1/(β−α)+ j0 with slope

γ−1 6= 0. If γ > 0, then this is a standard Popov plot. Condition ii), requires that the Popov curve

of Gβ(s) lies to the right of the line that intercepts the point−1/(β−α)+ j0 with slope−γ−1 6= 0.

If γ < 0, this is a standard Popov plot.

Remark 11. Corollary 1 utilizes the most generic Popov criterion, that γ ∈ R, instead of the

classic Popov where γ > 0. Note that in this dissertation, the proof to the generic Popov criterion

only uses the classic Popov criterion and Theorem 3. However, this is not the case in the literature

where the proof requires construction of Lyapunov functions.

When the nonlinearities are slope-restricted instead of sector bounded, a similar condi-

tion was introduced in [CHL13], which was proved through an equivalence with Zames-Falb

multipliers. See [CHL13, Lemma 4.5] for details.

The next examples illustrate the application of Corollary 1.

3.2.3 Zames-Falb Multipliers

In this section, Theorem 3 is applied to Zames-Falb multipliers [ZF68], which are defined

next.
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3.8(a) Popov plot of Gα(s), α =−20, indicated by
the black contour. The Popov line, with red color,
has a slope of γ−1 = 26/9, and intersects the hori-
zontal axis at (−1/230,0)
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3.8(b) Popov plot of Gβ(s),β = 209, indicated with
black color. The red Popov line here has slope
−γ−1 =−26/9 with the same intersection point as
in (a).

Proposition 1. The class of Zames-Falb multipliers M is given by all convolution operator

M : L2(−∞,∞)→ L2(−∞,∞) whose impulse response is of the form

m(t) = δ(t)− za(t)−∑
i

ziδ(t− ti),

where δ is the Dirac delta function,

∞

∑
i=0
|zi|< ∞, za ∈ L1, and ti ∈ R, ∀i ∈ N,

and

‖za‖1 +∑
i
|zi|< 1.

Furthermore, M(s) = L{m(t)}, in which L{·} is the bilateral Laplace transform, is such that

Re{M( jω)}> 0, ∀ω ∈ R.

In the above proposition, the definition of the Zames-Falb multipliers is from [ZF68,
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CHL13] and the fact that the real part of M( jω) is positive is proved in [CHLL12, SK00].

The Zames-Falb multipliers deals with monotone and slope-restricted nonlinearity, in

which the definition is below

α <
ψ(x1)−ψ(x2)

x1− x2
< β, (3.9)

or, in other words, ψ is slope-restricted in sector (α,β).

Note that the previous α, and β transformation in (3.2) and (3.5) work not only for

sector-bounded nonlinearties in (2.2) but also the slope-restricted nonlinearties in (3.9). For α

transformation in (3.2), it follows that

α <
(ψ(x1)−αx1)− (ψ(x2)−αx2)+αx1−αx2

x1− x2
< β.

After rearranging and substituting ψα, one has

α <
ψα(x1)−ψα(x2)

x1− x2
+α < β.

Subtract α on all parts of the inequality to obtain

0 <
ψα(x1)−ψα(x2)

x1− x2
< β−α,

which proves that the α transformation works with slope-restricted nonlinearties. Similarly, for β

transformation in (3.5), follows the same procedure to obtain

α <−
ψβ(x1)−ψβ(x2)

x1− x2
+β < β.
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After subtract β and multiply −1 through all, one has

0 <
ψβ(x1)−ψβx2

x1− x2
< β−α, (3.10)

which proves that the β transformation is also valid for slope-restricted nonlinearties.

The next corollary follows from applying Theorem 3 to the Zames-Falb criterion in [ZF68].

Corollary 2 (Application to Zames-Falb multipliers). Consider a linear time-invariant sys-

tem G(s) with a sloped-restricted nonlinearity ψ(·) ∈ (α,β), α,β ∈ R, β > α, M(s) ∈M and

Gα(s), Gβ(s) defined as in (3.6). The following statements are equivalent:

i) Gα(s) is asymptotically stable and

Zα(s) = M(s)
(

1
β−α

+Gα(s)
)

is SPR.

ii) Gβ(s) is asymptotically stable and

Zβ(s) = M(−s)
(

1
β−α

+Gβ(s)
)

is SPR.

Furthermore, if any of the above statement is satisfied, then the feedback interconnection (2.1) is

L2 stable.

Proof. Equivalence between the two statements follows from Theorem 3 and the fact that

Re{M( jω)} > 0, for all ω ∈ R, from Proposition 1 and [CHLL12, SK00]. That both condi-

tions satisfy the Zames-Falb criterion [ZF68] follows from the fact that M(s) ∈M if and only

if M(−s) ∈ M , since M(−s) corresponds to a time-reversal of impulse response M(s) as a

consequence of the time-reversal property of the bilateral Laplace transform [OV15].
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Remark 12. Neither M(s) nor G(s) is required to be rational in Corollary 2.

The next example illustrates a concrete application of Corollary 2.

Example 5. Consider

G(s) =
−(s+0.01)(s2 +0.6s+0.09)
(s+0.8)2(s2 +0.4s+0.04)

, ψ ∈ (α,β).

and let α =−5. One can verify that the Popov criterion is satisfied for any β such that

β−α < 5.

Now consider a first-order Zames-Falb rational multiplier, which is a transfer-functions of the

form [CHL13, Corollary 4.3]

M(s) =
1+νs
1+κs

, νκ > 0,
∣∣∣1− ν

κ

∣∣∣< ν

κ
.

As expected, M(−s) also satisfy the above constraints. One can verify that if

ν =−17
3
, κ =−83,

then condition i) in Corollary 2 is satisfied for all β such that

β−α < 5.25.

This can be visualized by plotting

−Re{M( jω)}
Re{M( jω)Gα( jω))}

> β−α = 5.25 (3.11)

in Figure 3.9. Conversely, one can verify that condition ii) in Corollary 2 is satisfied for β = 0.25
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Figure 3.9: Plot of (3.11). Solid red and blue curve are LHS of (3.11) for Popov and Zames-Falb
multiplier, respectively. The dashed red and blue line indicates their lowest bound, corresponding
to the maximum sector size, β−α = 5 for Popov multiplier and β−α = 5.25 for Zames-Falb
multiplier.

and that

−Re{M(− jω)}
Re{M(− jω)Gβ( jω))}

> β−α = 5.25. (3.12)

A plot of (3.12) and also the function corresponding to the Popov criterion are also plotted in

Figure 3.9.

3.3 Discussion

Theorem 3 shows that the SPR condition of the rarely used β transformed loop is equiv-

alent to that of the popular α transformed loop. As illustrated with the Example 1, 2, and 3,

proper choice of transformation method will simplify the unnecessary numerical calculations.

Equation (3.9)-(3.10) also shows that the β transformation is valid for the class of slope-restricted

nonlinearties, which is considered in the Zames-Falb criterion. Section 3.2 provides applications

of the equivalence result in Theorem 3 to the popular absolute stability criteria in the literature

Circle, Popov and the Zames-Falb multipliers.

It is worth pointing out that for the class of sector-bounded nonlinearties, the generic

Popov criterion, including the negative Popov constant is proved using only the classic Popov
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criterion and Theorem 3, whereas [CHL13] proves this result for the class of slope-restricted

nonliearties via an equivalence with Zames-Falb multiplier. Furthermore, the classic Popov

criterion [KG02c] was proved by constructing a Lyapunov function, which is only valid with

positive Popov constant. It is thus worth exploring the underlying connection between the positive

and negative Popov constants, in terms of LMIs.

3.4 Proof to Theorem 3

Direction i)→ ii).

Assume that Gα(s) is asymptotically stable and that Zα(s) is SPR, that is

Re
{

M( jω)
(

1
β−α

+Gα( jω)
)}

> 0 for all ω ∈ R. (3.13)

Expanding (3.13),

Re{M( jω)}
(

1
β−α

+Re{Gα( jω)}
)
− Im{M( jω)} Im{Gα( jω)}> 0, ∀ω ∈ R.

In particular

Re{M( jω)}
(

1
β−α

+Re{Gα( jω)}
)
> 0, for all ω such that Im{Gα( jω)}= 0,

which implies that

Re{M( jω)}> 0, Re{Gα( jω)}>− 1
β−α

, for all ω such that Im{Gα( jω)}= 0.

because Re{M( jω)} ≥ 0 for all ω ∈ R. Furthermore, because Gα(s) does not have purely
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imaginary poles, the Nyquist plot of Gα(s) never encircles the point −1/(β−α)+ j0 so that

1+(β−α)Gα(s)

has no zeros on the right hand side of the complex plane [DO17]. In other words, that the rational

function

Gβ(s) =
1

β−α

(
1

1+(β−α)Gα(s)
−1
)
=

−Gα(s)
1+(β−α)Gα(s)

is asymptotically stable.

Now define

Xα( jω) = (β−α)Re{Gα( jω)}, Yα( jω) = (β−α) Im{Gα( jω)},

and rewrite inequality (3.13) as

1
β−α

Re{M( jω)(1+Xα( jω)+ jYα( jω))}> 0,

which is equivalent to,

1
β−α

Re{M(− jω)(1+Xα( jω)− jYα( jω))}> 0 (3.14)

after taking the complex conjugate and using the fact that M( jω)∗ = M(− jω). Note that the

strictness of (3.14) implies 1+Xα( jω)− jYα( jω) 6= 0 such that

(1+Xα( jω))2 +Yα( jω)2 = (1+Xα( jω)+ jYα( jω))(1+Xα( jω)− jYα( jω))> 0.
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Divide (3.14) by the positive number (1+Xα( jω))2 +Yα( jω)2 to obtain

1
β−α

Re
{

M(− jω)
1

1+Xα( jω)+ jYα( jω)

}
=

1
β−α

Re
{

M(− jω)
1

1+(β−α)Gα( jω)

}
> 0.

Furthermore,

(1+(β−α)Gα( jω))(1+(β−α)Gβ( jω)) = 1 (3.15)

because Gα(s) and Gβ(s) are asymptotically stable and have no purely imaginary poles. It is then

possible to conclude that

1
β−α

Re
{

M(− jω)(1+(β−α)Gβ( jω))
}
> 0,

in other words, that

Zβ(s) = M(−s)
(

1
β−α

+Gβ(s)
)

is SPR.

Conversely, assume that Gβ(s) is asymptotically stable and that Zβ(s) is SPR such that

Re
{

M(− jω)
(

1
β−α

+Gβ( jω)
)}

> 0, ∀ω ∈ R. (3.16)

Similarly,

Re{M(− jω)}> 0, Re{Gβ( jω)}>− 1
β−α

, for all ω such that Im{Gα( jω)}= 0,

because Re{M(− jω)} = Re{M( jω)} ≥ 0 for all ω ∈ R. Since, Gβ(s) does not have purely

imaginary poles, the Nyquist plot of Gβ(s) never encircles the point −1/(β−α)+ j0 such that

42



the rational function

Gα(s) =
1

β−α

(
1

1+(β−α)Gβ(s)
−1
)
=

−Gβ(s)
1+(β−α)Gβ(s)

,

is asymptotically stable.

Follow the steps in direction i)→ ii) to show that

1
β−α

Re
{

M( jω)
1

1+(β−α)Gβ( jω)

}
> 0.

Furthermore, using (3.15)

1
β−α

Re{M( jω)(1+(β−α)Gα( jω)}> 0,

and

Zα(s) = M(s)
(

1
β−α

+Gα(s)
)

is SPR.
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Chapter 4

Multipliers for Robust Control

Robust control concerns with the closed-loop stability between a linear system and an

uncertainty block. The establishment of robust stability often involves the famous Small-Gain

Theorem. The configuration is similar to that in the multiplier and passivity setup. Moreover,

the uncertainty block also admits to certain properties such that the closed-loop stability can be

constructed based on the linear system alone. The Small-Gain Theorem utilizes the H∞ norm of

the feedback interconnection, and provides a sufficient condition for the closed-loop stability.

We shall see in the next sections that the small gain theorem is similar to the passivity

theorem in some sense, as the comparison between bounded-real and positive-real results in

section 1.8. Furthermore, multipliers will also be utilized here to reduce conservatism, which is

naturally inherited in these theorems.

The difference between the robust control method and the multiplier criterion mainly lies

in the goal. The multiplier criterion aims to analyze the feedback interconnection but does not

provide any formulations of the practical controller. Instead, the robust control design focuses on

the synthesize of controllers that can ”robustly” stabilize the closed-loop under uncertainties.
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4.1 L2/H2 and L∞/H∞ Norms

This section will provide definition of L2/H2 and L∞/H∞ norms and important lemmas

on computing them.

4.1.1 L2/H2 Norm

Let G(s) ∈ L2 and the L2 norm of G(s) is defined as

‖G‖2 :=
(

1
2π

∫
∞

−∞

trace{G∗( jω)G( jω)} dω

)1/2

=

(∫
∞

−∞

trace{g∗(t)g(t)} dt
)1/2

where g(t) denotes the convolution kernel of G(s).

Lemma 6. Consider a transfer function matrix

G(s) =

A B

C D

 ∈ RL∞

with A Hurwitz. Then we have

‖G‖2
2 = trace(B∗QB) = trace(CpC∗)

where Q and P are observability and controllability Gramians that can by obtained from

AP+PA∗+BB∗ = 0, A∗Q+QA+C∗C = 0.
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4.1.2 L∞/H∞ Norm

Let G(s) ∈ RL∞ and the L∞ norm of a matrix rational transfer function G(s) is defined as

‖G‖∞ := sup
ω

σ̄{G( jω)}

For the scalar case, the infinity norm represents the distance between the farthest point

and the origin on the Nyquist plot of G, or, the peak magnitude value on the Bode plot of G.

Lemma 7. Let γ > 0 and

G(s) =

A B

C D

 ∈ RL∞

Then ‖G‖∞ < γ if and only if σ̄(D)< γ and the Hamiltonian matrix H has no eigenvalues on the

imaginary axis where

H :=

 A+BR−1D∗C BR−1B∗

−C∗(I +DR−1D∗)C −(A+BR−1D∗C)∗


and R = γ2I−D∗D.

4.2 Uncertain, Robust stability, and Small Gain Theorem

The term uncertainty refer to the differences between the mathematical model and practical

implementation. The mechanism to express such error and difference is called uncertainty

representation, as we shall see in the next sections. There are various kinds of uncertainty

structure. In this chapter, we limited our focus to the additive uncertainties and introduce the

frequency-domain condition on the stability of the closed-loop interconnection using the so-called
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small gain theorem.

Moreover, the uncertainty representation does not only apply to physical imperfections

but can also be used to analyze and design for those nonlinear system that can be separated into

linear and nonlinear part. As we shall see next, by assuming certain properties for the uncer-

tainty/nonlinearity, one can conclude the closed-loop robust stability by establishing conditions

on the linear part alone, both in frequency-domain and time-domain.

This is very similar to the multiplier criterion and concept of absolute stability. In the

end of this chapter, we shall also discuss the similarity and discrepancy between the small gain

theorem vs. passivity theorem, and robust stability and absolute stability.

4.2.1 Robust stability

The terminologies used in this chapter are mainly followed from [ZD98]

Definition 6. Given the description of an uncertainty model set Π and a set of performance

objectives, suppose P ∈Π is the nominal design model and K is the resulting controller. Then the

closed-loop feedback system is said to have

1. Nominal Stability: if K internally stabilizes the nominal model P.

2. Robust Stability: if K internally stabilizes every plant belonging to Π.

3. Nominal Performance: if the performance objectives are satisfied for the nominal plant P.

4. Robust Performance: if the performance objectives are satisfied for every plant belonging

to Π.

4.2.2 Small Gain Theorem

Here we shall introduce the frequency-domain version of the small gain theorem. In the

next sections, we will develop a time-domain correspondents of it using LMIs.
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M

∆

Figure 4.1

Theorem 4. Suppose M ∈RH∞ and let γ> 0. Then the interconnected system shown in Figure 4.1

is well-posed and internally stable for all ∆(s) ∈ RH∞ with

a) ‖∆‖∞ < 1/γ if and only if ‖M(s)‖∞ ≤ γ,

b) ‖∆‖∞ < 1/γ if and only if ‖M(s)‖∞ ≤ γ,

Proof. See [ZD98, Theorem 8.1] for proof.

4.3 Linear Fractional Transformation

The definition of upper and lower linear fractional transformation is as follows

Definition 7. Let M be a complex matrix partitioned as

M =

M11 M12

M21 M22

 ∈ C(p1+p2)×(q1+q2)

and let ∆` ∈ Cq2×p2 and ∆u ∈ Cq1×p1 be two other complex matrices. Then the lower LFT with

respect to ∆` as

F`(M,∆`) := M11 +M12∆`(I−M22∆`)
−1M21
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Figure 4.2: Closed loop H∞ Configuration
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Figure 4.3: Closed loop H∞ Configuration with multiplier.

provided that the inverse (I−M22∆`)
−1 exists. The upper LFT with respect to ∆u is

F`(M,∆`) := M22 +M21∆u(I−M11∆u)
−1M12

provided that the inverse (I−M22∆`)
−1 exists.

We shall see these notations a lot in the next sections, when defining the H∞ control

problems and developing algorithms.

4.4 Problem Formulation

In this section we will formulate the problem through minimization on the H∞ norm of

the closed-loop interconnection and provides variants of the H∞ theorem.

Consider a proper continuous-time linear time-invariant system G in feedback with

controller K and interconnected with an uncertainty ∆ as shown in Fig. 4.2.
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Assume that G has minimal realization given by


ẋ(t)

z(t)

y(t)

=


A Bw Bu

Cz Dzw Dzu

Cy Dyw Dyu




x(t)

w(t)

u(t)

 , (4.1)

in which A ∈ Rn×n, Bu ∈ Rn×m, Bw ∈ Rn×q, Cz ∈ Rq×n, Cy ∈ Rp×n, Dzw ∈ Rq×q, Dzu ∈ Rq×m,

Dyw ∈ Rn×n, and that (A,Bu) is stabilizable, (A,Cy) is detectable, Dyu = 0, and, without loss of

generality (see [AG95] for details), that Gzw and ∆ are square. For simplicity, in the present

chapter, we focus on an uncertainty ∆ that is time-varying and block-diagonal with structure

belonging to the following set

D∆ = {∆ : ∆ = diag(δ1Iq1, . . . ,δ`Iq`,∆1, . . . ,∆s),

δi ∈ C,∆ j ∈ Cq j×q j ,∑`
i=1 qi +∑

s
j=1 q j = q}, (4.2)

See [JDZ91] for details.

Let K be the set of all controllers that asymptotically stabilizes G. We seek a full-order

strictly proper controller with realization Ac ∈ Rn×n, Bc ∈ Rp×n, Cc ∈ Rm×n, that is

K =Cc(sI−Ac)
−1Bc ∈K , (4.3)

which solves the optimization problem

inf
K∈K

inf
W∈W∆

∥∥∥W− 1
2 F`(G,K)W

1
2

∥∥∥
∞

, (4.4)

where F`(G,K) := Gzw +GzuK (I−GyuK)−1 Gyw is the closed-loop transfer-function from w to
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z in Fig. 4.3 and

W∆ = {W : W � 0, W∆ = ∆W, ∀∆ ∈D∆}. (4.5)

The motivation behind solving problem (4.4) is that a necessary and sufficient condition (see

[Sha94]) for robust stability of the interconnection in Figure 4.2 with a time-varying and norm-

bounded ∆, i.e. ‖∆‖ ≤ γ−1, is the existence of frequency-independent multipliers W such that

inf
W∈W∆

‖W−
1
2 F`(G,K)W

1
2‖∞ < γ. (4.6)

The well known small gain condition is obtained from (4.6) by the choice of W = I. Note also

that the existence of frequency-independent multipliers is no longer necessary for robust stability

if ∆ is time-invariant or has bounded rates of variation (see [JDZ91, Sha94]).

Unfortunately, there exists no formulation of problem (4.4) that can lead to an efficient

solution algorithm. The standard procedure is to iterate between the following two problems

γ(W ) = inf
K∈K

∥∥∥W− 1
2 F`(G,K)W

1
2

∥∥∥
∞

, (4.7)

η(K) = inf
W∈W∆

∥∥∥W− 1
2 F`(G,K)W

1
2

∥∥∥
∞

(4.8)

to produce a sequence of non-increasing costs. The above algorithm is known as the D-K

iterations [JDZ91]. Each sub-problem can be efficiently solved with the help of semi-definite

programs. For a given multiplier W , problem (4.7) is a standard H∞ control problem, which can

be solved with the following Lemma.
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4.4.1 Small Gain with Multiplier: LMI version

Lemma 8 (H∞ control with multiplier). Let W ∈W∆ be given. There exists a strictly proper

dynamic output feedback controller K of the form (4.3) that stabilizes system G given in (4.1) such

that ‖W− 1
2 F`(G,K)W

1
2‖∞ < γ, if and only if there exists X ∈ Sn, Y ∈ Sn, Q ∈ Rn×n, L ∈ Rm×n,

F ∈ Rn×q satisfying the following LMIs

Ω(γ,X ,Y,Q,L,F |W )≺ 0,

X I

I Y

� 0, (4.9)

where Ω(γ,X ,Y,Q,L,F |W ) is

Ω(γ,X ,Y,Q,L,F |W ) =



AX+XAT+BuL+LT BT
u (•)T (•)T (•)T

Q+AT ATY+YA+FCy+CT
y FT (•)T (•)T

CzX +DzuL Cz −γW (•)T

BT
w (Y Bw +FDyw)

T DT
zw −γW−1


,

(4.10)

One such controller is given by

Ac Bc

Cc Dc

=
V Y Bu

0 I


−1Q−YAX F

L 0


 U 0

CyX I


−1

(4.11)

in which U and V are non-singular such that Y X +VU = I.

Proof. : The lemma is proved in [SGC97] for W = I. In order to obtain (4.10), set Dc = 0 and

introduce a multiplier W as in W−
1
2 F`(G,K)W

1
2 and repeat the same steps as in [SGC97].

Unfortunately it is not possible to simultaneously optimize over the controller and the

multiplier W without destroying convexity of the associated inequalities. However, the set of
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matrix inequalities above is linear if W is fixed, which motivates problem (4.7). Furthermore,

the existence of a multiplier W ∈W∆ such that (4.6) is satisfied can be equivalently verified by

establishing the existence of a feasible solution to the set of LMIs known as the scaled Bounded

Real Lemma [AG95].

Lemma 9 (Scaled Bounded Real Lemma [AG95]). Let G=C(sI−A)−1B+D be square and have

minimal realization, and consider an uncertainty matrix ∆ ∈D∆ and the associated multiplier

W ∈W∆ defined in (4.2) and (4.5). The following statements are equivalent.

i) A is Hurwitz and there exists W ∈W∆ such that ‖W− 1
2 GW

1
2‖∞ < γ.

ii) There exist W ∈W∆ and a positive definite matrix X � 0 satisfying the following LMI


AT X +XA XCT

z BwW

CzX −γW DzwW

WBT
w WDT

zw −γW

≺ 0. (4.12)

4.5 D-K Iteration

The original D-K iteration is stated in frequency domain by first fixing an initialization

D0 across frequency and then solve the H∞ problem to search for the optimal controller K̂ with

respect to the D0. Then fix the controller and solve again the H∞ problem to search for the new

scaling matrix D.

The original D-K algorithm can be found in [ZD98, Section 10.4]. Here, we shall state

the D-K algorithm using LMIs and the H∞ lemma stated above.

Algorithm 1 (D-K Iterations LMI ). Choose an initial multiplier D0 ∈W∆ and a positive ε > 0,

set k = 1 and iterate:
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1. Solve the H∞ minimization problem in K

inf
γ,K∈K

{γ : ‖D−
1
2

k−1 F`(G,K)D
1
2
k−1‖∞ < γ},

using Lemma 8 with a given multiplier Dk−1 and denote (γk,Kk) its optimal solution.

2. Solve the minimization problem in D

inf
η,D∈W∆

{η : ‖D−
1
2 F`(G,Kk)D

1
2‖∞ < η},

using the scaled Bounded Real Lemma [AG95] with a given controller Kk by performing a

bisection on the cost η and denote (ηk,Dk) its optimal solution.

3. If γk−ηk < εγ0, stop. Otherwise increment k and go to 1.

The above algorithm produces a sequence of non-increasing cost values [ZD98]. There

are no guarantees of convergence to the optimal global minimum.

Remark 13. Because problem (4.8) is not an LMI, a bisection is needed to minimize η in Step 2.

The key properties are: 1) that for a given η, the scaled Bounded Real Lemma [AG95] is an LMI;

2) the cost function in problem (4.8) is monotonic in η. This means that a solution close to the

optimum can be obtained quickly (rate of 2−k, where k is the number of iterations) for a given

finite tolerance. Note that the tolerance of the bisection has to be chosen small enough so as not

to impact other properties of the algorithm.

4.6 An Alternative Algorithm: F-L Iteration

In this section we introduce a pair of LMIs for output-feedback robust control design

using multipliers that can provide an alternative to the D-K iterations.
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The main feature of this alternative formulation is the fact that the multipliers are optimized

in every step of the algorithm, in contrast to the D-K iterations, in which the multiplier is held

fixed whenever a controller is redesigned. The driving force behind this alternative algorithm is

the following lemmas, proved in Appendices 4.9.2 and 4.9.3.

Lemma 10. Let Θ ∈Rm×n such that AΘ = A+BuΘ, CΘ =Cz+DzuΘ, with AΘ Hurwitz be given.

If there exist S ∈ Sn, Y ∈ Sn, P ∈ Rn×n, F ∈ Rn×q, and Σ ∈W∆ satisfying the following LMIs

Φ(S,Y,P,F,Σ |Θ,γ)≺ 0, Y � S, S� 0, (4.13)

where

Φ(S,Y,P,F,Σ |Θ,γ) =



SAΘ +AT
Θ

S (•)T (•)T (•)T

P+AT S YA+ATY +FCy +CT
y FT (•)T (•)T

ΣCΘ ΣCz −γΣ (•)T

BT
wS (Y Bw +FDyw)

T DT
zwΣ −γΣ


, (4.14)

then the controller K with realization

Ac Bc

Cc Dc

=
S−Y 0

0 I


−1P−YAΘ−FCy F

Θ 0

 (4.15)

stabilizes system G given in (4.1) such that ‖Σ 1
2 F`(G,K)Σ−

1
2‖∞ < γ.

Proof. See Appendix 4.9.2.

Lemma 11. Let Λ ∈Rn×p such that AΛ = A+ΛCy, BΛ = Bw +ΛDyw, with AΛ Hurwitz be given.

If there exist Z ∈ Sn, X ∈ Sn, Π ∈ Rn×n, L ∈ Rm×n, and W ∈W∆ satisfying the following LMIs

Ψ(Z,X ,Π,L,W |Λ,η)≺ 0, X � Z, Z � 0, (4.16)
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where

Ψ(Z,X ,Π,L,W |Λ,η) =



(AX +BuL)+(AX +BuL)T (•)T (•)T (•)T

Π+ZAT ZAT
Λ
+AΛZ (•)T (•)T

(CzX +DzuL) CzZ −ηW (•)T

WBT
w WBT

Λ
WDT

zw −ηW


, (4.17)

then the controller K with realization

Ac Bc

Cc Dc

=
Π−AΛX−BuL Λ

L 0


Z−X 0

0 I


−1

(4.18)

stabilizes the system in (4.1) such that ‖W− 1
2 F`(G,K)W

1
2‖∞ < η.

A key property of the inequalities in the above theorems is the fact that the multipliers, Σ

in Lemma 10 and W in Lemma 11, can be optimized simultaneously with the controller. Note

however that this has been obtained by constraining parts of the controllers to be fixed, namely

the feedback gains Θ in Lemma 10 and Λ in Lemma 11.

As we will prove later in Theorem 5, one can construct a feasible solution to the inequal-

ities in Lemma 11 from the feasible solutions to the inequalities in Lemma 10, and vice-versa.

This motivates the following alternative to the D-K iterations.

Algorithm 2 (F-L Iterations). Choose an initial multiplier W0 ∈W∆ and solve the optimization

problem

inf
γ,X ,Y,Q,L,F

γ : Ω(γ,X ,Y,Q,L,F |W0)≺0,

X I

I Y

� 0.

 (4.19)

Denote (γ0,X0,Y0,Q0,L0,F0) its optimal solution, calculate Θ0 = L0X−1
0 , select a positive ε > 0,

set k = 1, and iterate:
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1. Solve the optimization problem

inf
γ,S,Y,P,F,Σ∈W∆

{γ : Φ(S,Y,P,F,Σ |Θk−1,γk−1)≺ 0,Y � S,S� 0} (4.20)

by performing a bisection on the cost γ. Denote (γk,Sk,Yk,Pk,Fk,Σk) its optimal solution,

calculate Λk = Y−1
k Fk, and go to the next step.

2. Solve the optimization problem

inf
η,Z,X ,Π,W∈W∆

{η : Ψ(Z,X ,Π,L,W |Λk,ηk)≺ 0, X � Z, Z � 0} (4.21)

by performing a bisection on the cost η. Denote (ηk,Zk,Xk,Πk,Lk,Wk) its optimal solution,

calculate Θk = LkX−1
k , and go to the next step.

3. If γk−ηk < εγ0 then stop. Otherwise, let k← k+1 and go to Step 1.

Remark 14. Compared with the D-K iterations, each step of the F-L iteration simultaneously

optimizes the complete multiplier, Σ in Lemma 10 and W in Lemma 11, and parts of the controller.

As it will be illustrated in the examples, this often means that the F-L iteration converges faster

than the D-K iteration, which alternates between holding the controller fixed while optimizing the

multiplier and vice-versa.

Remark 15. From a computational complexity point of view, the steps in both algorithms are

comparable. Indeed, they both iterate over LMIs with roughly the same number of variables and

size of the inequalities.

Remark 16. As it is made clear in the proof of Lemmas 10 and 11, the LMIs in both problems

are related by a congruence transformation and are independent of the final coordinates of

the controller, which makes it easy to numerically transition between the two problems. In

contrast, the D-K iteration requires the calculation of a controller realization, i.e. from (Q,L,F)
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to (Ac,Bc,Cc) in (4.11), every time before the multiplier is to be optimized, which can lead to

numerical conditioning issues in many instances.

The order of the Steps 1 and 2 in the F-L iterations could be swapped, that is, Step 1 could

be solved after Step 2, if initialized with Λ0 = Y−1
0 F0. In the next theorem we prove that the F-L

iteration produces a sequence of non-increasing cost values.

Theorem 5. Let γk and ηk be the optimal costs produced at each step of Algorithm 2 in prob-

lems (4.20), and (4.21), respectively during the k-th iteration. Then γk ≤ ηk−1 ≤ γk−1, for all

k = 1,2, · · · .

4.7 Examples

In this section we illustrate and compare the D-K and F-L iterations with two detailed

examples from [Lei06]. In Section 4.8 we will present the results of a benchmark with all problems

from the COMPleib library. All problems were solved on an Intel(R) Core(TM) i7-6800K CPU

at 3.40GHz and 32.0GB RAM, using Mosek [mos10] with Yalmip [Lof04] in MATLAB.
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4.4(a) Example: DIS2

4.4(b) Example: NN1

Figure 4.4: Progression of Iterations
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4.7.1 Example: DIS2

The first example is one in which the F-L iterations perform much better than the D-K

iterations. The plant data (n = 3) is given by

G =



0 1 0 1 0 0 0

0 0 1 0 1 0 0

0 13 0 0 0 1 1

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 1

0 5 −1 0 0 0 0

−1 −1 0 0 0 0 0



.

Since this example was not originally a robust control problem, in order to fit the problem

statement of the present chapter, we consider a diagonal uncertainty ∆.

We ran the D-K iterations (Algorithm 1) and the F-L iterations (Algorithm 2) both with

ε = 10−4 and starting at D0 = W0 = I. The relative tolerance for the bisections was set at

ε = 10−6. Detailed step-by-step progress of both algorithms is shown in Fig. 4.4(a). In this

example, Algorithm 2 not only converges much faster, but also achieves a much lower cost. A

breakdown of the cost and the total number of iterations and LMIs solved is given as the first row

of Table 4.1, showing the initial cost γ0, the final cost γk, the improvement of both algorithms

relative to the initial cost, ρ = 1− γk/γ0, and the improvement of the F-L iterations relative to the

D-K iterations, µ = (γDK
k − γFL

k )/γ0, as well as the total number of LMIs solved by each algorithm

and the total time is seconds. In this example, the total time as well as the number of LMIs

solved is similar, even though the number of iterations taken by each algorithm is different. The

F-L iterations produce a final cost that is 22% less than the one produced by the D-K iterations
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when compared with the initial cost. In absolute terms, the F-L cost is 53% smaller than the D-K

iterations.

4.7.2 Example: NN1

The second example is one in which the F-L iterations and the D-K iterations perform

similarly. Data for this example (n = 3) is given by

G =



−4 2 1 1 0 0 1 0

3 −2 5 0 1 0 1 0

−7 0 3 0 0 1 0 1

1 0 0 0 0 0 0 0

0 1 0 0 0 0 1 0

0 0 1 0 0 0 0 1

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0



.

Detailed step-by-step progress of both algorithms are shown in Fig. 4.4(b). In this example,

both algorithm converge to a similar final cost, with the F-L iterations again converging faster.

4.8 Benchmark and Conclusions

In order to compare the performance of the D-K and F-L iterations we attempted1,2 to

run all 81 problems from [Lei06] with the same settings used in Examples 4.7.1 and 7. We

successfully solved a total of 50 examples, with the results summarized in Table 4.1. The F-L

1Yalmip and Mosek failed to solve the initialization problem (4.19) for the following problems: AC7, AC10,
AC12, AC13, AC14, AC18, JE1, JE2, REA3, REA4, TG1, WEC1, WEC2, WEC3, BDT2, UWV, CSE2, PAS, TF2,
NN3, NN5, NN6, NN7, NN11, NN17.

2The following problem were too large to fit into our computer memory: HF1(n = 130), BDT2(n = 82),
EB6(n = 160), TL(n = 256), CDP(n = 120), NN18(n = 1006).
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iterations improved the minimum cost by more than 1% in 26 out of the 50 problems solved, and

by more than 15% in 13 out of 50 problems. The largest improvement obtained was about 58%

in problem HE6. In 23 out of 50 problems, the final cost was about the same as with the D-K

iterations. The results are summarized in Tab. 4.2.

In the same table we also attempt to summarize the time it took to solve the same problems

using the F-L versus the D-K iterations. Due to the large variation in problem dimensions and

data conditioning, directly comparing the computational time does not seem to lead to strong

conclusions. However, as shown in Table 4.2, it is possible to conclude that the cost improvements

obtained by the F-L iterations will come associated with longer computational times. One is

refered to the complete time results in Table 4.1 for time results on specific instances.

In only 1 problem out of 50 the D-K iterations performed better than the F-L iterations

(DIS3). In this case, the F-L iterations stopped earlier than the D-K iterations. However, it should

be noted that if the tolerance ε is reduced, then the F-L iterations will also converge to a cost that

is similar to the one attained by the D-K iterations.

In conclusion, the proposed F-L iterations seem to be a viable alternative to the classic

D-K iterations, often providing improved cost. After tuning the tolerances in the algorithms

we could not find any instance in the COMPleib set of problems in which the D-K algorithm

produced a significantly better cost. The run times and number of LMIs solved by each algorithm

are similar.

4.9 Proofs

4.9.1 Proof to Theorem 5

Proof. We first prove that γ1 ≤ γ0. If the solution to problem (4.19) is (γ0,X0,Y0,Q0,L0,F0), then

we have Ω(γ0,X0,Y0,Q0,L0,F0 |W0) ≺ 0. Because X0 � 0 and W0 ∈W∆, then the congruence
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matrix T = diag(X−1
0 , I,W−1

0 , I) is non-singular and

T T
Ω(γ0,X0,Y0,Q0,L0,F0 |W0)T ≺ 0.

The choice of variables

S=X−1
0 , Y =Y0, P=Q0X−1

0 , F =F0, Σ=W−1
0

is such that Σ ∈W∆, Y = Y0 � X−1
0 = S� 0, and, as one can verify that with Θ0=L0X−1

0 ,

Φ(S,Y,P,F,Σ |Θ0,γ0) = T T
Ω(γ0,X0,Y0,Q0,L0,F0 |W0)T ≺ 0,

which implies that (γ0,S,Y,P,F,Σ) is a feasible solution to the optimization problem (4.20) in

Step 1, that is that γ1 ≤ γ0.

Next we prove that ηk ≤ γk, k ≥ 1. If the solution to problem (4.20) in Step 1 is

(γk,Sk,Yk,Pk,Fk,Σk) then

Φ(Sk,Yk,Pk,Fk,Σk |Θk−1,γk)≺ 0.

Because Sk � 0, Yk � 0, the choice of variables

η = γk, Z = Y−1
k , X = S−1

k ,

Π = Y−1
k PkS−1

k , L = ΘkS−1
k , W = Σ

−1
k

is such that W ∈W∆, T = diag(S−1
k ,Y−1

k ,Σ−1
k ,Σ−1

k ) is non-singular, X = S−1
k � Y−1

k = Z � 0,
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and

Ψ(Z,X ,Π,L,W |Λk,η) = T T
Φ(Sk,Yk,Pk,Fk,Σk |Θk−1,γk)T ≺ 0.

with Λk = Y−1
K Fk, which implies that (η,Z,X ,Π,L,W ) is a feasible solution to the optimization

problem (4.21) in Step 2, that is that ηk ≤ η = γk.

Finally, denote by (ηk−1,Zk−1,Xk−1,Πk−1,Lk−1,Wk−1) the solution to problem (4.21) in

Step 2 such that

Ψ(Zk−1,Xk−1,Πk−1,Lk−1,Wk−1 |Λk−1,ηk−1)≺ 0.

Because Zk−1 � 0, Xk−1 � 0, the choice of variables

γ = ηk−1, S = X−1
k−1, Y = Z−1

k−1,

P = Z−1
k−1Πk−1X−1

k−1, F = Z−1
k−1Λk−1, Σ =W−1

k−1,

is such that T = diag(X−1
k−1,Z

−1
k−1,W

−1
k−1,W

−1
k−1) is non-singular with Y = Z−1

k−1 � X−1
k−1 = S� 0 and

Σ ∈W∆. One can verify that, with Θk−1 = Lk−1X−1
k−1,

Φ(S,Y,P,F,Σ |Θk−1,γ) = T T
Ψ(Zk−1,Xk−1,Πk−1,Lk−1,Wk−1|Λk−1,ηk−1) T ≺ 0,

implying that (γ,S,Y,P,F,Σ) is a feasible solution to the optimization problem (4.20) in Step 1,

i.e. γk ≤ γ = ηk−1.
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4.9.2 Proof of Lemma 10

Let (S,Y,P,F,Σ) be such that (4.13) is satisfied and Σ ∈W∆. Then S� 0 and the choice

of variables

X = S−1, Q = PS−1, L = ΘS−1, W = Σ
−1,

is such that Y � X−1, that is T = diag(S−1, I,Σ−1, I) is non-singular so that

Ω(γ,X ,Y,Q,F,L |W ) = T T
Φ(S,Y,P,F,Σ |Θ,γ)T ≺ 0.

This means that (γ,X ,Y,Q,F,L) satisfy the inequalities in Lemma8. Controller (4.15) is (4.11)

after the choice of

U = S−1 = X � 0, V = S−Y = X−1−Y � 0,

and AΘ = A+BuΘ.

4.9.3 Proof of Lemma 11

A proof is similar to the proof of Lemma 10 starting from (4.16) with the choice of

variables

η = γ, Y = Z−1, Q = Z−1
Π, F = Z−1

Λ,

such that X � Y−1, T = diag(I,Z−1, I,W−1) non-singular implies

Ω(γ,X ,Y,Q,F,L |W ) = T T
Ψ(Z,X ,Π,L,W |Λ,η)T ≺ 0,
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and the choice of controller (4.18) follows from AΛ = A+ΛCy,

U = Z−X = Y−1−X � 0, V = Z−1 = Y � 0,

and (4.11).
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Table 4.1: Results of feasible COMPleib examples. The columns status denotes criterion used
to interrupt the algorithms: CV (Converged), LP (Lack of Progress), NP (Numerical Problems).

D-K F-L
Name n γ0 γk ρ (%) k # LMIs t Status γk ρ (%) µ (%) k # LMIs t Status
NN2 2 1.8E+00 1.8E+00 0.0 2 42 5.9 CV 1.8E+00 0.7 0.7 2 61 8.9 LP
DIS2 3 9.5E-01 4.5E-01 52.4 13 273 41.5 CV 2.4E-01 74.6 22.2 6 241 36.9 CV
NN1 3 1.3E+01 1.0E+00 92.4 11 231 34.6 LP 1.0E+00 92.4 -0.0 8 321 51.3 LP
NN8 3 2.4E+00 2.1E+00 12.5 7 147 23.0 CV 2.1E+00 12.6 0.0 8 301 48.6 CV
NN15 3 9.8E-02 1.0E-05 100.0 5 105 17.5 NP 2.0E-04 99.8 -0.2 6 221 36.9 CV
AC4 4 5.6E-01 4.1E-02 92.6 6 168 25.1 LP 2.1E-02 96.2 3.6 3 136 22.4 LP
AC5 4 7.0E+02 1.2E+02 82.8 4 112 16.1 NP 1.2E+02 83.4 0.5 4 217 33.2 LP

AC15 4 1.5E+01 7.3E-02 99.5 9 252 41.0 NP 9.1E-02 99.4 -0.1 5 271 43.2 LP
AC16 4 1.5E+01 1.0E-02 99.9 6 168 28.4 LP 1.7E-02 99.9 -0.0 8 406 67.3 LP
AC17 4 6.6E+00 1.7E+00 73.9 5 140 20.5 CV 1.7E+00 74.1 0.2 3 163 25.0 LP
HE1 4 7.4E-02 7.4E-02 0.0 1 28 3.5 CV 7.3E-02 1.2 1.2 5 271 43.1 CV
HE2 4 2.4E+00 1.8E+00 27.4 4 112 16.3 LP 1.6E+00 35.4 8.0 5 271 44.1 CV

REA1 4 8.6E-01 2.9E-01 66.7 21 441 65.0 LP 2.7E-01 68.6 1.9 5 181 27.7 CV
REA2 4 1.1E+00 6.4E-01 43.3 20 400 59.8 LP 6.3E-01 44.2 1.0 4 141 23.4 LP
DIS5 4 6.7E+02 6.3E+02 5.3 4 84 13.3 NP 4.0E+02 40.5 35.2 3 121 20.2 LP
MFP 4 4.2E+00 2.5E+00 41.1 10 210 33.0 LP 1.7E+00 60.0 18.9 3 121 20.4 LP
NN4 4 1.3E+00 8.3E-01 35.7 19 399 63.0 LP 8.1E-01 37.3 1.5 9 361 57.9 LP
AC2 5 1.1E-01 2.8E-02 75.1 18 504 88.4 LP 2.8E-02 75.1 0.0 6 298 50.0 LP
AC3 5 3.0E+00 2.3E+00 22.9 8 224 35.6 LP 2.3E+00 22.9 0.1 7 379 65.1 LP

AC11 5 2.8E+00 7.6E-02 97.3 8 197 35.4 CV 5.0E-02 98.2 0.9 7 352 62.2 LP
NN9 5 1.4E+01 1.3E+01 2.8 2 22 4.0 NP 9.1E+00 33.5 30.8 6 241 46.1 LP
DIS3 6 1.0E+00 2.6E-01 74.7 25 525 103.3 LP 6.8E-01 35.2 -39.4 4 141 27.2 LP
DIS4 6 7.3E-01 4.9E-01 33.2 81 1701 320.1 CV 4.5E-01 39.0 5.8 2 61 11.5 CV
NN12 6 6.3E+00 5.8E+00 8.4 2 42 7.3 CV 3.9E+00 38.2 29.7 4 141 26.9 LP
NN13 6 1.0E+01 1.0E+01 0.0 1 21 3.5 CV 9.2E+00 9.3 9.3 3 121 22.5 LP
NN14 6 9.4E+00 9.0E+00 4.4 3 63 11.4 CV 8.4E+00 11.1 6.6 3 121 22.0 LP
AC6 7 3.4E+00 5.2E-01 84.7 8 197 38.3 NP 3.6E-01 89.5 4.8 6 325 65.5 CV
TF1 7 2.5E-01 5.2E-02 78.9 8 168 34.2 CV 2.3E-02 90.8 11.9 4 161 31.3 LP
TF3 7 2.5E-01 1.6E-01 34.2 3 63 10.9 LP 2.4E-02 90.4 56.2 4 161 31.1 CV
PSM 7 9.2E-01 7.5E-05 100.0 4 84 17.1 CV 5.4E-04 99.9 -0.1 4 141 27.6 LP
HE3 8 8.0E-01 5.2E-04 99.9 12 336 69.8 LP 2.5E-04 100.0 0.0 3 136 29.9 LP
HE4 8 2.3E+01 1.9E+00 91.5 6 141 33.2 CV 1.4E+00 93.9 2.4 3 163 43.0 LP
HE5 8 1.8E+00 3.8E-01 78.8 21 588 133.2 CV 3.9E-01 78.0 -0.8 3 163 30.4 LP
DIS1 8 4.2E+00 2.3E-03 99.9 4 84 18.3 CV 1.9E-03 100.0 0.0 7 261 53.2 LP
NN10 8 5.2E-06 1.8E-09 100.0 3 63 14.4 CV 4.3E-11 100.0 0.0 2 61 12.7 LP
NN16 8 9.6E-01 4.5E-01 52.4 19 399 90.7 CV 4.4E-01 53.9 1.4 2 61 12.8 LP
AC8 9 1.6E+00 3.0E-01 81.7 3 84 21.1 LP 9.4E-02 94.2 12.5 2 82 26.7 LP
AC9 10 1.0E+00 7.3E-03 99.3 2 29 11.0 LP 6.5E-03 99.4 0.1 2 109 33.8 LP
EB1 10 3.1E+00 2.8E+00 10.7 15 315 73.8 LP 2.8E+00 10.8 0.0 2 81 18.5 LP
EB2 10 1.8E+00 1.8E+00 0.0 1 21 5.8 CV 1.4E+00 23.0 23.0 3 101 22.5 CV
EB3 10 1.8E+00 1.8E+00 0.0 1 21 5.5 LP 1.4E+00 23.1 23.1 3 121 25.8 LP

BDT1 11 2.7E-01 1.5E-05 100.0 7 147 46.6 CV 4.8E-04 99.8 -0.2 3 101 28.6 CV
AGS 12 8.2E+00 6.5E+00 20.7 15 295 105.6 CV 6.5E+00 21.0 0.3 5 201 69.2 LP
HE6 20 2.4E+00 2.3E+00 4.5 2 56 90.3 NP 9.0E-01 62.4 57.9 4 217 212.9 LP
HE7 20 2.6E+00 1.9E+00 27.3 3 63 106.9 LP 9.3E-01 64.5 37.2 11 441 582.8 LP

CSE1 20 2.0E-02 2.1E-05 99.9 5 105 152.4 LP 1.7E-04 99.1 -0.7 2 61 62.4 LP
EB4 20 1.8E+00 1.8E+00 0.0 1 21 25.4 LP 1.4E+00 23.1 23.1 3 101 78.0 LP
IH 21 2.8E-03 2.1E-04 92.5 2 42 109.6 LP 2.3E-04 91.9 -0.6 3 101 151.9 LP
JE3 24 2.9E+00 2.0E+00 30.0 2 42 99.5 CV 1.1E+00 63.0 33.0 2 81 171.4 LP
EB5 40 1.8E+00 1.8E+00 0.0 1 21 487.3 LP 1.4E+00 23.1 23.1 3 101 1346.6 LP
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Table 4.2: Total number of feasible problems in the COMPleib library and corresponding range
of percent improvement (µ) obtained by the F-L iterations as compared with the D-K iterations.

# problems
Cost Improvement more time less time total:

µ <−1 0 1 1
|µ| ≤ 1 14 9 23

1 < µ≤ 15 7 6 13
µ > 15 11 2 13
total: 32 18 50
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Chapter 5

Multipliers for Phase-Locked Loop Design

Phase-locked loops (PLL) are perhaps the mostly widely deployed type of closed-loop

system, being a central component in modulators and demodulators, clock generators and dividers,

which are integral to modern cell phones, computers, network equipment, etc. Unsurprisingly,

the analysis and design of PLLs have been extensively discussed in the literature, spanning more

than a half century of research [RV76, Gup75, Abr89, Abr02b, TSS01]. More recent discussions

can be found in [GMFG13, Ban16, GMF12, GGV18, KKEM18, ACH+18].

A typical PLL is comprised of the blocks shown in Fig. 5.1, in which the Phase Detector

(PD) produces an output which is proportional to the phase difference between the input signal,

and the signal generated locally by the Voltage-Controlled Oscillator (VCO), whose input is the

output of the Loop Filter (LF). See, for example, reference [Gar05] for details. By varying which

LFPD

Input
signal

Phase
Detector

Loop
Filter VCO

Figure 5.1: Phase-Locked Loop block-diagram (see [Gar05] for details)
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signal in the loop one considers as output, this basic architecture can be used for demodulating

signals, synchronizing oscillators, dividing clocks, etc. There are several variations on the type of

PD and VCO, depending on the nature (digital versus analog) and application of the PLL circuit.

No matter the setup, most of the features of the PLL derive from a properly designed LF. In the

present chapter we focus on analog PLLs and conditions on the LF so that the closed-loop is

asymptotically stable.

One difficulty faced during the design and implementation of PLLs is the unavoidable

nonlinear nature of the phase detector and its interaction with the closed-loop. The presence

of such nonlinearity in the loop can bring instability and performance issues that have been

analyzed in the literature using a variety of techniques. In the present chapter we revisit the

conditions from [Abr02b,Abr89,Eva98], which, directly or indirectly, use the Circle or the Popov

Criterion [KG02b] to ensure stability of the nonlinear closed-loop. Of all these conditions, the

one from [Eva98] seems to be the most general.

In this chapter, we will present the following features.

a) An alternative formulation of the stability conditions of [Eva98] in terms of the linearized

closed-loop transfer-functions in Fig. 5.1 that allows for a more direct and intuitive design;

b) Unlike [Eva98], the proposed reformulation comes with a graphical test in which it is possible

to directly assess and graphically optimize the maximum possible guaranteed locking range;

c) The identification of a fundamental limitation on the maximum possible guaranteed locking

range for PLLs of type higher or equal than 3.

d) Various analytic and numerical results available in the literature are shown to be obtainable

using the new stability criterion.

Section 5.1 provides the mathematical model used to analyse the stability of PLLs.

Section 5.2 revisits the PLL stability analysis technique of [Eva98] and discusses some of their
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5.2(a) Multiplier Phase-Detector

F(s)ψ(·)

Kv/s

θ
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−

φ
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LFPD

VCO

5.2(b) Phase signals

Figure 5.2: Diagrams for PLL analysis and design

limitation. In Section 5.3, a new formulation of the conditions from [Eva98] is presented in a way

that enables a graphical interpretation in terms of the loop transfer-function along with examples

that illustrate usage of the new theorems. In Section 5.6, simulation results of various PLL system,

from type-I to -III, are provided.

5.1 PLL Model

From the basic diagram in Fig.5.1 one proceeds by choosing a particular PD and VCO

modules. One typical setup is the one shown in Fig. 5.2. For example, if the diagram in

Fig. 5.25.2(a) is used as a coherent receiver, then

x(t) = sin(ωct +θ(t)) (5.1)

is a signal centered around the carrier frequency ωc produced by a transmitter that is phase- or

frequency-modulated by θ(t), and

z(t) = cos(ω`t +φ(t)), φ(t) = Kv

∫ t

0
vc(τ)dτ (5.2)
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is a signal produced by the receiver VCO. In Fig. 5.25.2(a), the PD is the simple multiplier circuit,

which is widely used in analog PLLs, that produces as output

ẽ(t) = 2x(t)z(t). (5.3)

If x and z are as in (5.1) and (5.2) then

ẽ(t) = sin((ωc +ω`)t +θ(t)+φ(t))+ sin((ωc−ω`)t +θ(t)−φ(t)) . (5.4)

Because the carrier frequency ωc is often much larger than the bandwidth of the modulating

signal θ(t), a low-pass filter can be safely introduced after the multiplier circuit to produce an

error signal that contains just the second term above. Furthermore, it is reasonable to assume that

ωc ≈ ω`, either because they are both known frequencies or because the PLL will be designed so

as to achieve such matching of the input and local frequencies (more on that later). This means

that

ẽ(t)≈ e(t) = ψ(θ(t)−φ(t)) , ψ(·) = sin(·).

The resulting phase signals are depicted in the simplified PLL diagram shown in Fig. 5.25.2(b). It

is this diagram which will be used as a starting point for stability analysis of the PLL [Gar05].

See [LKYY15, KKL+15] for potential caveat using the simplified phase model.

In Fig. 5.25.2(b), the signal e(t) represents the baseband component of the error signal

produced by the PD, F(s) is the transfer-function of a linear loop filter, and the integrator model for

the VCO stems from the fact that the deviation of the VCO output signal from its center frequency

is proportional to the VCO gain factor Kv, as in (5.2). Since frequency is the time-derivative of

phase, the VCO can be described as φ̇(t) = Kvvc(t).

A PLL is said to be locked when ωc = ω` and e(t) = ψ(θ(t)− φ(t)) = 0. Note that a
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u = sin(y)

u = y

u = αy
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Figure 5.3: Sector Bounded sin(·)

locked PLL will have θ(t) = φ(t)+ kπ, k ∈ Z, because of the presence of the nonlinearity. In

order to calculate the frequency range in which the PLL is locked, in other words, the locking

range of PLL, we need to introduce the concept of sector-nonlinearities as follows.

Many forms of nonlinearities commonly used in PLLs can be accommodated by the

above setup. In the present chapter, for y ∈ [−a,a], the nonlinearity ψ(y) = sin(y) ∈ [α,1] where

0 < α < 1. Note that

a = sinc−1(α) ∈ (−π,π), sinc(x) =
sinx

x
,

represents the locking range of PLL, as shown in Fig. 5.3, and that the sector slope α and the

locking range a are not independent. In particular, the smaller the α, the wider the locking range

a.

5.2 Stability Analysis Methods

For the purpose of stability analysis, set θ = 0 in Fig. 5.2 and combine the transfer

functions of the individual linear elements to obtain the overall loop transfer function G and a
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Figure 5.4: Feedback model for PLL stability analysis

G(s)

ψ(·)

α

α

−1

yu

−

−

Gα

φα

Figure 5.5: Loop Transformation from [α,1] to [0,1−α]

nonlinearity ψ as in

G(s) = Kv
F(s)

s
, u =−ψ(y) =−sin(y), ψ ∈ [α,1], α ∈ (0,1], (5.5)

so that the phase-locked loop can be represented as the feedback connection of the open-loop

transfer function G and the nonlinearity ψ as shown in Fig. 5.4.

A well known sufficient condition for stability of the feedback connection of a linear

system G with a sector-bounded nonlinearity as shown in Fig. 5.4 when ψ ∈ [0,∞), is that G be

strictly positive-real [KG02b, p.265]. For a general sector [α,β], one can use a loop-transformation

to shift the sector boundaries and obtain various results, such as the Circle and the Popov Criteria,

as in Lemma 3.
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The sector in the above criterion is ψ ∈ [0,k], k > 0. In order to apply this result to

the stability analysis of PLLs, various authors have performed a loop-transformation, shown in

Figure 5.5, to the system and sector in (5.5) to arrive at the equivalent system and sector

Gα(s) =
G(s)

1+αG(s)
, φα(y) = ψ(y)−αy, φα ∈ [0,1−α], (5.6)

which is in a form suitable to Lemma 3.

In fact, many papers in the literature have implicitly or explicitly used the Circle Crite-

rion [Eva98] as well as the Popov Criterion [Wu02a, Abr89] to analyze the stability of PLLs. For

example, the work [Eva98] transforms the original system into (5.6) to derive the following PLL

stability criterion.

Lemma 12 (PLL Stability [Eva98]). Consider the linear time-invariant system G in feedback

with the static nonlinear function ψ ∈ [α,1], α ∈ (0,1]. The feedback connection of G and ψ is

absolutely stable for y ∈ [−a,a], a = sinc−1(α), if Gα, from (5.6), is asymptotically stable and

there exists γ≥ 0 with (1+ pkγ) 6= 0 for every pole pk of Gα such that

1+(1+ γs)(1−α)Gα(s) (5.7)

is SPR.

Lemma 12 is a straightforward application of Lemma 3 to the system obtained after the loop-

transformation (5.6). Note that (5.7) is simply scaled by k = 1−α > 0. In the case of PLL

stability, the introduction of Gα serves two purposes: a) bring the sector (5.5) into the form

required by the Popov Criterion (5.6); b) asymptotically stabilize the open-loop PLL which is

always necessary because the transfer-function G has at least one imaginary pole.

One major drawback of working with Gα instead of directly with G is that one loses the

ability to perform the test in Lemma 12 graphically. Furthermore, the dependence on Gα on
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the sector parameter α, means that the search for α and γ has to be iterative, since analytic or

graphical methods for evaluating the positive realness of (5.7) will require a given Gα. Indeed,

one of the goals of this chapter in revisiting such stability conditions is in clarifying the role

played by imaginary poles and providing graphical versions of the Circle and the Popov criterion

for PLL stability analysis in which the α and γ can be easily visualized and manipulated.

5.3 PLL Design

With the above discussion in mind, a different version of the Popov criterion that is better

suited for the analysis of stability of PLLs is provided next.

Theorem 6. Consider the linear time-invariant system G in feedback with the static nonlinear

function ψ ∈ [α,1], α ∈ (0,1]. The feedback connection of G and ψ is absolutely stable for

y ∈ [−a,a], a = sinc−1(α), if H is asymptotically stable, where

H(s) =
G(s)

1+G(s)
, (5.8)

and there exists γ≥ 0 with (1+ pkγ) 6= 0 for every pole pk of H such that

1− (1− γs)(1−α)H(s) (5.9)

is SPR.

Proof. We shall use Lemma 12 to prove absolute stability. The case α = 1 is trivial hence it is

assumed that α 6= 1. Assume also that H is asymptotically stable and that (5.9) is SPR so that

1
1−α

−Re{H( jω)}− γω Im{H( jω)}> 0 (5.10)
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First, (5.6) and (5.8) imply that

Gα(s) =
G(s)

1+αG(s)
=

G(s)
1+G(s)

1
1+G(s) +α

G(s)
1+G(s)

=
H(s)

1− (1−α)H(s)
.

Define ωk, k = 1, . . . ,m where Im{H( jωk)}= 0. It can be seen that

Re{H( jωk)}<
1

1−α
, ∀ k = 1, . . . ,m,

which means that the Nyquist plot of H( jω) only intersects the real axis to the left of point

1/(1−α). Because H(s) is asymptotically stable, it does not have any purely imaginary poles,

therefore the Nyquist plot never encircles 1/(1−α). By the Nyquist stability criterion [DO17],

Gα is thus also asymptotically stable.

Define

X(s) = (1−α)Re{H(s)}, Y (s) = (1−α) Im{H(s)},

such that (5.10) can be written as

1−X( jω)− γωY ( jω)> 0. (5.11)

Note that

(1−X( jω))2 +Y ( jω)2 > 0 (5.12)

for all ω > 0 because X( jω)< 1 when Y ( jω) = 0. Divide (5.11) by (5.12) to arrive at

Re{Z( jω)}= 1−X( jω)− γωY ( jω)

(1−X( jω))2 +Y ( jω)2
> 0
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in which

Z(s) =
(1+ γs)(1−X(s)+ jY (s))

(1−X(s)− jY (s))(1−X(s)+ jY (s))
− γs.

One can then show that

Z(s) =
1+ γs

1−X(s)− jY (s)
− γs

=
1+ γs(X(s)+ jY (s))

1−X(s)− jY (s)

=
1−X(s)− jY (s)+(1+ γs)(X(s)+ jY (s))

1−X(s)− jY (s)

= 1+(1+ γs)
X(s)+ jY (s)

1−X(s)− jY (s)

= 1+(1+ γs)
(1−α)H(s)

1− (1−α)H(s)

= 1+(1+ γs)(1−α)Gα(s)

which, assuming that −1/γ is not a pole of Gα, implies that (5.7) is SPR, hence that Lemma 12

holds so that the feedback connection between G and ψ is absolutely stable for y ∈ [−a,a],

a = sinc−1(α). Note that if −1/γ is a pole of Gα, the above argument still holds after applying a

small perturbation to γ.

Remark 17. It is worth pointing out that H given by (5.8) is the transfer function of the unit

negative feedback connection of G. Hence it must be Hurwitz because it lies in the given sector.

H is also the linearized closed-loop transfer-function, which by the Lyapunov theorem [KG02b,

Chapter 4, Theorem 4.7], ensures local asymptotic stability of the original nonlinear system.

Remark 18. Because Theorem 6 is a variant of the Popov criterion, it admits a time-domain

interpretation via a carefully constructed Lyapunov function (see [KG02b, Chapter7, Theorem

7.3]). Using such a Lyapunov function one can determine a region of attraction using standard
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techniques also discussed in [KG02b].

Remark 19. Compared with Lemma 12, one advantage of Theorem 6 is that H is independent of

α and α enters (5.9) as a constant offset. This eliminates the necessity for an iterative search as

needed for Lemma 12.

Remark 20. The Circle criterion can be recovered by setting γ = 0 in Theorem 6, resulting in

the condition that

Re{H( jω)}< 1
1−α

,

in other words that H( jω) must lie to the left of the vertical line defined by 1/(1−α).

Remark 21. One can obtain a variant of the Popov plot by plotting Re{H( jω)} versus ω Im{H( jω)}.

The feedback connection is absolutely stable if (Re{H( jω)},ω Im{H( jω)}) lies to the left of the

stability line which intercepts the horizontal axis at (1−α)−1 with a slope of −1/γ.

Remark 22. The parameter α has to be strictly positive and one can analyze the maximum

locking behavior of (5.9) by simply setting α = 0. If α = 0 then Gα is not asymptotically stable

because of the presence of at least on integrator in the loop. Indeed, Lemma 12 cannot be used

for stability analysis if Gα is not asymptotically stable.

Remark 23. It is interesting that H(s) in Theorem 6 does not directly depend on α = 0. For this

reason, if it is possible to find γ≥ 0 independent of α for all α ∈ (0,1], then it is possible to take

limits in (5.9), that is

1− (1− γs)H(s) = lim
α→0+

1− (1− γs)(1−α)H(s)

to conclude stability for all α ∈ (0,1]. This will be illustrated in the examples.

Satisfaction of the conditions in Theorem 6 have been shown to imply satisfaction of the

conditions in Lemma 12. The converse is also true, as shown in the next theorem.
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Theorem 7. Let α ∈ (0,1], γ ≥ 0, and consider the linear time-invariant system G and its

associated transfer functions Gα and H define in (5.6) and (5.8). The following statements are

equivalent:

1) Gα is asymptotically stable and

1+(1+ γs)(1−α)Gα(s) (5.13)

is SPR.

2) H is asymptotically stable and

1− (1− γs)(1−α)H(s) (5.14)

is SPR.

Proof. The implication 2) =⇒ 1) is given by Theorem 6. In order to establish that 1) =⇒ 2)

assume that Gα is asymptotically stable and

1
1−α

+(1+ γs)Gα(s)

is strictly positive real. Expression (5.13) being SPR implies that

1
1−α

+Re{Gα( jω)}− γω Im{Gα( jω)}> 0 (5.15)

for all ω > 0. For any ω such that Im{Gα( jω)}= 0, it is true that

Re{Gα( jω)}>− 1
1−α

,

This indicates that the Nyquist plot of Gα( jω) only intersects the real axis to the right of the
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point −1/(1−α). Because that Gα is asymptotically stable, it does not have any imaginary

poles, therefore the Nyquist plot of Gα never encircles−1/(1−α). Thus, by the Nyquist stability

criterion [DO17],

Gα(s)
1+(1−α)Gα(s)

=
Gα(s)

1−αGα(s)+Gα(s)
=

G(s)
1+G(s)

= H(s)

is asymptotically stable.

Next, define

X(s) = (1−α)Re{Gα(s)}, Y (s) = (1−α) Im{Gα(s)},

such that (5.15) can be written as

1+X( jω)− γωY ( jω)> 0 (5.16)

and also note that

(1+X( jω))2 +Y ( jω)2 > 0 (5.17)

Divide (5.16) by (5.17) to arrive at

Re{W ( jω)}= 1+X( jω)− γωY ( jω)
(1+X( jω))2 +Y ( jω)2 > 0

in which

W (s) =
(1− γs)(1+X(s)− jY (s))

(1+X(s)+ jY (s))(1+X(s)− jY (s))
+ γs
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is SPR. Note that

W (s) =
1− γs

1+X(s)+ jY (s)
+ γs

=
1+X(s)+ jY (s)− (1− γs)(X(s)+ jY (s))

1+X(s)+ jY (s)

= 1− (1− γs)
X(s)+ jY (s)

1+X(s)+ jY (s)

= 1− (1− γs)(1−α)
Gα(s)

1+(1−α)Gα(s)

= 1− (1− γs)(1−α)H(s)

such that since 0 < α < 1,

1− (1− γs)(1−α)H(s)

is also SPR.

5.4 Examples

To illustrate Theorems 6 and 7 and its remarks, examples covering virtually all analytical

results in the literature will be revisited in this section.

Example 6 (Second-order Type-I PLL with one zero). Consider the second order PLL example

from [Abr89], in which the loop transfer-function is

G(s) = K
s+b

s(s+a)
, a,b,K > 0
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and the closed-loop transfer function

H(s) = K
s+b

s2 +(a+K)s+bK

is asymptotically stable for any choice of a,b,K > 0.

In this example, condition (5.9) is

Re{H( jω)}+ γω Im{H( jω)}= K
b2K +ω2(K +a−b)− γω2(ω2 +ab)

(ω2−bK)2 +ω2(a+K)2 <
1

1−α

for all ω > 0. Subtracting one from both sides and inverting the sign of the inequality one obtains

ω
2 (1+Kγ)ω2 +(a2 +aK−bK + γabK)

(ω2−bK)2 +ω2(a+K)2 >− α

1−α
.

It can be seen that if

γ >
bK−a2−aK

abK
(5.18)

then

ω
2 (1+Kγ)ω2 +(a2 +aK−bK + γabK)

(ω2−b)2 +ω2(a+1)2 ≥ 0 >− α

1−α
.

for all α ∈ (0,1) and ω ∈R. Note that γ is independent of α so the conclusion can be extended to

all α ∈ (0,1].

The Popov plot of H( jω) is shown in Figure 5.6, where the dashed curve is

(Re{H( jω)},ω Im{H( jω)})
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Re

ωIm

−1
1

Figure 5.6: Popov plot a = K = 1,b = 10

and the solid straight line is

ω Im{H( jω)}=−1
γ

Re{H( jω)}+ 1
γ
.

If the dashed curve lies below the solid straight line, the conditions in Theorem 6 are satisfied.

Note that if a≥ b, then the right hand side of (5.18) is negative so that the Theorem is

satisfied for γ = 0, that is the Circle criterion. If b > a, then the Circle criterion fails to prove

stability as illustrated by the dashed vertical line in Figure 5.6, where a = K = 1, b = 10.

Note that PLL stability was proved in [Abr89] for the case b > a using a Popov-type

Lyapunov function but the analysis required the use of LaSalle’s invariance principle. Our

approach can handle all range of a and b without the need to invoke LaSalle’s invariance

principle.

In the previous example, Theorem 6 was valid for all α ∈ (0,1] and the choice of γ turned

out to be independent of α. This is not always the case, as we shall see in the next examples.

Example 7 (Second-order Type-II PLL). Consider the following second-order PLL with two

84



integrators (Type-II),

G(s) =
K(s+b)

s2 , b,K > 0. (5.19)

The closed-loop transfer function

H(s) = H̃(s/b), H̃(s) = K̃
s+1

s2 + K̃s+ K̃
, K̃ = K/b,

is asymptotically stable for any K̃ > 0, that is for any b,K > 0. Therefore it is enough to verify

whether

1
1−α

−Re{H̃( jω)}− γω Im{H̃( jω)}> 0,

for all ω > 0, which is equivalent to

1
1−α

(1+ K̃γ(1−α))ω4 + K̃(K̃α−1α−1)ω2 + K̃2α

(ω2− K̃)2 + K̃2ω2 > 0

for all ω > 0. Because the denominator is positive, the above condition will be true if

(1+ K̃γ(1−α))ω
4 + K̃(K̃α−1α−1)ω2 + K̃2

α > 0

for all ω > 0. The above quartic polynomial is quadratic in ω2 so that it is enough to pick

γ >
1+α2(1− K̃)2−2α(1+ K̃)

4K̃α(1−α)
.

for the above condition to hold for all ω > 0 and any α ∈ (0,1). Even though a value of γ exists

for any α ∈ (0,1), it is not possible to select γ independently of α as in Example 1. The Popov

plot of H provides the intuition behind deriving the value of α and a choice of γ as shown in
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5.7(a) Popov plot K̃ = 1. The slope of the solid
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5.7(b) Zoom in to the intersection area.

Figure 5.7

Figure 5.7.

In the previous two examples, it was possible to prove PLL stability for any α ∈ (0,1].

Those were PLLs of type I and II. For PLL of type III and higher it is generally not be possible to

prove PLL stability for all α ∈ (0,1], as illustrated by the next example.

Example 8 (Third-order Type-II PLL). Consider the third-order PLL from [Abr89],

G(s) = K
s2 +b1s+b0

s2(s+a1)
, a1,b0,b1,K > 0 (5.20)

The closed-loop transfer function is

H(s) =
K(s2 +b1s+b0)

s3 +(a1 +K)s2 +b1Ks+b0K
,

which, by Routh-Hurwitz stability criterion [Oga10], is asymptotically stable if a1 +K > 0,

b0K > 0, (a1 +K)b1 > b0. The first two conditions are trivially satisfied and H is asymptotically
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stable if

K >
b0

b1
−a1.

For PLL stability, evaluate

Re{H( jω)}= K
(a1−b1 +K)ω4 +(b2

1K−b0(a1 +2K))ω2 +b2
0K

((a1 +K)ω2−b0K)
2
+ω2(ω2−b1K)2

,

Im{H( jω)}=− Kω3(ω2−b0 +a1b1)

((a1 +K)ω2−b0K)
2
+ω2(ω2−b1K)2

,

for which the denominator,
(
(a1 +K)ω2−b0K

)2
+ω2(ω2−b1K)2 > 0, because b0K and b1K

are both positive.

If b0 ≤ a1b1 the imaginary part of ωH( jω) is non-positive for all ω and it is equal to

zero only at ω = 0, as shown in Figure 5.85.8(a). In this case, as suggested by Figure 5.85.8(a),

it is possible to select α > 0 arbitrarily close to zero. As in Example 7, a corresponding value

of γ is available for any such α, but a formula is not immediately at hand. We will prove this

fact indirectly using the following separating hyperplane argument. Consider the 2- dimensional

curve

H =
{

x ∈ R2 | x = (Re{H( jω)}, ω Im{H( jω)})
}

and the convex set obtained by taking its convex hull [BV04], convH . The convex hull of X ,

denoted convX , is the smallest convex set in which X is contained.

Consider also the convex set

G = conv{(1/(1−α),0), (1,1)}

which is a segment of a line. Because H( j0) = 1 is the only point such that Im{H( jω)}= 0 and
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ω Im{H( jω)}< 0 for all ω 6= 0, it follows that

G ∩ convH = /0

for all α ∈ (0,1). Therefore, by the Separating Hyperplane Theorem [BV04], there exist a and b

such that

aT x < b, aT y > b, x ∈ convH , y ∈ G .

If a = (a1,a2), then letting x = (1,0) ∈ convH , y = (1/(1−α),0) ∈ G one concludes that

b(1−α)< a1 < b =⇒ a1 > 0, b > 0, 1 <
b
a1

<
1

1−α
,

and letting y = (1,1) ∈ G

a2 > b−a1 > 0.

Therefore for any

x = (Re{H( jω)}, ω Im{H( jω)) ∈H ⊆ convH

it must be true that

Re{H( jω)}+ a2

a1
ω Im{H( jω)<

b
a1

<
1

1−α

for all ω > 0. This means that there exists γ = a2/a1 > 0 such that (5.10) is true so that Theorem 6

holds for any α ∈ (0,1).
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If b0−a1b1 > 0, H is the asymptotically stable only if

K >
b0

b1
−a1 > 0.

As shown in Figure 5.85.8(b),

H( j0) = 1, H( j
√

b0−a1b1) =
K

K− (b0
b1
−a1)

> 1,

are the only two points for which Im{H( jω}= 0. Therefore, if

ᾱ =
1
K

(
b0

b1
−a1

)
. (5.21)

then it is necessary that α > ᾱ so that

1
1−α

> H( j
√

b0−a1b1) =
K

K− (b0
b1
−a1)

for PLL stability.

Figure 5.85.8(b) suggests that, for any α > ᾱ, a possible choice of γ is the inverse of the

slope of the tangent to the curve (Re{H( jω)},ω Im{H( jω)}) at (ᾱ,0), that is at ω=
√

b0−a1b1.

In other words

−1
γ
=

d
dω

(ω Im{H( jω)})
d

dω
(Re{H( jω)})

∣∣∣
ω=
√

b0−a1b1
=− (b0−a1b1)

2

a1b0 +b0b1−a1b2
1
.

Note that

γ = γ̄ =
a1b0 +b1(b0−a1b1)

(b0−a1b1)2 > 0
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Figure 5.8: Third-order type-II PLL, b0 = b1 = K = 1.

is independent of K. Furthermore for any α > ᾱ given by (5.21) then

1
1−α

−Re{H( jω)}− γ̄ω Im{H( jω)}>

K
(
ω2− (b0−a1b1)

)2 (
ω2 (b2

1K(b0−a1b1)+b1K− (b0−a1b1)
)
+b2

0K(b0−a1b1)
)

(b0−a1b1)2 (b1K− (b0−a1b1))((a1 +K)ω2−b0K)+ω2(ω2−b1K))
≥ 0,

for all ω because Kb1 > b0−a1b1 > 0 and a1,b0,b1,K > 0. This inequality is equivalent to (2.3).

This example was considered in [Abr89], in which a Lyapunov and LaSalle’s invariance

principal argument was able to show PLL stability under the assumption that b0−(b1+a1)a1 > 0.

This is a subset of our first case condition b0 ≥ a1b1. The more complicated case b0 < a1b1 was

not considered in [Abr89].

Example 7 is the first occasion in which a nonzero lower bound on α is required, in other

words, that a full locking range is not possible. Unfortunately, this seems to be the norm for any

PLL of type higher or equal than 3, as discussed in the next section.
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5.5 Higher-type PLL stability

PLL systems with type higher than one are desirable in many applications. One example

is the use of a type-III PLL in mobile coherent receivers to compensate for Doppler effects.

Unfortunately, it is possible to show that the value of α in Theorem 6 will always be bounded

away from zero for PLLs with type higher or equal to 3. This results is the subject of the next

lemma. In this lemma G′( jω) denotes the derivative of G( jω) with respect to ω.

Lemma 13. Consider the feedback connection between the nonlinear function ψ ∈ [α,1], α ∈

(0,1], with the linear time-invariant system with a strictly proper transfer-function G(s) of the

form,

G(s) = s−rKΓ(s), Γ(0) = 1,

in which r ≥ 3 and Γ(s) is asymptotically stable. Assume that Theorem 6 holds. Then there exists

ωp = argmax
k
{Re{G( jωk)} : Im{G( jωk)}= 0, Re{G( jωk)}<−1} (5.22)

such that

α > β
−1, β =−Re{G( jωp)}> 1. (5.23)

Furthermore, zp = (β/(β−1),0) is the point at the intersection of the curve

(Re{H( jω)},ω Im{H( jω)})
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and the real axis with largest real part. The slope of the line tangent to the curve at zp is

− 1
γp

=
ωp Im{G′( jωp)}

Re{G′( jωp)}
= ωp tan∠G′( jωp)

which is independent of the static gain K and

G′( jω) :=
d

dω
G( jω).

Proof. Assume that Theorem 6 holds for some 0 < α≤ 1 and γ≥ 0 so that H(s) is asymptotically

stable and consider the Nyquist plot of G(s). Because G(s) has r ≥ 3 integrators and Γ(s) is

asymptotically stable, the Nyquist plot has one arc at infinity that encircles the point −1 at least 1

time in the counter-clockwise direction. See illustration in Example 9. According to the Nyquist

stability criterion, the finite part of the Nyquist plot of G must therefore encircle the point −1 at

least one time in the clockwise direction. In other words, G( jω) intersects the negative real axis

at least once to the left of the point −1, which ensures the existence of ωp and β > 1 as in (5.22)

and (5.23).

Because Im{G( jω)}= 0 if and only if Im{H( jω)}= 0, and

1
1−α

−Re{H( jω)}− γω Im{H( jω)}> 0

for all ω > 0, it is true that

1
1−α

> Re{H( jωp)}=
Re{G( jωp)}

1+Re{G( jωp)}
> 0

at ω = ωp as in (5.22). The last inequality follows from the fact that β =−Re{G( jωp)}> 1. In

other words, α > β−1 > 0.
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The next goal is to evaluate

− 1
γp

=
d

dω
(ω Im{H( jω)})

d
dω

(Re{H( jω)})

∣∣∣∣∣
ω=ωp

=
ωp Im{H ′( jωp)}

Re{H ′( jωp)}
,

Note that because

H ′( jω) =
(1+G( jω))G′( jω)−G( jω)G′( jωp)

(1+G( jω))2 =
G′( jω)

(1+G( jω))2

and Im{H( jωp)}= Im{G( jωp)}= 0 then (1+G( jωp)) is real and

− 1
γp

=
ωp Im{G′( jωp)}

Re{G′( jωp)}
= ωp tan∠G′( jωp).

which is independent of the static gain K because K is a common factor multiplied on both

Im{G′( jωp)} and Re{G′( jωp)}.

Remark 24. Note that β in Lemma 13 is the system’s gain margin GM = 20log10 β−1 < 0.

Interestingly, the reference [GMFG13] explicitly utilizes the gain margin of a type-III PLL as a

critical parameters in analyzing the dynamics and stability of type-III PLL response. Lemma 13

suggests that the gain margin is a critical parameter in the stability analysis of PLLs of type

higher or equal than three.

Example 9 (Third-order Type-III PLL). Consider the following third-order type-III PLL with

normalized zeros,

G(s) = K
(s+b)2

s3 , G̃(s) = K̃
(s+1)2

s3 , K,b > 0 (5.24)

for which the closed-loop transfer function is

H(s) = H̃(s/b), H̃(s) =
K̃(s+1)2

s3 + K̃(s2 +2s+1)
, K̃ =

K
b
.
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Using the Nyquist stability criterion, see Figure 5.95.9(a), H(s) is asymptotically stable for any

K > 1/2. For PLL stability one needs to verify whether

1
1−α

−Re{H̃( jω)}− γω Im{H( jω)}> 0,

for all ω > 0, in which

Re{H̃( jω)}= K̃2(1+ω2)2−2K̃ω4

ω2(ω2−2K̃)2 + K̃2(ω2−1)2 ,

ω Im{H̃( jω)}=− K̃ω4(ω2−1)
ω2(ω2−2K̃)2 + K̃2(ω2−1)2 .

Note that ω Im{H̃( jω)}= 0 only at ω = 0 and ω = 1, and that

H̃( j1) =
K̃

K̃−1/2
> 1 = H( j0).

In order for the curve (Re{H̃( jω)},ω Im{H̃( jω)}) to lie below the Popov line, the rightmost

intersection point, H( j1), must be on the left of 1/(1−α), as shown in Figure 5.95.9(b). In other

words

1
1−α

>
K̃

K̃−1/2
⇒ α >

1
2K̃

> 0

As predicted by Lemma 13, α is bounded away from zero for all finite K̃. To verify the second

part of Lemma 13, evaluate the expression

− 1
γp

=
ωp Im{G̃′( jωp)}

Re{G̃′( jωp)}
=−1

2

which is independent of the static gain K.
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Figure 5.9: Third-order type-III PLL from Example 9, K = 1

In this example, the constant value of γp = 2 calculated above is enough to verify that

K̃
K̃−1/2

−Re{H̃( jω)}−2ω Im{H̃( jω)}= 2K̃2(ω2−1)2(4ω2 +1)
(2K̃−1)

(
ω2(ω2−2K̃)2 + K̃2(ω2−1)2

) > 0

for all K̃ > 1/2.

5.6 Simulations

The analysis in chapter is based on the phase model of PLL, as in Figure 5.25.2(b).

As discussed in Section 5.1, the phase model is a simplified model of the PLL in which the

high-frequency components generated at the phase detector are ignored. In order to validate the

proposed stability analysis developed in this chapter, simulations of the complete PLL systems,

as in Figure 5.10, will be provided in this section. A Matlab Simulink model of the system in

Figure 5.10 will be used for simulation. The stability and performance of the PLL is evaluated
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Input	Signal,	x(t) Phase	Detector

Output	signal,	z(t)Error	signal,	e(t)

VCO
1
s

cos

Loop	Filter
sin

clock	time

\tilde{e}Low-Pass	Filter

Figure 5.10: Simulation block diagram

with respect to phase error signal, e(t), which is obtained as shown in Figure 5.10. In the following

simulations, the carrier and VCO frequencies are set as ωc = ω` = 104 rad/s and the VCO gain

Kv = 1.

5.6.1 2nd-order Type-II PLL (Example 7)

The second-order type-II PLL with loop filter

F(s) =
Y (s)
U(s)

=
K(s+b)

s

from Example 7 is simulated with K = b = 1.

It is predicted that the system is able to achieve locking in the range (−π,π). In order

to validate this prediction we selected an initial phase e(0) = θ0 = 3.14 < π. As shown in

Figure 5.11, e(t) converges to 0, at which point the loop is successfully locked. One could further

tune the gain K in the loop-filter to adjust the settling time if wanted.
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Figure 5.11: Second-order type-II PLL from Example 7, K = b = 1

5.6.2 Third-order Type-II PLL (Example 8, b0 ≤ a1b1)

The second-order type-II PLL with loop filter

F(s) =
Y (s)
U(s)

=
K(s2 +b1s+b0)

s(s+a1)

from Example 8 is simulated with K = 10, b0 = b1 = 1, and a1 = 2. In this case, b0 ≤ a1b1.

It is predicted that the system is able to achieve locking in the range (−π,π). An initial

phase e(0) = θ0 = 3.14 6= π is selected. As shown in Figure 5.12, e(t) converges to 0, at which

point the loop is successfully locked.

5.6.3 3rd-order Type-II PLL (Example 8, b0 > a1b1)

This is the same system as before, this time with K = 10, b0 = b1 = 1, and a1 = 0.5, such

that b0 > a1b1.

It is predicted that the system is able to achieve locking in the range (−sinc{ᾱ},sinc{ᾱ}),
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Figure 5.12: Third-order type-II PLL from Example 8, b0 ≤ a1b1

Figure 5.13: 3rd-order type-II PLL from Example 8, b0 > a1b1

in which

ᾱ =
1
K

(
b0

b1
−a1

)
= 0.05.

An initial phase e(0) = θ0 = sinc−1{ᾱ} ≈ 2.85 is used for simulation. As shown in Figure 5.12,

e(t) converges to 0, at which point the loop is successfully locked.
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Figure 5.14: Third-order type-III PLL from Example 9, K = 25, b = 1

5.6.4 3rd-order Type-III PLL (Example 9)

The third-order type-III PLL with loop filter

F(s) =
Y (s)
U(s)

=
K(s+b)2

s2 ,

from Example 9 is simulated with K = 25, b = 1.

It is predicted that the system is able to achieve locking in the range (−sinc{α},sinc{α}),

in which α = 1/(2K) = 0.02. An initial phase e(0) = θ0 = sinc−1{0.02} ≈ 2.94 is used for

simulation. The result is shown in Figure 5.14, where e(t) converges to 0, at which point the loop

is successfully locked.

5.6.5 3rd-order Type-III PLL, frequency mismatch (Example 9)

The main motivations for using PLLs of higher type is to be able to lock even in the

presence of frequency mismatches. In order to illustrate that, the same third-order type-III PLL

from Example 9 is simulated with ω` = ωc +10 rad/s while the other parameters, including the

initial phase e(0) = θ0 ≈ 2.94, remain the same. It is predicted that e(t) = θ0− φ converges

to (ω`−ωc)t = 10t, as seen in Figure 5.15. In order to see that the loop is indeed locked, the
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Figure 5.15: Example 4 with frequency mismatch. Signal e(t) converged to 10t

low-pass component of the signal ẽ(t) from (5.4), i.e. sin((ωc−ω`)t + e(t)), which is predicted

to go to zero, is plotted in Figure 5.15. A low-pass filter with cutoff frequency at 100 rad/s is used

to produce the low-pass component of ẽ(t), as shown in Figure 5.16.
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Figure 5.16: Example 4 with frequency mismatch. Low-pass component of ẽ(t) converges to 0.
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