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This dissertation has two main objectives. The first objective of this dissertation is

to emphasize the importance of synergistic interactions between experimentalists

and theorists. Such work can lead to a holistic understanding of chemical pro-

cesses yielding an understanding whose whole is greater than the sum of its parts.

Chapters two and three describe new insights on hydrolysis reactions at TiO2 and

ZrO2 done in close collaboration with experimental colleagues. Studies of such

metal oxides are motivated by the critical role they play in chemical catalysis and

a multitude of other high-impact applications. As discussed in these two chapters,

the rich spectroscopic data attained by experimentalists studying these systems

can only be interpreted after engaging theoretical simulation. Interestingly, such

calculations often stretch the capabilities of readily available computational models

and often motivate new methodological and theoretical advancements to explore

excited state computational methods.

Motivated by the titanium and zirconium studies, the second part of this dis-

sertation evaluates a new tool for locating excited states at a ground state com-

putational cost, which has been termed the Projection-based Maximum Overlap

Method (PMOM) and Projection-based Initial Maximum Overlap Method (PI-

MOM). Chapter four introduces the PMOM and PIMOM methods and provides

an initial demonstration of their applicability to various classes of excited electronic
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states. Chapter five extends the use of the model to the evaluation of excited state

molecular properties, such as optimizing excited state minimum energy structures,

evaluating adiabatic excitation energies, and calculating vibrational frequencies.

Chapter six presents a case where PMOM and PIMOM successfully lead to simu-

lations of the spectrum of methylene blue, while simulations using popular time-

dependent density functional theory models seemingly fail to locate a spin-pure

state. Chapter seven highlights the usage of PIMOM to explore exotic electronic

excited states in Lanthanides. Specifically, this chapter discusses the photoelectron

spectra of Gd2O
–.

The final chapter reviews the results of the dissertation. Examining the outcomes

of that work, the final chapter also outlines potential new directions motivated by

the reported research.
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Chapter 1

Introduction

Figure 1.1: Some of the electronic structure methods that contribute to the evolve-

ment of the electronic structure field

1



1.1. THE SCHRÖDINGER EQUATION CHAPTER 1. INTRODUCTION

1.1 The Schrödinger Equation

In atoms and molecules, the description of the motion of electrons plays and impor-

tant role in the understanding of their electronic structure. Exploring the electronic

structure and the properties of many-electron systems can be done by means of

the famous Schrödinger equation (SE), Eq. 1.1,

ĤΨ = EΨ, (1.1)

where Ĥ is the Hamiltonian of the system, E is the energy of the system, and Ψ is

the many-electron wave function. Theoretical chemists approach the above equa-

tion in two different manners, in a time-dependent and time-independent fashion.

In the time-dependent fashion, the Schrödinger equation is reformulated as

ih̄
∂Ψ(x, t)

∂t
= − h̄2

2m

∂2Ψ

∂x2
+ V (x, t)Ψ(x, t), (1.2)

where i is the imaginary unit, h̄ is Planck’s constant divided by 2π, and V is the

potential operator. This equation demonstrates how Ψ(x, t) evolves with spatial

and time variation. In other words, the solutions of Eq. 1.3, the time–dependent

Schrödinger equation (TDSE), describe the dynamical behaviour of the quantum

mechanical system whose characteristic wave function reads

Ψ(x, t) = Ψ(x)e−iEt/h̄. (1.3)

On the other hand, derivation of the time–independent Schrödinger equation (TISE)

begins by assuming the separability of the space and time coordinates. By using

the trial solution, Eq. 1.3, and taking the appropriate derivatives substituted in

Eq. 1.2, gives:

EΨ(x)e−iEt/h̄ = − h̄2

2m

∂2Ψ(x)

∂x2
e−iEt/h̄ + V (x)Ψ(x)e−iEt/h̄. (1.4)

After canceling the factor exp[-iEt/h̄] from both sides, the TISE reads

− h̄2

2m

∂2Ψ(x)

∂x2
+ V (x)Ψ(x) = EΨ(x). (1.5)

The wave function Ψ is not an observable quantity and represent the probabil-

ity amplitude of the quantum system. The square of this probability amplitude,

2



1.2. APPROXIMATED METHODS CHAPTER 1. INTRODUCTION

ψ2, defines the probability density of finding the electrons in space. Although the

wave function does not have a direct physical observable, it needs to meet some re-

quirements to be a so-called well-behaved valid wave function. These requirements

are defined as follow: i) The wave function needs to be quadratically integrable,

i.e. the integral over all space of |ψ2| is finite. ii) The wave function needs to be

single-valued; this is important since it does not make sense to have more than

one solution for the probability of finding a particle at a certain point. iii) The

wave function and its derivatives need to be continuous with no discontinuity in

all regions.

1.2 Approximated Methods

Solving the TISE is usually only possible for a limited number of systems. Thus,

for many systems one can only construct approximated solutions for the TISE. In

what follows, two main approximations are discussed. The first approximation is

related to the Variational Method, which allows to approximate the lowest ground

and excited state energies. The second is the Born–Oppenheimer Approximation

(BOA) [6], which assumes that the wave functions of an atomic nuclei and their

electrons can be treated separately since the nucleus is much heavier than the

electrons.

1.2.1 Variational Theorem

When it comes to solving the Schrödinger equation, the variational method presents

an important procedure to approximate the solutions of the eigenvalue problem.

The variational principle states that given a normalized wave function,
∣∣∣Φ̃〉, that

satisfies the appropriate boundary conditions, the expectation value for the Hamil-

tonian is an upper bound to the exact ground state energy,〈
Φ̃
∣∣∣ Ĥ ∣∣∣Φ̃〉 ≥ Eexact. (1.6)

3



1.2. APPROXIMATED METHODS CHAPTER 1. INTRODUCTION

Equation 1.6 may be proven by expanding a trial wave function
∣∣∣Φ̃〉, as a linear

combination of real orthonormal basis functions,∣∣∣Φ̃〉 =
∑
i

ci |φi〉 . (1.7)

Substituting Eq. 1.7 in Eq. 1.6, gives〈
Φ̃
∣∣∣ Ĥ ∣∣∣Φ̃〉 =

∑
ij

cicj 〈φi| Ĥ |φj〉

=
∑
ij

cicjEj 〈φi | φj〉

=
∑
ij

cicjEjδij

=
∑
i

|ci|2Ei

(1.8)

Since Eexact is the lowest-energy eigenvalue, Ej ≥ Eexact. Multiplying both sides

by the non-negative
∑
i

|ci|2 yields

∑
i

|ci|2Ei ≥
∑
i

|ci|2Eexact. (1.9)

Since we are starting with orthonormal wave functions, 〈Φ | Φ〉 = 1,

1 =
〈

Φ̃
∣∣∣ Φ̃
〉

=
∑
ij

cicj 〈φi | φj〉

=
∑
ij

cicjδij

=
∑
i

|ci|2

(1.10)

Therefore, Ei ≥ Eexact, proving that the variational solution is an upper bound

solution of the exact ground state energy.
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1.2. APPROXIMATED METHODS CHAPTER 1. INTRODUCTION

1.2.1.1 Linear Variational Problem

As stated above, the variational approximation presents an efficient approach for

solving the TISE. Minimizing the energy can’t be done by solving

∂

∂ck

〈
Φ̃
∣∣∣Ĥ∣∣∣ Φ̃〉 = 0 k = 1, 2, ..., N (1.11)

because the N parameters are not independent. However, this problem can be

solved by introducing a Langrangian multiplier which yields

L(c1, ...cN , E) =
〈

Φ̃
∣∣∣Ĥ∣∣∣ Φ̃〉− E(〈Φ̃

∣∣∣ Φ̃
〉
− 1

)
=
∑
ij

cicjHij − E
(∑

i

c2
i − 1

) (1.12)

With a normalized wave function, the added constraint to the expectation value

of the Hamiltonian evaluates to zero based on Eq. 1.10. Then, the variational

problem can be solved by

∂L
∂ck

=
∑
j

cjHkj +
∑
i

ciHik − 2Eck = 0 (1.13)

since Ĥ is a Hermitian and symmetric operator, i.e. Hij = Hji, Eq. 1.13 can be

reorganized as the standard eigenvalue problem, in a matrix form,

Hc = Ec. (1.14)

1.2.2 The Born–Oppenheimer Approximation

Born and Oppenheimer suggested the concept of the "clamped nuclei" in 1927.[6]

This concept was proposed based on the fact that the nucleus is much heavier than

the electron, by 1838 times to be accurate. As a consequence of this fact, Born and

Oppenheimer suggested the expression of the wave function, ψTotal, as a product

between the electronic wave function, ψelectronic, and the nuclear wave function,

ψnuclear. This separation further enables the separation of the Hamiltonian opera-

tor into electronic and nuclear terms. The full Hamiltonian operator is expressed

as:

Ĥ(r,R) = Te(r) + TN (R) + Vee(r) + VNN (R) + VeN (r,R) (1.15)

5
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where r denotes the electronic coordinates and R denotes the nuclear coordinates.

Te and TN are the electronic and kinetic operators. Vee and VNN are the electron-

electron and nuclear-nuclear repulsion potentials while VeN is the electron-nuclear

attraction potential. The electron-nuclear attraction potential, VeN , is neglected

based on the BOA and replaced by an indirect dependence on the coordinates of

the nuclei. Thus enabling the separation of the wave function:

ΨT (r,R) = Ψe(r;R)ΨN(R) (1.16)

As it is shown in Eq. 1.16 above, the electronic wave function depends parametri-

cally on the nuclear coordinates. This form of dependence comes from the fact that

the electrons move much faster than the nuclei; thus the geometry of the nucleus

is assumed to be fixed. This enables solving the TISE for the electronic term first,

where the electronic Hamiltonian is now written as:

Ĥe(r;R) = Te(r) + Vee(r) + VeN (r;R) + VNN (R) (1.17)

We can see in Eq. 1.17, that the nuclear repulsion potential is just a constant added

to the electronic Hamiltonian. After solving the electronic part of the TISE,

Ĥe(r;R)Ψe(r;R) = EeΨe(r;R) (1.18)

the nuclear part,

ĤN(R)ΨN (R) = EΨN (R), (1.19)

is solved. Where the nuclear Hamiltonian, ĤN,

ĤN(R) = TN (R) + Ee(R) (1.20)

include the nuclear kinetic term and the total electronic energy, which is usually

referred as the potential energy surface (PES) of the system. Solving Eq. 1.19 will

provide the total energy of the system that includes the electronic, vibrational,

rotational, and translational energies.

6
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1.3 Slater Determinants

The simplest way to approximate the wave function of a many-particle system is

to take the product of the individual orthogonal wave functions.

Ψ(x1,x2, ...,xN) = X1(x1)X2(x2)...XN(xN). (1.21)

This representation is known as the Hartree product.[7] Clearly, this approach of-

fers a simple way for breaking down the complexity of the wave function by treating

the electrons as independent particles, i.e. a mean field approach. Although this

approach is appealing, it fails to satisfy the Pauli exclusion principle.[8] This comes

down to the necessity of having an anti-symmetric wave function defined as:

Ψ(x1,x2) = −Ψ(x2,x1). (1.22)

This hurdle can be overcome by taking a linear combination of both Hartree prod-

ucts such that

Ψ(x1,x2) =
1√
2

∣∣∣∣∣X1(x1) X2(x1)

X1(x2) X2(x2)

∣∣∣∣∣ . (1.23)

The generalization of the above equation was proposed by Slater in 1929.[9] Taking

into account the anti-symmetric nature of the many-electron wave function, the

Slater determinant is written as

Ψ(x1,x2, ...,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣

X1(x1) X2(x1) ... XN(x1)

X1(x2) X2(x2) ... XN(x2)
...

... . . . ...

X1(xN) X2(xN) ... XN(xN)

∣∣∣∣∣∣∣∣∣∣∣
, (1.24)

which is often written in a compact way as

Ψ(x1,x2, ...,xN ≡ |X1,X2, ...,XN〉 ≡ |1, 2, ..., N〉 , (1.25)

where the normalization constant is omitted and implied by noting the number

N. It can be shown that the Slater determinant obeys the the anti-symmetry

requirement since exchanging two rows, which is equivalent to exchanging two

electrons, would change the sign of the determinant, and consequently the sign the

wave function.

7
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1.4 Orbitals and Basis Sets

In section 1.2.1, we expanded the wave function in Eq. 1.7 as a linear combination

of basis functions. In principle the wave function is a mathematical function that

describes the behaviour of electrons in the quantum system. Electrons are mainly

described by two characteristics, their spatial distribution and their spin nature.

The spatial distribution is given by the probability of finding the electron in a

small volume, defined as, |ψ(r)|2. This brings us to define the spatial orbital, ψ(r),

which is a function of the position vector r. The spatial molecular orbitals, since

we are mainly interested in molecules, are usually assumed to be orthogonal, i.e.

〈ψi(r) | ψj(r)〉 = δij. (1.26)

By assuming a complete set of the spatial orbitals {ψi}, we can expand an arbitrary

function, f(r), as

f(r) =
∞∑
i

ciψi(r) (1.27)

where ci are constant coefficients. Eq. 1.27 can not be applied in practice, since we

can not work with infinite set. Instead, the summation is terminated at a certain

number, K, such that the finite set spans a region that is enough to accurately

describe electrons in the orbitals, for which we can say that this finite set is exact

in the subspace spanned.

The second component for accurate description of the electron is their spin nature,

i.e., spin up, α, and spin down, β. Now combining these two characteristics,

we introduce the wave function, X (x), that contains both the space and spin

coordinates. Since there are two options for the spin orbital, α or β, the wave

function is now defined as

X (x) =

ψ(r)α(ω)

ψ(r)β(ω)
. (1.28)

The molecular wave function is further decomposed into a linear combination of

atomic orbitals (LCAO).

ψi(r) =
N∑
µ

Cµiφµ(r) (1.29)

8
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This brings us to the concept of the basis set that is used in quantum computational

chemistry. Two types of basis functions are commonly used in electronic structure

calculations: Slater Type Orbital (STO) and Gaussian Type Orbital (GTO). Slater

proposed the usage of exponential functions as atomic basis functions in 1930,[10]

χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)rn−1e−ζr, (1.30)

where N is a normalization constant and Yl,m(θ, φ) are spherical harmonic func-

tions. The exponential part of these functions is based on Hydrogen-like orbitals;

thus, there are not radial nodes inherited in this representation. This drawback can

be overcome but taking a linear combination of STOs. However, this will increase

the computational cost to a point where it becomes limited to small systems.

In 1950, S.F Boys, proposed the usage of GTOs. GTOs brought speed and fea-

sibility for carrying out large molecular systems and can be written in polar or

cartesian coordinates, [11, 12]

χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r2n−2−le−ζr
2

(1.31)

χζ,lx,ly,lz(x, y, z) = Nxlxylyzlze−ζ(x
2,y2,z2), (1.32)

where the sum of lx, ly, and lz determines the type of the orbital. For example a

sum of lx + ly + lz = 2 resembles a d-orbital.

Although GTOs are much computationally faster to compute, they suffer from two

major challenges.[13] First, at the nucleus, GTOs do not have the cusp that STOs

show, but it rather they have a zero slope. Second, GTOs fall off too fast far from

the nucleus and lacks the tail-behaviour that STOs have.

Minimizing and overcoming these challenges is done by taking a linear combination

of a GTOs, primitive functions, each with a different values of ζ to give a contracted

Gaussian function.[14]

gc =
∑

cigp (1.33)

where gc is a contracted Gaussian, gp is a primitive Gaussian, and ci is a contraction

coefficient.

9
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Basis set equations taking the form of STO-nG (where n is the number of GTOs

combined) are considered to be minimal basis sets. Although basis sets with n =

2 − 6 have been derived, it has been found that n = 3 (STO-3G) gives reliable

results, considering the minimal basis sets as adding more primitive Gaussian Type

Orbital (PGTO)s add a very little improvement.[15]

Bigger basis sets, beyond the STO-nG family, is needed to accurately describe

molecular systems and obtain reliable results. The most popular families of basis

sets are the so-called Pople basis sets and the Dunning basis sets.[16, 17, 18, 19,

20, 21]

The Pople basis set are known for being of split-valence nature and generally of the

form k-nlmG.[16, 17] Where k represents the number of sp-type inner shell PG-

TOs. nlm indicate the how many functions are the valence electrons split into, nl

for double zeta split, and nlm for triple zeta split, and how many PGTOs are used

in primitive GTOs. For example, 6-31G means there are 6 PGTOs allocated for

core electrons, the inner part of the valence electrons is a contraction of 3 PGTOs,

and the outer valence is represented by one PGTO. Whereas a 6-311G basis set

is an example of a triple zeta split valence basis set, where the valence electrons

are split into three functions, Three GTOs for contracted valence orbitals, and two

sizes of GTO for extended valence orbitals. Pople’s basis sets also can be increased

by adding polarization (+) and diffuse functions (*) to better describe some sys-

tems such as anions, excited states, and charge transfer states. In polarization,

additional functions are added to describe polarization of the electron density of

the atom in molecules to add flexibility to the basis set. While adding diffuse

functions is done by adding Gaussian basis functions with a small exponents that

will extra flexibility to the tail portion of atomic orbitals.

On the other hand, Dunning correlation-consistent basis set are denoted by cc-

pVXZ (where X= D, T, Q, 5, 6, 7). These bases set were designed to recover

correlation energy.[18, 19, 20, 21] Dunning’s basis sets converge smoothly toward

the complete (infinite) basis set limit. Polarization functions are included in the

definition, (p), and diffuse functions can be added by using the prefix "aug". For

example, aug-cc-pVTZ indicate a polarized valence triple zeta basis set augmented

10
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with diffuse functions.

In general, care must be taken when choosing which basis set is suitable for the

system under investigation. For example, anions, excited states, and Rydberg

states may need polarized and diffuse functions to have a better description of the

orbitals and reliable results. Thus, one should consider how much time it would

take to run the molecule and use the basis set that represents the best compromise

between computational efficiency and level of accuracy.

1.5 Ground State Methods

Majority of the quantum chemical problems are addressed in the frame of ground

state calculations. The ground state of a quantum mechanical system is defined

as the lowest energy-state. Locating such state, or states if they are degenerate,

is done by efficiently solving the TISE within specific approximations. Depending

on the system and the computer resources available for the calculation , one can

choose from a range of different computational approaches that lies within single

or multi-reference, wave function or density based methods.

1.5.1 Hartree-Fock Theory

The Hartree–Fock (HF) approximation is a central approximation in quantum

chemistry. It is a single reference method, i.e the wave function is approximated

by a single Slater determinant of N spin-orbitals, Eq. 1.25. The HF approximation

makes use of the variational principle to minimize the electronic energy such that

E0 = 〈Ψ0 |H|Ψ0〉

=
∑
i

〈i |h| i〉+
1

2

∑
ij

〈ij || ij〉

=
∑
i

〈i |h| i〉+
1

2

∑
ij

[
〈ij | ij〉 − 〈ij | ji〉

], (1.34)

where
∑

ij

[
〈ij | ij〉

]
is the coulomb term and

∑
ij 〈ij | ji〉 is the exchange integral

that arises from the anitisymmetric nature of the single determinant. It is impor-

tant to mention that, unlike the coulomb term, the exchange term has no classical
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analogous. The coulomb operator is defined as

Ji(1)(X〉(1) =

[ ∫
dx2 X ∗j (2)r−1

12 Xj(2)

]
Xi(1)

]
= 〈ij | ij〉 , (1.35)

and the exchange operator is defined as

Ki(1)(X〉(1) =

[ ∫
dx2 X ∗j (2)r−1

12 Xi(2)

]
Xj(1) = 〈ij | ji〉 . (1.36)

The HF energy is minimized using a Langranian multiplier by imposing a constraint

that the spin orbitals remain orthonormal,

L[Xi] = E0[Xi]−
∑
ij

εij[〈i | j〉 − δij]. (1.37)

Taking the first variation of the Langrangian, δL, and after some mechanical deriva-

tions, we get

δL[Xi] =
∑
i

〈δi|
[(
h+

∑
j

Ji −Kj
)
|i〉 −

∑
j

εij |j〉
]

+ complex conjugate.

= 0

(1.38)

With the arbitrary variation, δi, the quantity in square brackets must be zero.

Thus, giving [
h+

∑
j

Jj −Kj
]
|i〉 =

∑
j

εij |j〉 , (1.39)

where the Fock operator, f is defined by the quantity in brackets. Thus, the

so-called HF potential may be defined as

VHF (xi) =
∑
j

Jj(xi)−Kj(xi). (1.40)

The HF potential represent the average field experienced by the i-th electron due

to the presence of the remaining electrons.

The result of Eq. 1.39 is not quite the eigenvalue problem that we are interested

in solving. However, a simple reformation of Eq. 1.39 can be done using a unitary

transformation. A new set of spin orbitals, X ′
i , is defined by a unitary transforma-

tion,

X ′

i =
∑
j

XjUji (1.41)
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and a new set of the matrix ε′ is also defined as

ε′ij =
∑
lk

U∗liεijUjk (1.42)

using Eqs. 1.41 and 1.42, we define the canonical eigenvalue HF equation

f
′
∣∣∣i′〉 = ε′

∣∣∣i′〉 (1.43)

It is important to mention that the Fock operator is invariant to the unitary

transformation of the spin-orbitals.

1.5.1.1 Restricted Closed-Shell Hartree-Fock

We discussed in the previous section the formal derivation of the HF equations. In

1951, Roothan and Hall transformed the HF equation into a more computationally

feasible form.[22, 23] For a closed-shell system, they assumed a spin restricted

formalism, which means that α and β are constrained to have the same spatial

orbital.

Since the spatial and the spin components of the wave functions are orthonormal,

we can integrate out the spin coordinates defining the closed-shell restricted HF

equations

f(r1)ψi(r1) = εiψi(r1) i = 1, 2, ..., N/2. (1.44)

The closed-shell Fock operator has the form,

f(r1) = h(r1) +

N/2∑
i

2Ji(r1)−Ki(r1). (1.45)

The contribution of Roothaan was showing that the spatial MO, ψi, can be ex-

panded as a linear combination of atomic orbitals

|ψi〉 =
∑
µ

Cµi |φµ〉 , (1.46)

using Eq. 1.46, the HF equations can be rewritten as

f
∑
ν

Cνi |φν〉 = εi
∑
ν

Cνi |φν〉 . (1.47)
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Left multiplying of Eq. 1.47 by 〈φµ| yields

〈φµ| f
∑
ν

Cνi |φν〉 = εi
∑
ν

Cνi 〈φµ | φν〉 . (1.48)

Defining the Fock matrix element, Fµν , and the overlap matrix element, Sµν ,

Eq. 1.48 can be rewritten as∑
ν

FµνCνi = εi
∑
ν

CνiSµν , (1.49)

and more compactly, the Roothaan equations in a matrix form is

FC = SCε. (1.50)

1.5.1.2 Unrestricted Hartree-Fock

Since no all systems are closed-shell, we need a more generalized form that can

accommodate open-shell system. Thus, the spin-orbitals are no longer spatially

constrained,

X〉(x) =

φαi (r)α(w)

φβi (r)β(w).
(1.51)

Since α and β spin functions can’t be exchanged, after integrating out spin, the

Fock operators are defined as

fα(r1) = h(r1) +
Nα∑
i

[
Jαi (r1)−Kα

i (r1)
]

+
Nβ∑
i

Jβi (r1) (1.52)

for the α electrons and

fβ(r1) = h(r1) +
Nβ∑
i

[
Jβi (r1)−Kβ

i (r1)
]

+
Nα∑
i

Jαi (r1) (1.53)

for the β electrons. Using a similar mechanical derivations outlined in the previous

section, we can define the two matrix equations for the α and β orbitals,

FαCα = SCαεα (1.54)

FβCβ = SCβεβ. (1.55)

The above two equations define the unrestricted HF equations which are also known

by the Pople-Nesbet HF equations.[24]
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Key Remarks Beside dealing with open-shell systems, UHF, unlike RHF, is

known to capture the correct behaviour of bond breaking dissociation limit. Since

the α and β molecular orbitals (MOs) are not spatially constrained. Thus, as the

bond is stretched, the spatial degeneracy is broken and the electrons can localize

into the molecular fragments.

This correction obtained through utilizing UHF comes with the price of the so-

called spin contamination. Once the MOs spatial symmetry is broken, the wave

function is no longer spin pure giving rise to the well-known Löwdin’s symmetry

dilemma. In other words, we know the exact solution (lowest energy solution) will

have certain symmetries, but if we include these symmetries in our approximated

variational Hamiltonian, we can only raise the energy and not lower it. Thus,

one may use UHF broken symmetry solutions for the sake of lowering the energy

towards the exact energy.

The amount of spin contamination is measured by the expectation value of the S2

operator, 〈S2〉. For a spin pure systems, 〈S2〉 is defined as〈
S2
〉

= Sz(Sz + 1), (1.56)

where Sz =
nα−nβ

2
. For example, 〈S2〉 for a singlet would be 0, 〈S2〉 = 0 (0+1), and

〈S2〉 for a doublet would be 0.75, 〈S2〉 = 0.5 (0.5 + 1). A spin contaminated state

will always have a 〈S2〉 value larger than the spin pure value, which is attributed to

the contamination of higher spin states, such as triplets and quintets contaminants

in singlet spin states.

On the other hand, the UHF 〈S2〉 is defined as

〈
S2
〉

= Sz(Sz + 1) + nβ −
nocc∑
ij̄

(Sij̄)
2, (1.57)

where nβ is the number of beta electrons, and the last term is the α − β overlap.

In the case of RHF calculation, i.e, for spin pure state, the overlap will evaluate to

nβ; thus 〈S2〉 evaluates to Sz(Sz + 1).
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1.5.2 Post HF Methods

The Hartree-Fock method is known to capture 99% of the exact energy. However,

that last 1% is still important for quantitatively describing interesting chemistry.

This 1% is attributed to correlation energy.[25]

Ecorr = Eexact − ERHF (1.58)

There are two types of correlation energies. The first type is the Coulomb correla-

tion energy. This energy describes the interaction between the spatial position of

electrons due to their Coulomb repulsion, which is important in describing some

systems. The other type is the Fermi correlation, which prohibits two electrons

of the same spin to be present at the same space and time. This is inherited in

the definition of the Slater determinant. Thus, the correlation energy presented in

Eq. 1.58 is solely coming from the Coulomb correlation energy.

Accounting for some of the correlation energy is usually done by employing post

Hartree-Fock methods, such as, but not limited to, nth–order Møller–Plesset per-

turbation theory (MPn), Coupled Cluster (CC), and Configuration Interaction

(CI).

1.5.2.1 Configuration Interaction

The HF method is a single-determinant mean field aproximation. This means that

only one reference determinant and average electron potential is used to compute

the electronic energy. Imagine now that the wave function is defined by one Slater

determinant expanded to generate multiple determinants by permuting electrons

to the virtual space. This expansions will generate the different configurations

needed to correctly characterize and recover the electronic correlation of the sys-

tem under study. This procedure for recovering the electronic correlation is known

as Configuration Interaction. The CI expansion is variational, and if the expan-

sion is complete and a large enough basis set is used, then the Full Configuration

Interaction (FCI) energy is defined. The FCI energy is defined as the exact en-

ergy which fully includes all non-relativistic correlation energy effects. Obviously,

this result is amazing, but unfortunately, FCI is impractical for more than half
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dozen of electrons. Therefore, the CI expansion is usually truncated after some

order of orbital permutation or "excitation". For example, if only single electron

permutations or excitations are considered, the configuration interaction singles

(CIS) is defined, whereas if single and double permutations are considered then,

the configuration interaction singles and doubles (CISD) is defined. This process

can continue until all the N permutations in M orbitals are considered, CISDT,

CISDTQ, ..., CISDTQ-N. Thus, in its cluster form the FCI [25] expansion may be

written as

ΨFCI = D0c0 +
∑
i

∑
a

Da
i c
a
i +

∑
i<j

∑
a<b

Dab
ij c

ab
ij (1.59)

+
∑
i<j<k

∑
a<b<c

Dabc
ijkc

abc
ijk + · · · , (1.60)

where the indices i, j, k denote occupied spin-orbitals or Dirac bi-spinors, whereas

the a, b, c indices represent the corresponding unoccupied (virtual) one-electron

functions, and Dabc...
ijk... represent the Slater determinants. The finite CI expansion

consisting on the formation of all possible Slater determinants for the one-electron

functions to form, in a variational manner, the so-called FCI expansion coefficients,

cabc...ijk.... As we see in Eq. 1.59, for this determinant expansion the cost increases

factorially. To be accurate, we have 2K spin orbitals, where K is the number of

spatial orbitals. The number of electrons is N which leave us with 2K - N virtual

orbitals. If we have n-tuple excitations, then the total number of configurations

will be

(
N

n

)(
2K −N

n

)
, (1.61)

which restricts the application of Full CI only for small to medium systems with

limited number of basis functions. Thus, truncation of the wave function is needed

to capture some of the correlation energy and still afford the calculation. The two

most famous truncated CI are singly-excited states (CIS) and singly and doubly-

excited states (CISD).

Although the truncated CI approach provide a way to recover correlation energy,

it is not size consistent, i.e., the energy of a system (AB) should be equal to the
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sum of the energy A + B at non-interacting distance.[26] Another violation is the

size-extensivity requirement for which the energy should scale linearly with the

number of electrons.[27, 28] This last however, may be less important for the FCI

approximation than for other approximations since in FCI the size-extensivity

requirement can be over come by the variational upper bound error sensibility

analysis[29, 30].

1.5.2.2 Coupled Cluster

Coupled Cluster theory was introduced in the late 1960s by Čižek and Paldus.

[31, 32, 33] It has been known to be one of the most reliable and computationally

affordable methods to approximate FCI correlated solutions. The main idea in CC

theory is the ground state wave function, |ψ0〉, is given by an exponential ansatz

|ψCC〉 = eT̂ |ψ0〉 , (1.62)

where eT̂ is expanded as

eT̂ = 1 + T̂ +
T̂ 2

2!
+
T̂ 3

3!
+ ...+

T̂N

N !
, (1.63)

and T̂ is the excitation operator and it can be written as a linear combination of

single, double, triple, etc excitations, up to N-fold excitations for an N electron

system

T̂ = T̂1 + T̂2 + T̂3 + ...+ T̂N , (1.64)

where

T̂1 |Φ0〉 =
occ∑
i

virt∑
a

tai φ
a
i , (1.65)

and

T̂2 |Φ0〉 =
occ∑
i>j

virt∑
a>b

tabij φ
ab
ij . (1.66)

The coefficients, tai , tabij , ..., of the determinants are called amplitudes.

The orders of the excitations in Eq. 1.63 can be rearranged and written as

eT̂ = 1 + T̂1 +
(
T̂2 +

1

2
T̂ 2

1

)
+
(
T̂3 + T̂1T̂2 +

1

6
T̂ 3

1

)
+ ..., (1.67)
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it can be seen in Eq. 1.67 that there is one way to form single excitations, but there

are two ways for the doubles; a pure double excitation, T̂2, or by two successive

single excitations, T̂1T̂1, where the second term is referred to disconnected doubles

and disconnected excitations. Thus recovering the size-extensivity property that

is lost in truncated CI. CC is usually also truncated as in CI, for which the CCSD

refers to CC with single and double excitations.[34] Also another famous truncated

CC is CCSDT, where it also includes triple excitations.[35] Including the full triple

excitations increases the computational from N6 in CCSD to N8 and can be pro-

hibitive in many systems. An approximation can be enforced to include the triple

excitations in a perturbative fashion leading to the rise CCSD(T) that showed high

accuracy in calculating a variety of molecular properties.[36, 37, 38]

1.5.2.3 Møller–Plesset Perturbation Theory

Perturbation theory comes in hand as a solution to recover electron correlation.

There are different orders of perturbations, for which MP2 is the most commonly

used and will be discussed here.[39] The Hamiltonian in now defined as the HF

Hamiltonian (H0) plus some perturbation in the form of a fluctuation potential,

H = H0 + λV, (1.68)

where λ is a dimensionless parameter. Expanding the Energy and the wave function

as a function of λ,

E = E(0) + λ1E(1) + λ2E(2) + ... (1.69)

and

Ψ = Ψ0 + λ1Ψ(1) + λ2Ψ(2) + ... . (1.70)

After doing some Algebra, we get that E(0) reads

E(0) = 〈Ψ0 |H0|Ψ0〉 . (1.71)

Which is the energy obtained from the Fock operator. To get the HF energy, we

add the first perturbed energy, E(1) , that is defined as

E(1) = 〈Ψ0 |V |Ψ0〉 . (1.72)
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Thus the HF energy is

E0 = E(0) + E(1) (1.73)

Adding the higher terms of E will basically start accounting for the correlation

energy.

Ecorr = E(2) + E(3) + E(3) + ... . (1.74)

The first term in Eq. 1.74 is the MP2 correlation energy. The total MP2 energy is

given by

EMP2 = EHF −
1

4

Nvirt∑
ab

Nocc∑
ij

| 〈ab| |ij〉 |2

εa + εb − εi − εj
. (1.75)

1.5.3 Density-Based Methods

It is fair to say that Density Functional Theory (DFT) is by far the most widely

used electronic structure method to study different chemical systems. Not un-

til 1990s, when DFT started emerging into quantum-chemical applications after

paving its way in solid-state physics in 1970s. The strength of DFT is in its auspi-

cious cost-accuracy ratio compared with more expensive correlated methods such

as post-HF methods such as CCSD and MP2.

1.5.3.1 The Hohenburg-Kohn Theorems

In principle, the external potential, i.e. the positions of the nuclei, determines the

properties of the system. The question that is raised here is, is this also true for

the density?

To answer that, Hohenburg and Kohn came up with two theorems that prove that

the density is enough to determine the ground state properties of the system.[40]

The first theorem states that the external potential is a unique functional of the

electron density in the ground state, and therefore the total energy is also a func-

tional of the ground state electron density. A consequence of the first Hohenberg-

Kohn theorem is that all properties of a system are determined from only the

ground state electron density,

E[ρ(r)] =

∫
ρ(r)vext(r)dr + F [ρ(r)], (1.76)
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where vext(r) is the external potential and F [ρ(r)] is an unknown universal func-

tional of the electron density ρ(r) only.

The second theorem states that the ground state energy of the system obtained

by the functional will give the lowest energy if and only if the input density is the

true ground-state density. In other words, it establishes the variational theorem.

That’s said, for a given trial electron density, ρt, the energy obtained using the

trial density will result in an upper bound of the true energy, E[ρ] ≥ E0.

The two theorems give rise to the fundamental statement of DFT

δ

[
E[ρ]− µ

( ∫
ρ(r)dr−N

)]
= 0. (1.77)

Eq. 1.77 illustrastes that the ground state energy of a many-electron system can be

obtained by minimising the energy functional, Eq. 1.76, subject to the constraint

that the number of electrons, N , is conserved.

1.5.3.2 The Kohn-Sham Method

In Kohn-Sham (KS) DFT formulation, the system is studied based on mapping

the fully interacting system onto an auxiliary non-interacting system that yields

the exact ground state density represented by a single Slater determinant. [41, 42]

The density of the system is defined as

ρ(r) =
Nocc∑
i

|φ2
i |. (1.78)

The KS Fock operator, f̂KS, can be defined by the sum of an effective one-electron

potential and the kinetic energy of the non-interacting system,

f̂KS = T̂s + V̂ , (1.79)

where the kinetic operator, T̂s, is similar to the HF kinetic term. The local poten-

tial, V̂ , can be decomposed into three terms as follow:

V̂ = Ĵ + V̂XC − V̂Ne, (1.80)
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where Ĵ and V̂Ne are the regular Coulomb operator and the nuclear-electron at-

traction operator. V̂XC is the exchange-correlation potential defined as

V̂XC =
∂EXC [ρ(r)]
∂ρ(r)

, (1.81)

where EXC is the exchange-correlation energy which can be expanded as

EXC [ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ]. (1.82)

This added energy corrects the kinetic energy due to the interacting nature of the

electrons in the system as well as it accounts for the electron-electron repulsion.

The exchange-correlation energy ensures the exactness of DFT.[42] However, until

this day, there is no exact form for this term, rather different approximations that

have shown a great success.

The KS Fock operator in Eq. 1.79 can be used to formulate the DFT problem in

a similar fashion to the HF one. Thus the eigensystem will have the form[
T̂s + V̂

]
ψi(r) = εiψi(r). (1.83)

1.5.3.3 Exchange-Correlation Functionals Flavors

As mentioned in the previous section, the exchange-correlation function is un-

known. Different functionals are proposed in the literature to tackle this problem

and several approximations are formulated. There are five principal classes of

functionals that have been proposed. The first and oldest functional is the local

density approximation (LDA). This functional is based on the local electron den-

sity and was proposed by Hohenberg and Kohn in their original DFT work.[41]

LDA has shown to work well for solid state calculations, however its success does

not apply to chemical and molecular problems. An extension of the LDA was also

proposed by Perdew and co-workers and is called the generalised gradient approx-

imation (GGA). [43] In GGA, the electron density and its gradient are considered

in evaluating exchange-correlation functional. A further improvement to GGA is

the inclusion of the kinetic energy density which involves derivatives of the oc-

cupied Kohn-Sham orbitals. This funstional is referred to as meta-GGA.[44, 45]
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A different class of functional was proposed by ti83 in 1992, ti83’s functionals

are often referred to as hybrid functionals that linearly combine GGA and exact

HF exchange.[46] Finally, we have the double-hybrid functionals that combine an

MP2-like correlation with exact HF exchange with to a DFT calculation.

1.6 Excited State Methods

We have discussed in the previous chapter the main methods used to study molec-

ular system at the ground state level. However, interesting chemistry also happens

at the excited state level, making it really important to develop methods that are

well suited to address these kind of problems. Unlike the small set of methods

mainly used in conducting ground state calculations, a wide range of various ex-

cited state methods are established in the literature. In what follow, I will be

discussing a couple of excited state methods that are grouped into two categories,

single-reference methods and multi-reference methods.

1.6.1 Single-Reference Methods

There are a large number of single-reference approaches floating in the literature

such as configuration-interaction singles (CIS),[47] CIS with doubles (CISD),[34]

time dependent Density Functional Theory (TD-DFT), [48, 49] Equation-of-Motion

Coupled Cluster (EOM-CC),[50, 51] Symmetry-Adapted Cluster-Configuration In-

teraction (SAC-CI), [52] Linear Response Coupled Cluster (LR-CC),[53] Con-

strained DFT,[54] many-body Green’s functions methods,[55] and more.

Before going into the details of single-reference methods, let us point out the

difference between the two terms single-reference and single-determinant. The

Single-reference framework refers to a method that is based on a reference state

approximated by a single determinant. Such definition includes methods such as

CIS and TD-DFT, where the excited states in these methods are formed as single

determinants.
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1.6.1.1 Configuration-interaction Singles

The simplest CI approach can be achieved by truncating the expansion at single

excitations to get the so-called CIS. In the CIS approach we use orbitals of the

Hartree-Fock wave function to generate all singly excited final configuration using

only one determinant. A linear combination of the singly excited determinants will

form the CIS wave function,

ΨCIS = c0Φ0 +
∑
ia

caiΦ
a
i , (1.84)

where singly substituted determinants are constructed by replacing an occupied

orbital in the ground state (i, j, k,...) with a virtual orbital in the ground state

(a, b, c,..). The coefficients, cai , are determined by diagonalizing the Hamiltonian

matrix in the basis of the ground state determinant, Ψ0 and the singly excited

determinant, Ψ1. Thus leading to the following matrix eigenvalue problem:(
〈Ψ0 |H|Ψ0〉 〈Ψ0 |H|Ψa

i 〉
〈Ψa

i |H|Ψ0〉 〈Ψa
i |H|Ψa

i 〉

)(
c0

cai

)
= E0

(
c0

cai

)
. (1.85)

According to the Brillouin’s theorem, singly excited determinants, Ψa
i , do not

interact directly with a reference HF determinant,Ψ0. Thus, the mixing of the two

states, the off-diagonal element, do not contribute to the energy. Thus,

〈Ψ0 |H|Ψa
i 〉 = 0. (1.86)

The excitation energy is simply the difference between HF ground state energy

and CIS excited state energies.

The CIS method has some appealing features. It is relatively fast compared to

other methods, that is as O(N4) with a prefactor that can impose computational

challenges with large systems. Also, CIS is a variational method, so the energy

obtained through CIS represents an upper bound of the true energy. Finally,

since CIS allow positive and negative combination of α and β excitations from one

doubly occupied orbital, CIS can obtain spin pure singlets and triplet states for

closed-shell systems.
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On the other hand, CIS has some major disadvantages such as the overestimation

of excitation energies by 0.5 - 2 eV.[56, 57] This can be attributed to the fact

that the wave function demands doubly and higher excited determinants to have a

better flexibility and description within the canonical HF orbitals. Also this error

can be attributed to the absence of electron correlation within the CIS method.

Moreover, CIS violates the Thomas-Reiche-Kuhn dipole sum rule, which requires

the sum of transition dipole moments to be equal to the number of electrons.[58].

Furthermore, due to the nature of the CIS formalism, CIS is incapable of describing

double excitations.

1.6.1.2 TD-DFT

TD-DFT is an extension of DFT which is used to investigate properties of systems

in the presence of time-dependent potentials, such as electric or magnetic fields.

In 1984, Runge and Gross provided a formal foundation for TD-DFT.[59] In their

work, they presented a defined mapping between the time-dependent external po-

tential of a system and its time-dependent density. Within the same framework

used in ground state DFT, the Kohn-Sham approach is applied to the TDSE. Thus

yielding the time-dependent Kohn-Sham equations(
− 1

2
∇2 + vs(r, t)

)
ψ(r, t) = i

∂ψ(r, t)
∂t

, (1.87)

where the potential vs is defined as

vs(r, t) = vext(r, t) +

∫
ρ(r′, t)
|r− r′|

dr′ +
∂EXC [ρ(r′, t)]
∂ρ(r′, t)

. (1.88)

Similar to the conventional counterpart, the exchange correlation effects are in-

cluded in the third term of Eq. 1.88. The exchange correlation term is still un-

known and is approximated in practice. The adiabatic local density approximation

(ALDA) is the first approximation generally made, in which the originally non-local

(in time) time-dependent xc kernel is replaced with a time-independent local. This

approximation is based on the assumption that the density varies only slowly with

time, consequently allowing the use of a standard local ground-state xc potential in

the TDDFT framework. In other words, the ground state functionals, like B3LYP

and others, are also used in TDDFT calculations.
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Another approximations are reported in the literature, such as the Tamm-Dancoff

approximation (TDA), which can reduce the cost by a factor of two when hybrid

functionals are used.[60, 61, 62] TDA has also shown to significantly improve the

excitation energies for triplet states, amending issues associated with triplet in-

stabilities of the reference wave functions.[63] The resolution-of-the-identity (RI)

techniques applied to density approximation may reduce their computational cost

by a factor of 3-8 depending on the system. [64, 65] Thus extending the pool of

system size for which TD-DFT can be achieved, by adding a marginal error owing

to the cancellation of error in the total energies obtained for ground and excited

states.

TD-DFT is being used today in a vast range of applications to various types

systems in chemistry, solid-state physics, materials science, and biology.[49, 66, 66,

67, 68, 69, 70, 71, 72] Overall, TD-DFT has shown a great success with excitation

energies that tend to have few tenths of an eV in error. These successful outcomes

depend significantly on the system and type of excitation considered. For example,

TD-DFT is known to give large errors with extended π-systems[73, 74] and charge-

transfer (CT) states.[75, 76]. Failures in TD-DFT stem from the inability of the

xc-functionals to correctly describe the 1/r asymptotic behavior, which instead

falls rapidly.[77] Also the available xc-functionals are built to evaluate ground state

properties. Thus it is expected to see some limitations when applying ground state

functionals to calculate excited state properties.

To over come some limitations encountered with CIS and TD-DFT, other expensive

and more accurate methods such as LR-CCn, EOM-CC, SAC-CI can be used.

These methods offer an alternative way to compute excited state energies yet a

much higher cost. Thus limiting the usage of such methods to small and medium

size molecular systems.

1.6.2 Multi-Reference Methods

In the previous section, single reference methods, which vary in computational cost,

are discussed. Even with expensive methods such as EOM-CC and CCn, which

are known for their high accuracy, in many cases, these methods still depend on
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the quality of the ground state reference. Basically, without a good configuration

as reference these approaches may end up showing erroneous results specially for

strong correlated and open-shell systems away from the equilibrium geometry.

Thus, in many cases it is necessary the formulation of a multi-configurational

initial reference.

1.6.2.1 Multi-Configuration Self-Consistent Field

Studying systems near bond breaking or systems with di-radical character may

require a method with a multi-determinantal initial reference. As one might guess,

instead of using one reference, one must generate multiple determinants that may

be used to describe the different configuration in the initial reference. Ideally gener-

ating all the different configurations will yield the exact solution which corresponds

to do doing FCI. However this is limited to small-medium size systems.

In most of the cases, important chemistry happens within the valence orbitals while

the core orbitals are dormant. Thus, one can divide the orbitals into two spaces,

active and inactive spaces. From the active space, which consists of occupied and

unoccupied orbitals, all different configurations will be formed. This method, the

Complete Active Space Self-Consistent Field (CASSCF), was developed by Roos

and coworkers in 1980. [78, 79] However, selecting the active space is tricky and

not straightforward. There is not a well-defined systematic way for structuring the

active space, but rather with some trial and error and chemical intuition.

This method is usually noted by [n,m]-CASSCF, where n is the number of elec-

trons in the active space and m is the number of active orbitals. In a CASSCF

calculation the chosen set of active orbitals will construct the working space from

all configurations with corresponding orbital given space. Keeping in mind that

CASSCF is FCI within the active space, the space can get large and computational

unfeasible quickly.

For such reason, the Restricted Active Space (RAS) provides an alternative to CAS

and allowing the calculation to have a bigger space. RASSCF was introduced by

Olsen and coworkers in 1988.[80] Here, the restricted active subspace is divided

into three subsets I, II, and III, requiring a minimal number of occupied spin
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orbitals in space I while space III requires a maximal number. The number of

electrons in space II is unrestricted and is treated similarly to the active space

in CAS calculations. Although RAS provides a way to work with larger active

sapce, it adds another layer of complexity to the already complex CASSCF. Now

the user has to choose subspaces RAS1, RAS2, and RAS, which, again, are not

well-defined.

Assuming the active space is well-chosen and the calculation is computational fea-

sible, another setback is the lack of dynamic correlation. CAS methods are known

for the ability to account for static correlation. However, to have a "near-exact"

wave function dynamic correlation should be included; thus when an orbital win-

dow that does not include all the orbital of the system is selected, another method

to obtain dynamical correlation is required to be applied on the obtained CAS

wave function. Andersson and coworkers proposed the use second-order pertur-

bation theory on the obtained wave function.[81, 82] The reference obtained with

CAS is a zeroth order wave function and thus CASPT2 calculation gives a second

order estimate of the difference between the CASSCF and the full CI energy. The

quality of the final answer of CASPT2 depends largely on how big and reliable the

active space is. It is often necessary to modify the active space and the selection

of roots in the CASSCF calculation until the desired result is obtained.
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Chapter 2

Interpreting the High-Resolution

Photoelectron Spectrum of

TiO3H2
– : Probing the TiO2

–+H2O

Dissociative Adduct

Slow electron velocity-map imaging spectroscopy of cryogenically cooled TiO3H
–
2 an-

ions is used to probe the simplest titania/water reaction, TiO 0/–
2 + H2O. The re-

sultant spectra show vibrationally resolved structure assigned to detachment from

the cis-dihydroxide TiO3H
–
2 geometry based on density functional theory calcu-

lations, demonstrating that for the reaction of the anionic TiO –
2 monomer with

a single water molecule, the dissociative adduct is energetically preferred over a

molecularly adsorbed geometry. Thiswork represents a significant improvement in

resolution over previous measurements, yielding an electron affinity of 1.2529(4)

eV as well as several vibrational frequencies for neutral TiO(OH)2.

2.1 Introduction

Titania (TiO2) is an inexpensive, extensively studied, and environmentally benign

semiconducting material with widespread applications in photovoltaics,[83, 84, 85,

29



2.1. INTRODUCTION

CHAPTER 2. INTERPRETING THE HIGH-RESOLUTION PHOTOELECTRON
SPECTRUM OF TIO3H2

– : PROBING THE TIO2
–+H2O DISSOCIATIVE ADDUCT

86] pollution management, [83] chemical sensing,[87, 88] and heterogeneous catal-

ysis. [89, 90, 91] The landmark discovery of photosensitization of water on a TiO2

electrode [92] sparked a decades-long pursuit to harness the photocatalytic proper-

ties of TiO2 as a practical means of solar-powered hydrogen fuel production.[93, 94]

However, the success of this endeavor has been limited in part by a lack of the mech-

anistic understanding necessary to design better catalysts. [95] Here, we present

high-resolution photoelectron spectra of the TiO3H
–
2 anion accompanied by theo-

retical analysis, in order to probe the nature of the interaction between TiO –
2 and

a single water molecule.

The most natural starting point for understanding water oxidation by TiO2 is a

consideration of how water adheres to bulk titania surfaces, an active and com-

plex area of research.[96, 97, 98] The extent to which water dissociates on a TiO2

surface is known to be dependent on surface structure,[99] with varying propen-

sities for dissociative versus molecular adsorption for different crystal phases and

planes [100, 101, 102, 103, 104, 105] as well as a dependence on the extent of sur-

face coverage by water.[106, 107] While dissociation tends to play a minor role

in water adsorption on stoichiometric TiO2 surfaces, it is found to be strongly

preferred at point defects such as steps,[108] edges,[109, 110] and in particular,

oxygen vacancies.[111, 112, 113, 114, 115, 116, 117] Thus, the conceptual key to

understanding the surface chemistry of water on titania from a molecular level is

the chemistry that occurs at these defect sites.

It is challenging to design a bulk experiment that is uniquely sensitive to the chem-

istry occurring at a specific surface defect. Defect sites typically make up a small

fraction of total surface area and are difficult to reproducibly generate. Gas phase

metal oxide clusters have been shown to be useful model systems for gaining mech-

anistic insight into complex catalytic processes, as these species show structural

motifs such as dangling moieties and undercoordinated atoms that mimic the ge-

ometries at common defect sites.[118, 119, 120, 121, 122] The control afforded by

gas-phase experiments provides the ability to systematically manipulate reactivity-

related factors such as particle size, charge, and stoichiometry. Fast-flow laser

ablation ion sources allow the production of both bare and reacted clusters,[123]
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enabling the characterization of reactants, products, and potentially intermediates

or transition states of model catalytic reactions using gas-phase spectroscopic tech-

niques. [124, 125] These species have the added benefit of being computationally

tractable, enabling experimentalists and theorists to develop a clear, molecular-

scale understanding of catalytic reaction mechanisms which is difficult to obtain

from bulk experiments alone.

The experimental spectroscopic characterization of bare (TiO2)n clusters consti-

tutes a growing body of work,[126, 127, 110] including contributions from our

laboratory.[128, 129] Less work has been done to probe species formed from the re-

action of small (TiO2)n clusters with a discrete number of water molecules, which

can either adsorb molecularly or dissociatively as on the bulk surface. The hy-

dration of cationic TiO+ by up to 60 water molecules has been studied by mass

spectrometry, though this measurement does not provide insight into the struc-

ture of the resultant clusters.[91] These solvated cations have been structurally

characterized using infrared action spectroscopy by Zheng and co-workers,[92]

who have also performed anion photoelectron spectroscopy (PES) on the anionic

(TiO –
2 )(H2O)0–7 clusters.[93] In both cases, their spectra indicated dissociative ad-

sorption of water to form hydroxide species. Weichman and co-workers [94] have re-

cently used infrared action spectroscopy to systematically characterize the anionic

(TiO2)
–
n (D2O)m clusters for n = 2–4 and m = 1–3, finding that the dissociative

geometries are preferred for these clusters as well.

A number of groups have used theoretical treatments— most commonly density

functional theory (DFT) – to assess the extent to which H2O molecules dissociate

on small (TiO2)n clusters. [95, 96, 97] The most comprehensive work in this area

has been carried out by Dixon and co-workers,[97, 99] who used a hybrid genetic

algorithm to determine the lowest-energy structures for (TiO2)n(H2O)m (n = 1–

4, m= 1–2n) clusters.[100] Geometry optimizations and single point calculations

were carried out using both DFT and coupled cluster methods, yielding similar

results for all model chemistries used. For the simplest stoichiometric TiO2/water

reaction, TiO2 + H2O, they found that the di-hydroxyl TiO(OH)2 structure, in

which the water is split, is preferred over molecular adsorption (TiO2 ·H2O) by
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over 40 kcal mol−1. Of the two dissociatively adsorbed structures reported, the

planar C2v cis-hydroxyl isomer was found to be more stable than the Cs trans-OH

isomer, though the energy difference was less than 3 kcal mol−1.

The only experimental work on this system comes from the aforementioned an-

ion PES study by Zheng and coworkers, [93] who reported the photodetachment

spectrum for TiO3H
–
2 formed by a laser ablation reactor source. This spectrum

showed a single broad electronic band spanning ∼1 eV in electron binding en-

ergy (eBE), reflecting extended unresolved vibrational progressions. From this

spectrum, they estimated an electron affinity (EA) of 1.15 ± 0.8 eV and a vertical

detachment energy (VDE) of 1.51 ± 0.08 eV. By comparison to their photoelectron

spectrum of bare TiO –
2 and DFT calculations, the anion geometry was assigned to

the TiO(OH) –
2 dissociative adduct. Other than the general assignment based on

the position of the detachment feature, little information regarding the structure

of the TiO3H
–/0
2 species can be gleaned from this work.

Slow electron velocity-map imaging of cryogenically cooled anions (cryo-SEVI) is

a high-resolution variation of traditional anion PES which provides vibrationally

resolved detachment spectra reflecting the geometric and vibronic structure of the

anion and neutral. Previously, we have used cryo-SEVI to characterize the unre-

acted TiO –
2 monomer;[128] here, we probe the TiO3H

–
2 species, corresponding to

a single TiO –
2 reacted with one water molecule. These spectra represent a signif-

icant improvement in resolution compared to the work of Zheng and co-workers,

showing an extensive vibrational structure with typical peak widths of 10 cm−1

full-width at half-maximum (fwhm). With the assistance of DFT calculations,

we assign the anion structure to the dissociative di-hydroxide TiO(OH) –
2 isomer

identified as the lowest energy neutral geometry by Dixon and co-workers. Several

vibrational frequencies for the neutral TiO(OH)2 species are extracted, as well as

its EA. A comparison to the unreacted TiO –
2 cryo-SEVI spectra elucidates the

energetic effect of charge on the TiO –/0
2 + H2O reaction, highlighting the utility

of small metal oxide clusters as tools for understanding catalytic reactions.
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2.2 Computational Details

Possible minimum-energy structures for both anionic and neutral TiO2 + H2O

were explored using a variety of DFT-based model chemistries. The preliminary

results suggested meaningful differences between model chemistries. Therefore, ini-

tial benchmarking calculations were carried out to compare six DFT-based model

chemistries with the results of coupled-cluster singles and doubles (CCSD) calcu-

lations, [34, 130] as summarized in Sec. A.1 in appendix A. Based on comparisons

of these CCSD results to DFT predicted energetic ordering of candidate anion and

neutral minimum energy structures as well as vertical and adiabatic detachment

energies (ADEs) (Tables A.1 and A.1 in appendix A), the exchange and Yang-

Parr-Lee correlation functionals (B3LYP) were employed with the Def2TZVP ba-

sis set,[131, 132, 133, 134, 135] and this model chemistry has been employed for

the calculations described below.

Both doublet and quartet states were considered for anion candidates; singlet

(closed-shell and open-shell) and triplet states were considered for the neutral

candidates. For all identified structures, doublet anions are more stable than

quartet species and the closed-shell singlet state was found to be more stable

than the open-shell singlet or triplet state. Excited state calculations were carried

out using the same model chemistry within the time-dependent DFT (TDDFT)

formalism.[49, 136, 137] Analysis of these excited state calculations was facilitated

by Martin’s Natural Transition Orbital (NTO) model.[138]

All calculations were carried out using a local development version of the Gaussian

suite of electronic structure programs.[139] Converged Kohn-Sham determinants

were tested for stability.[140] Molecular geometries were optimized using standard

methods[141] and the reported potential energy minima were verified using analyt-

ical second-derivative calculations. Franck-Condon (FC) spectra were simulated

using the implementation by Bloino, Barone, and co-workers.[142, 142] Care was

taken to determine appropriate scaling factors for the DFT force constants cal-

culated for the lowest-energy neutral state (Table A.2) such that simulated FC

progressions aligned well with the experimental spectra.

To describe the nature of the detached electron we have employed the Natural Ion-
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ization Orbital (NIO) model of Thompson, Harb, and Hratchian.[110] The NIO

model provides a compact orbital representation of ionization processes by utilizing

one-particle difference densities. Natural orbital analysis involving this difference

density yields a simplified interpretation of electronic detachment processes. The

NIO model has recently been shown to provide a convenient means to distinguish

between one-electron transitions and those where the one-electron process is ac-

companied by excitation of a second electron into the virtual orbital space.[97]

The current system is Koopmans-like, evidenced by the strong resemblance be-

tween the NIO and the canonical highest-occupied molecular orbital (HOMO)of

the 1-1a anion (Fig. A.1), and thus the detachment transitions considered here are

one-electron transitions that can be equivalently described by considering the NIO

or the anion HOMO. As such, the method of Liu and Ning [143] was applied to the

HOMO of the lowestenergy anion to calculate the eKE-dependent PAD expected

for the removal of an electron from this orbital; the results are shown as the solid

lines in Fig. 2.2.

2.3 Results and Discussion

2.3.1 Experimental Results

The cryo-SEVI spectrum for detachment from TiO3H
–
2 is shown in Fig. 2.1. In this

figure, the blue trace corresponds to an overview scan taken with a relatively high

detachment energy and the black traces are higher resolution SEVI scans taken

with variable photon energies. The overview spectrum spans 10 000-13 500 cm1 in

eBE and exhibits considerable vibrational structure, revealing increasing spectral

congestion as the eBE increases. Due to this increased complexity, our analysis will

be focused on the first ∼2000 cm1 of structure. In this region, the high-resolution

scans reveal a number of transitions (A1-11 and B1-11) with typical peak widths

of ∼10 cm1 fwhm, corresponding to detachment to different vibronic levels of the

neutral TiO3H2 species. The sharp onset of structure at peak A1 gives an EA

of 1.2529(4) eV for TiO3H2. The remainder of the spectrum is dominated by a

∼675 cm1 progression (A1-3-7-11), modulated by several weaker patterns. Peak
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Figure 2.1: Cryo-SEVI spectrum of TiO3H
–
2 . The blue trace is an overview spec-

trum taken with a photon energy of 13721 cm−1, and the black traces are high-

resolution scans taken at variable photon energies. Black traces are scaled to match

relative peak intensities observed in the overview as much as possible. The red stick

spectrum shows the Franck-Condon simulation for detachment from the 1-1a C2v

cis-OH TiO(OH) –
2 geometry using scaled neutral frequencies.

positions, widths, and shifts from the origin are summarized in Table I.

The EA provided by cryo-SEVI is larger than the value of 1.15(8) eV reported

by Zheng and co-workers.[93] This discrepancy is understandable given the lower

resolution of their spectrum and the experimental conditions used to obtain it.

In that work, individual transitions in the extended Franck- Condon progressions

blend together to form a broad structureless feature, and the lack of a clear onset

complicates the extraction of the EA. Additionally, the ions probed in the previous

work were not cooled prior to detachment, and given the relatively high temper-

atures typical of ions produced by laser ablation,[144] the resultant spectra likely

contain contributions from hot bands that can occur lower the apparent electron

binding energy relative to the true EA. Hot bands are effectively eliminated in the

cryo-SEVI experiment, where ions are cooled to ∼10 K prior to detachment.[145]

Measurement of the PADs of features labeled in Fig. 2.1 reveals that all transi-

tions fall into one of two groups with distinct angular distributions. These two

groups are represented in Fig. 2.2a, which plots the anisotropy parameter (β) ver-

sus eKE for peaks A1-3 and B1-3. Features A1-3 show positive values of β, whereas

features B1-3 show isotropic (β ∼ 0) angular distributions. The remainder of fea-

35



2.3. RESULTS AND DISCUSSION

CHAPTER 2. INTERPRETING THE HIGH-RESOLUTION PHOTOELECTRON
SPECTRUM OF TIO3H2

– : PROBING THE TIO2
–+H2O DISSOCIATIVE ADDUCT

tures in Fig. 2.1 shows PADs that are qualitatively similar to one of these two

groups, and are labeled accordingly, where peaks labeled A correspond to par-

allel (β > 0) detachment transitions and peaks labeled B have isotropic (β ∼ 0)

PADs. These anisotropy parameters are summarized qualitatively in Table I. Each

B-series transition lies ∼60 cm−1 above a peak in the A1-11 series, and has been

numbered accordingly.

These two groups also showdistinctly different dependencies of the photodetach-

ment cross section on eKE. Far from threshold, the A1-11 series dominates the

spectrum, as can be seen in the overview spectrum in Fig. 2.1. As the photon

energy is lowered, transitions in the B1-11 series become more apparent, result-

ing from the relative attenuation of the A1-11 peaks. This trend is illustrated in

Fig. 2.2b, where peaks A1 and B1 are shown for several photon energies and the

intensities are normalized to the peak intensity of B1. The relative scaling of de-

tachment cross sections for low-eKE detachment is given by the Wigner threshold

law

σ ∝ (eKE)l+1/2, (2.1)

where σ is the detachment cross section and l is the angular momentum of the

detached electron. According to this law, a sharper decrease in detachment signal

as the photon energy is lowered reflects higher l detachment channels; it can there-

fore be inferred that transitions A1-11 correspond to higher l detachment than

transitions B1-11.

2.3.2 Structural Assignment of TiO3H
–
2

Figure 2.3 shows optimized minimum-energy structures located on the anionic and

neutral TiO3H2 potential energy surfaces, as well as zero-point corrected energies.

Cartesian coordinates for these structures are provided in Secs. A.2 and A.3. In

agreement with previous work by Dixon and co-workers,[100] the C2v dissociative

structure(1-1a′) is found to be the lowest-energy neutral geometry; likewise, the

1-1a geometry is the lowest-energy anion isomer. Two additional minimum-energy

structures, 1-1b and 1-1e, were found on the anion potential energy surface to lie
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(a)
(b)

Figure 2.2: (a) Anisotropy parameters of peaks A1-3 and B1-3 extracted from VMI

images obtained at multiple photon energies. The solid line shows the calculated

anisotropy parameter expected for detachment from the 1-1a anion HOMO found

by DFT. (b) Detachment spectra of TiO3H
–
2 at several photon energies.Photon

energies used are 10568 (blue), 10297 (red), and 10215 cm−1 (black).

0.08 and 0.19 eV above 1-1a, respectively, and differ from this isomer by rotation

of the hydroxide groups. A local minimum corresponding to the trans-OH 1-1b′

geometry was discovered at an energy of 0.11 eV above the neutral 1-1a′ structure,

in reasonable agreement with the relative energy reported by Dixon. No neutral

minimum corresponding to the 1-1e isomer was identified. The lowest-energy

molecularly adsorbed TiO3H2 adduct reported by Dixon was also identified as a

local minimum for both anion (1-1c) and neutral (1-1c′), though these structures

lie 2.34 and 3.13 eV above the anion and neutral global minima, respectively.

Given the relative energies of the anion geometries shown in Fig. 2.3, the most

likely structures contributing to the cryo-SEVI spectrum of TiO3H
–
2 correspond

to the dissociative geometries 1-1a and 1-1b. The assignment of a dissocia-

tively adsorbed anion geometry is consistent with the assessment of Zheng and

co-workers.52 Predicted adiabatic detachment energies (ADEs) for 1-1a and 1-1b

are 1.23 and 1.26 eV, respectively, both in good agreement with the experimental

electron affinity (1.25 eV). In both cases, NIO analysis clearly indicates that the

detached electron resides in the anion HOMO, which strongly resembles the Ti

dz2 orbital, Fig. 2.4 . Analysis of the NIO for either 1-1a or 1-1b gives an orbital
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Figure 2.3: Optimized geometries of anionic and neutral TiO3H2 found with

B3LYP/Def2TZVP. Energies are provided relative to the 1-1a geometry of the

anion and include zero-point corrections. Geometric parameters are also provided.

angular momentum of L = 2, such that detachment from either of these orbitals

would be expected to primarily yield outgoing p- (l = 1) and f -wave (l = 3) elec-

trons. This high-l detachment is consistent with the observed attenuation of the

signal near threshold for peaks A1-11.

(a) (b)

Figure 2.4: NIO describing the electron detachment from the 1-1a (a) and 1-1b

(b) anion to the ground electronic state of the corresponding neutral species.
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Additionally, the eKE-dependence of the anisotropy parameter calculated98 for

detachment from the 1-1a HOMO (Fig. 2.2a, solid lines) is in good agreement with

the measured β values for peaks A1-11, showing positive values in the eKE region

of interest. Given the similarity between the 1-1a and 1-1b NIOs, detachment

from the 1-1b isomer is expected to have a similar PAD. The agreement between

experiment and theory further supports the conclusion that the global minimum

of the TiO3H
–
2 anion takes the dissociative TiO(OH) –

2 dihydroxide geometry and

that detachment from one of these isomers to the ground state of the corresponding

neutral accounts for the most intense structure (A1-11).

To determine definitively which of these species is responsible for the experimen-

tally observed detachment transitions, we consider the Franck-Condon profiles for

detachment from both isomers, as the FC profile is highly sensitive to the anion

and neutral geometries. Of these two isomeric candidates, the FC profile for de-

tachment from the X̃2A1 state of the 1-1a anion provides better agreement with

experiment than detachment from the X̃2A
′ 1-1b anion. The calculation in Fig.2.1

using scaled frequencies is shown in red in Fig. 2.1 and reproduces the dominant

vibrational structure observed in the experimental spectrum. In particular, the

first several intense features (A1-3) are reproduced in the FC simulation for 1-1a,

whereas the 1-1b simulation shows extra structure between A1 and A3. Thus, we

assign the 1-1a cis-OH geometry as the lowest-energy isomer of TiO3H
–
2 , and the

observed spectral features reflect the vibronic structure of the corresponding 1-1a′

neutral.

2.3.3 Vibrational assignments

The agreement between the simulated and experimental spectra in Fig. 2.1 enables

straightforward asswignment of the major structure (A1-11) as X̃1A1 ← X̃2A1

detachment transitions terminating in totally symmetric vibrational levels of the

neutral ground state (Table I). The less intense B1-11 series of peaks are not fully

described by this FC simulation, and the previously described PADs indicate that

these transitions do not have the same electronic character as A1-11. As such, we

will first address the vibrational assignments of A1-11.
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The dominant progression (A1-3-7-11) is assigned to the ν3 vibrational mode, which

corresponds to a symmetric Ti–OH stretching motion (Fig. A.1). The shift of

peak A3 from the vibrational origin (A1) gives a frequency of 678(5) cm−1 for

this mode. There is also significant participation of the ν4 totally symmetric OH

wagging mode in the spectrum (A2, A6, A10), as well as some activity in the

ν2 terminal Ti O stretch (A5, A9). The shifts of peaks A5 and A2 give neutral

vibrational frequencies of 1016(8) and 413(3) cm−1 for ν2 and ν4, respectively.

Table II summarizes the energetic quantities for neutral TiO(OH)2 extracted from

experiment and compares them to the 1-1a′ B3LYP/Def2TZVP results, showing

reasonably good agreement for these totally symmetric modes.

The Franck-Condon activity of different normal modes can be rationalized by con-

sidering the geometrical changes that occur upon photodetachment, which are

summarized for the B3LYP/Def2TZVP 1-1a X̃2A1 anion and 1-1a′ X̃1A1 neu-

tral equilibrium geometries in Table A.4. The most significant change is a 13.6◦

increase in the H O Ti bond angle, which results in the FC activity of the ν4

OH-wagging mode. The involvement of the titanium-oxygen stretching modes ν2

and ν3 is a reflection of the change in bond lengths upon photodetachment for

both the terminal Ti O bond as well as the hydroxide Ti O bonds. The hydrox-

ide and terminal Ti O bonds of the B3LYP geometries decrease by 0.08 and 0.05

Å, respectively, corresponding to modest 3%–4% decreases in these bond lengths.

These constitute the second– and third-largest fractional changes upon detachment

for the five geometrical parameters summarized in Table A.4.

While the above considerations fully assign peaks A1-11, the differing PADsand

threshold behavior of peaks B1-11 indicate that these transitions have different

electronic character, ruling out assignment to Franck-Condon allowed transitions

within the X̃1A1 ← X̃2A1 electronic band including vibrational hot bands. These

transitions are also unlikely to correspond to detachment from an excited anion

state, as a TDDFT calculation for the anion (Table A.5) does not reveal an excited

state with sufficiently low excitation energy to be populated in the cold trap, where

ions typically have temperatures on the order of 10 K. It is possible that peaks

B1-11 arise from detachment to a separate electronic state of neutral TiO(OH)2,
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and that the two groups of features correspond to overlapping electronic bands

with the A1-B1 spacing providing the electronic term energy. However, this would

require a neutral state with a term energy of around 60 cm−1, and the present

theoretical results do not provide evidence for such a state, with the lowest-energy

neutral excited state of 1-1a′ lying 3.86 eV above the closed-shell singlet (Table

A.5).

Another possible assignment for peaks B1-11 is detachment from a different TiO3H
–
2 ge-

ometry. In the current theoretical framework, the 1-1b trans-OH TiO(OH) –
2 dis-

sociative adduct is expected to be only 0.08 eV higher than the cis-OH (1-1a)

isomer. Given this low relative energy as well as its structural similarity to the

global minimum, this geometry could interconvert with the slightly more stable

1-1a geometry in the ion trap, resulting in contributions from multiple isomers in

the cryo-SEVI spectrum. However, the barrier for conversion of the 1-1a isomer

to the 1-1b geometry is estimated to be ∼1300 cm−1 from constrained optimiza-

tion and single point calculations, indicating that such interconversion is highly

unlikely in the cold environment of the ion trap. Additionally, as discussed above,

the NIOs for the 1-1a and 1-1b isomers are quite similar, Fig. 2.4, with both

orbitals dominated by Ti dz2 character. Thus, if detachment features from the

1-1b geometry were observed, the transitions would not have PADs that deviate

so significantly from the cis-OH detachment transitions, ruling out assignment of

peaks B1-11as detachment from the 1-1b anion. A similar argument can be made

to rule out detachment from the 1-1e isomer, which also differs from 1-1a only by

rotation of the hydroxyl groups.

Given the above considerations, and the observation that each of the B1-11 features

lies ∼60 cm−1 above a transition in the A1-11 series, we conclude that these fea-

tures correspond to detachment transitions terminating in X̃1A1 vibrational levels

with odd quanta of excitation along a low frequency non-totally symmetric mode.

These FC-forbidden transitions obtain their oscillator strength and PADs through

Herzberg-Teller (HT) coupling to an excited neutral electronic state.101 The most

likely vibrational assignment for peaks B1-11 involves the b1-symmetric ν8 mode,

which corresponds to the umbrella-like motion of the Ti atom through the plane

41



2.3. RESULTS AND DISCUSSION

CHAPTER 2. INTERPRETING THE HIGH-RESOLUTION PHOTOELECTRON
SPECTRUM OF TIO3H2

– : PROBING THE TIO2
–+H2O DISSOCIATIVE ADDUCT

of the three oxygen atoms and has the lowest calculated frequency (Table A.3)

for the 1-1a′ neutral. Each Bi transition in the B1-11 series is thus assigned as

terminating in the state corresponding to the Ai transition, plus a single quantum

of excitation along ν8. With this assignment, the position of peak B1 relative to

A1 gives a vibrational frequency of 60(4) cm−1 for the ν8 umbrella mode of neutral

TiO(OH)2.

We now consider the symmetry requirements for the excited electronic state which

gives rise to transitions B1-11 through Herzberg-Teller coupling. Consider a vi-

bronic state |a〉 whose electronic and vibrational symmetries are Γaelec and Γavib,

respectively. This state can undergo HT-coupling with another vibronic state, |b〉,
with symmetries Γbelec and Γbvib, provided

Γaelec ⊗ Γavib ⊗ Γbelec ⊗ Γbvib ⊃ ΓTS, (2.2)

where ΓTS is the totally symmetric representation within the relevant molecular

point group. If state b is FC-allowed for detachment from the anion in question

(i.e., 〈b | Ψanion〉), detachment to state a will reflect the b-state electronic character,

which will be observable in the PAD and threshold behavior.

In the current case, the observed HT-coupled levels correspond to states with

odd quanta of excitation along the b1-symmetric ν8 mode (Γavib = b1) within the

vibrational manifold of the ground neutral electronic state (Γaelec = A1).Within

the C2v point group, these levels are Franck-Condon forbidden, and so can only

be observed if they mix with some vibronic level b that is not FC-forbidden, i.e.,

Γbvib = a1. Thus, the observed features must arise from HT-coupling with a B1-

symmetric electronic excited state. The lowest such singlet state identified from

TDDFT (Table A.5) is the relatively high-lying C̃1A1 excited state, residing 4.45

eV above neutral X̃1A1 1-1a′. Using the NTO model, we determined that this

state would involve detachment from an orbital with angular momentum L = 1,

resulting in outgoing s- (l = 0) and d-wave (l = 2) electrons, in contrast to the

p- and f -wave detachment expected from the 1-1a NIO. Thus, the assignment of

peaks B1-11 as arising from Herzberg-Teller coupling to this 1B1 state is consistent

with the observed relative attenuation of A1-11 versus B1-11 as photon energy is
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lowered.

2.3.4 Charge effects on the TiO2 +H2O reaction

The cryo-SEVI spectrum of unreacted TiO –
2 has been previously reported, giv-

ing an electron affinity of 1.5892(5) eV for the singlet ground state of TiO2.48

The electron affinity of the TiO(OH)2 dissociative adduct is lower by roughly 0.3

eV, and this difference provides insight into the energetic effects of charge on the

dissociation of H2O by TiO2. The lower electron affinity for the reacted species

implies that the neutral TiO2 + H2O → TiO(OH)2 reaction is more exothermic

than the anionic counterpart—that is, reaction with water to form the dissociative

TiO(OH)2 adduct stabilizes neutral TiO2 more than it does the anion. As a conse-

quence, it can be inferred that neutral TiO2, where the titanium center has a +4

oxidation state, is more reactive towards water than anionic TiO –
2 where the Ti

oxidation state is +3. The energies shown in Fig. 2.3 indicate that the molecularly

adsorbed 1-1c′ geometry has an even lower EA (0.79 eV) than the dissociative

structures. Given that all the geometries in Fig. 2.3 involve binding interactions

between the water oxygen and Ti, this charge effect likely derives from donation

of electron density from the incoming water molecule to the metal center, which

in turn is favored by a higher titanium oxidation state.

The enhanced reactivity towards water of neutral TiO2 echoes the electrochemical

mechanism of water splitting in photoelectrochemical cells (PECs) where titania

is used as a photoanode.14 In these systems, the generally understood mechanism

is initiated by photoexcitation of titania, resulting in the formation of an electron-

hole pair. The electron is then transferred to the cathode, typically a metal, leaving

behind a hole in the valence band of TiO2. These holes participate in the oxidation

half-reaction,

H2O→
1

2
O2 + 2H+ + 2e−, (2.3)

while the electrons at the cathode participate in the reduction half-reaction,

2H+ + 2e− → H2, (2.4)
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Within this mechanistic picture, the photosensitization of water by TiO2 is a conse-

quence of the ability of TiO2 to donate a hole (or, equivalently, accept an electron).

Direct parallels between the chemistry occurring in such PECs and the gasphase

TiO –/0
2 reaction considered here are difficult to make, due to the fundamental differ-

ences in the electronic structures for these two systems and the increased complex-

ity associated with the condensed phase. However, it is interesting to note that

the reactivity of TiO2 with water in the gas phase reflects, to some extent, the

bulk electrochemical behavior—namely, the energetics of the TiO2/water reaction

are directly related to the oxidation state of the Ti center, with a more positively

charged metal atom resulting in a more energetically favorable interaction with

water.

2.4 Conclusion

Vibrationally-resolved photoelectron spectra of the TiO3H
–
2 anion are obtained

using slow electron velocity map imaging of cryogenically cooled anions, yielding

spectra that reflect the vibronic structure of neutral TiO3H2. These results pro-

vide a significant improvement in resolution over prior work on this system, clearly

resolving the onset of the structure at the adiabatic detachment energy. A Franck-

Condon simulation for detachment from the C2v 1-1a TiO(OH) –
2 cis-hydroxide

geometry captures the dominant vibrational structure observed experimentally,

enabling the assignment of this geometry as the lowest-energy anion isomer in

agreement with density functional theory calculations. In addition to transitions

reproduced in the FC simulations, a series of features resulting from Herzberg-

Teller coupling to an excited neutral electronic state is identified in the cryo-SEVI

spectrum, evidenced by noticeable differences in the angular and energy depen-

dence of the photodetachment cross sections.

The comparison of the current spectral results to the previously reported cryo-SEVI

spectrum of unreacted TiO2 provides insight into the reactivity of TiO –/0
2 towards

water. The lowered electron affinity of TiO3H2 relative to TiO2 indicates that

neutral TiO2 is stabilized to a greater extent than anionic TiO –
2 by reaction with
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water, suggesting that the reaction of TiO2 with water is impeded by excess nega-

tive charges. This conclusion is consistent with the existing electrochemical under-

standing of photocatalytic water splitting by TiO2 in photoelectrochemical cells,

where the sensitization of water arises from the ability of TiO2 to accept electron

density. This chapter highlights the relevance of gas-phase studies of metal oxide

cluster reactions to bulk catalytic reactions, as well as the utility of cryo-SEVI as

a structural probe for such systems.
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Chapter 3

Unveiling the Coexistence of Cis

and Trans Isomers in the Hydrolysis

of ZrO2 to Explain the Observed

Photoelectron Spectrum of ZrO2H3

High-resolution anion photoelectron spectroscopy of the ZrO3H
–
2 and ZrO3D

–
2 an-

ions and complementary electronic structure calculations are used to investigate the

reaction between zirconium dioxide and a single water molecule, ZrO2
0/– + H2O.

Experimental spectra of ZrO3H
–
2 and ZrO3D

–
2 were obtained using slow photoelec-

tron velocity-map imaging of cryogenically cooled anions, revealing the presence

of two dissociative adduct conformers and yielding insight into the vibronic struc-

ture of the corresponding neutral species. Franck–Condon simulations for both

the cis- and trans-dihydroxide structures are required to fully reproduce the ex-

perimental spectrum. Additionally, it was found that water-splitting is stabilized

more by ZrO2 than TiO2, suggesting Zr-based catalysts are more reactive toward

hydrolysis.
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3.1 Introduction

Zirconium dioxide (ZrO2) is an extensively studied material with widespread appli-

cations in medicine,[146, 147, 148] gas-cleaning technology,[149] ceramics,[150, 151]

corrosion-resistant materials [152, 153, 154], and heterogeneous catalysis [155]. As

in the case of titania (TiO2), photosensitization of water on a ZrO2 electrode has

inspired the development of ZrO2 based technologies to exploit its photocatalytic

properties for solar–powered hydrogen fuel cells [156, 157, 158, 159, 160]. Despite

significant effort, these technologies are not yet viable, in part due to the limited

mechanistic knowledge needed for further development.[161] Specifically, a more

complete understanding of the interaction between ZrO2 and water is required

to develop these devices. Here, we present high-resolution photoelectron spectra

of the ZrO3H
–
2 anion in tandem with electronic structure calculations, providing

insight into the simplest reaction of ZrO 0/–
2 with water.

There is a vast body of work on the surface chemistry of metal oxides aimed

at understanding water oxidation,[162, 163, 164, 165, 166, 167, 168, 169] with

a considerable number of studies specifically probing the ZrO2 surface.[170, 171,

172, 173, 174] From this body of work, it has become clear that defect sites play a

critical role in the catalytic process,[108, 175, 176, 177, 178, 179] thus investigating

the interaction of water molecules at these sites is crucial for gaining insights

into the water splitting mechanism. Such studies are challenging, however, owing

to the difficulty of synthesizing and probing molecular-scale structures embedded

with low density on bulk surfaces.[180, 181, 182, 183, 184, 185, 186, 187, 188]

Overcoming the hurdles of generating and controlling defect sites can be bypassed

by preparing and studying gas–phase metal oxide clusters, as these species show

structural motifs that mimic the geometries of common defect sites.[189, 190, 121]

Further, the relatively small size of these systems makes them computationally

tractable, enabling experimentalists and theorists to determine their electronic

structure, geometries, and catalytic reaction mechanisms - a task not viable from

bulk studies alone.[191, 192, 193, 194, 195] There has been substantial progress

made in understanding the structure and reactivity of small metal oxide clusters,

[196, 197, 198, 199, 200, 201] including several studies on the interaction between
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titanium dioxide clusters and water molecules.[181, 202, 203, 204]

Of particular relevance is the work of Zheng and co-workers, who performed anion

photoelectron spectroscopy (PES) on the anionic (TiO2)(H2O)0–7 clusters and in-

ferred that dissociative adsorption of water occurs to form a hydroxide species.[202]

We recently reinvestigated the (TiO –
2 )(H2O) system using slow electron velocity-

map imaging of cryogenically cooled anions (cryo-SEVI), a high-resolution form

of anion PES, coupled with detailed computational simulations.[205] That work

shows evidence that the dissociative adduct, cis-dihydroxide TiO(OH) –
2 , is a pla-

nar C2v structure that is energetically favored over a molecularly adsorbed complex

and other lower-symmetry dissociative species.

Though still a Group IV metal oxide, ZrO2 has been studied less extensively

than titania. [123, 206, 207, 208, 209, 210, 211] Within the bulk framework,

Sayama et al.[161] initiated significant interest in the field with the discovery of

the photocatalytic decomposition of water on pure ZrO2 powder following UV

irradiation. Later, it was shown that adding a carbonate-based salt such as

NaHCO3 or Na2CO3 to an aqueous ZrO2 suspension increased the gas evolution

rate in the photocatalytic decomposition of water.[212] The interaction of wa-

ter with bulk zirconia surfaces has been characterized and investigated by X-ray

powder diffraction, high-resolution transmission electron microscopy, X-ray pho-

toelectron spectroscopy, calorimetry, and Fourier-transform infrared spectroscopy

(FTIR),[213, 214, 215, 216] along with periodic density functional theory (DFT)

calculations.[217, 218, 219, 220] Notably, the FTIR investigation by Holmes and co-

workers[216] of water sorption on ZrO2 found bands corresponding to chemisorbed

OH groups, suggesting that water bound to the surface of ZrO2 forms a OZr(OH)2–

like structure.

Bare (ZrO2)
0/–
n clusters have been extensively studied using PES,[221, 222, 223]

matrix-IR spectroscopy,[224] Fourier-transform microwave spectroscopy,[225] laser-

induced fluorescence,[226] resonant multi-photon ionization,[226] dispersed fluorescence,[226]

and computational methods.[227, 224, 221, 228, 229, 230] Despite this growing

body of work, there is no experimental data on the reactions of these clusters

with a water molecule, though computational studies by Dixon et al.[231] on the
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(ZrO2)n + H2O (n=1-4) reaction find these clusters are capable of splitting wa-

ter. That work shows the dissociative adduct to be more stable than the molec-

ularly adsorbed species by roughly 200 kJ/mol, at both the DFT and coupled

cluster levels of theory, in agreement with experimental observations on bulk

zirconia.[220] Further, the optimized geometries of the dissociative adduct were

found to adopt only a cis-hydroxide geometry in contrast with computational re-

sults for the TiO 0/–
2 + H2O dissociative adducts, where both cis and trans isomers

were identified.[205, 232]

Here, we present a combined computational and experimental investigation of

ZrO3H
–
2 and ZrO3D

–
2 , thereby probing fundamental aspects of the ZrO 0/–

2 + H2O

gas-phase reaction. The dense and highly resolved vibrational structure seen in

the cryo-SEVI spectra is only reproduced if detachment from both low-lying iso-

mers of the ZrO(OH) 0/–
2 system, the cis-dihydroxide and trans-dihydroxide dis-

sociative adducts, are considered. Additionally, the electron affinity of the neu-

tral cis-dihydroxide structure and adiabatic electron affinity (ADE) of the anionic

trans-dihydroxide are reported along with vibrational frequencies of both neutral

structures. Further, agreement between experiment and theory facilitates not only

the structural determination of these clusters, but also provides insight into the

differences between the hydrolysis reactions of TiO2 and ZrO2.

3.2 Computational Details

A variety of DFT-based model chemistries were used to identify possible mini-

mum energy structures along the anionic and neutral ZrO2 + H2O surface. Initial

benchmark work was carried out by comparing six different functionals (B3LYP,

B3PW91, M06, M06L, PBE1PBE and ωB97XD) and two basis sets (def2tzvp and

the Stuttgart/Cologne ECP28MHF (SC)) resulting in 12 different model chemistries.[233,

133, 234, 235, 236, 237, 134, 238, 239, 240, 241, 242] Tables S1-S6 summarize the

results obtained from these benchmark calculations. Preliminary results suggested

meaningful differences in normal mode frequencies and vertical excitation energies.

After a detailed inspection of these results and comparison with the experimental
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data presented here, we determined that the ωB97XD/SC model chemistry best

reproduces the observed relative experimental energies and vibrational frequencies.

A number of electronic states for the anion and neutral species were investigated.

For the anion, doublet and quartet spin states were considered, while singlet and

triplet states were included for the neutral. All model chemistries predicted lowest

spin states (neutral singlet and anion doublet) to be energetically most stable.

Excited-state calculations were carried out using the same model chemistry within

the (linear response) time–dependent DFT (TDDFT) formalism.[49, 136, 137]

All calculations were carried out using a local development version of the Gaus-

sian suite of electronic structure programs.[243] Stability was tested on all con-

verged Kohn–Sham determinants.[244, 245] Standard methods were used for opti-

mizing molecular geometries,[246] and the nature of located stationary points were

verified using analytical second–derivative calculations.[247, 248] Franck–Condon

(FC) spectra were generated using the implementation by Bloino, Barone, and

co–workers.[249, 250] Simulated PES spectra, including FC progressions, were ad-

justed to align with the experimental spectra after shifting DFT force constants of

the neutral state. Full details, including scaling factors and shifting parameters, are

provided in appendix B. Characterization of electron detachment was facilitated

by the Natural Ionization Orbital (NIO) model.[251] The NIO model provides the

Dyson orbital for a ∆SCF treatment of electron detachment and, within the sud-

den approximation, provides insight to electron relaxation accompanying electron

detachment. The NIO model has been successfully employed in a number of recent

studies involving similar systems.[252, 251, 205]

3.3 Results and Discussion

3.3.1 Experimental Results

Cryo-SEVI spectra of ZrO3H
–
2 and ZrO3D

–
2 are shown in Figs. 3.1 and 3.2, re-

spectively. In both figures, overview spectra, taken with relatively high photon

energies, are displayed in blue atop composite high-resolution scans in black taken

with various photon energies. While the overview spectrum displays structure for
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Figure 3.1: Cryo-SEVI spectra of ZrO3H2. The overview spectrum (blue, hν =

10,747 cm−1) is vertically offset from the high-resolution traces (black, variable

photon energies).

Figure 3.2: Cryo-SEVI spectra of ZrO3D2. The overview spectrum (blue, hν =

9,802 cm−1) is vertically offset from the high-resolution traces (black, variable

photon energies).
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eBEs up to ∼10,750 cm−1, high resolution scans were collected only out to ∼10,000
cm−1. see appendix B for the full overview spectrum. These high-resolution traces

highlight structure covering eBEs from 9,300 to 10,000 cm−1, revealing a number

of transitions (A-V and A-T in ZrO3H2 and ZrO3D2, respectively) that correspond

to detachment to different vibrational levels of the neutral ZrO3H2 and ZrO3D2

species. Peaks as narrow as 4 cm−1 fwhm are reported, owing to strong photo-

electron signal at low eKEs where resolution is highest. It should be noted that

ions with m/z = 140 were chosen despite the possible contribution from 92ZrO−3
as well as the target 90ZrO3H−2 species; the electron affinity of ZrO3 has not been

experimentally determined, but is calculated to be 3.06 eV, substantially higher

than the photon energies employed in this work (<1.35 eV), and thus should not

contribute to the reported spectra.

The sharp onset of structure at peak A, the vibrational origin, allows for determi-

nation of the EAs for ZrO3H2 and ZrO3D2 as 1.1636(5) and 1.1616(7) eV, respec-

tively. Beyond peak A, we observe a prominent doublet of peaks (B/C) residing

just above 9,400 cm−1 in both spectra, split by ∼5 cm−1. A similar doublet is

observed near 9,800 cm−1 in both spectra (peaks O/P in the spectrum of ZrO3H2

and S/T in ZrO3D2). Owing to the doublet structure, assignment by inspection is

not straightforward, as discussed below.

Experimentally determined parameters are reported in Tables 3.1 and 3.2 for

ZrO3H2 and ZrO3D2, respectively, while peak positions, widths, and assignments

are listed in Tables 3.3 and 3.4. Measured PADs of peaks A, B, C, and D are

shown in Fig. 3.3. All PADs reported display a similar trend - features have an

anisotropy parameter, β, near zero at low eKE that becomes increasingly positive

as the eKE rises.

3.3.2 Calculations

The structures found in our previous work[205] on the TiO 0/–
2 +H2O reaction were

used as starting points for minimum energy structure searches. Figure 3.4 shows

the minimum energy structures found on the anionic and neutral ZrO3H2 potential

energy surfaces, along with corresponding zero–point corrected energies relative
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Figure 3.3: Photoelectron angular distributions for peaks A, B, C, and D of

ZrO3H2
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Figure 3.4: Optimized geometries of anionic and neutral ZrO3H2 found with

ωB97XD/SC. Energies are provided relative to the 1-1a geometry of the anion

and include zero-point corrections. Geometric parameters are also provided.
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to 1-1a. Cartesian coordinates for these optimized structures are provided in

appendix B. In agreement with previously reported work by Dixon and co-workers

[231] and similar to our previous report on TiO(OH)2,[205] a dissociative adduct (1-

1a′) with a cis-OH geometry was found to be the lowest energy neutral structure.

Similarly, the 1-1a geometry was found to be the lowest energy anion structure.

Two other structures were identified for both neutral and anion states, labeled 1-1b

(trans–OH) and 1-1c (molecularly adsorbed). Structure 1-1b differs from 1-1a by

rotation of one hydroxide ligand and lies only 0.07 eV above the global minimum.

Thus the two structures, 1-1a and 1-1b, are conformers related by OH bond

rotation with a barrier in the anion of 0.016 eV. The neutral trans-hydroxide 1-

1b′ lies at 0.07 eV above neutral 1-1a′, while the lowest energy neutral molecularly

adsorbed species is 3.11 eV above the anion minimum while it’s anion is 2.14 eV

above the minimum of the anionic cis structure. Interestingly, unlike TiO3H
0/–
2 , the

ZrO3H
0/–
2 dissociative adducts are found to have non-planar optimized structures.

Given its high relative energy with respect to the dissociative adducts, the molec-

ularly adsorbed adduct 1-1c was excluded from further consideration. The cal-

culated adiabatic detachment energies (ADEs) for 1-1a and 1-1b, 1.04 eV and

1.11 eV respectively, are both in good agreement with the experimental value of

1.1636(5) eV, determined by the position of peak A. NIO analysis for both 1-1a and

1-1b shows the detached electron originates in the anion HOMO, which is localized

on Zr and strongly resembles a metal dz2 orbital (Fig. 3.5). The similarity of the

NIO results suggests that both structures should have similar photodetachment

cross-sections and angular distributions.

3.4 Analysis

3.4.1 Assignment of spectra

To examine the possible contributions of the two candidate structures and whether

one or both of them are responsible for the observed experimental detachment

transitions, we considered FC simulations for electron detachment from both iso-

mers, shown as red sticks for 1-1a and blue sticks for 1-1b in Fig. 3.6 and 3.7,
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(a) (b)

Figure 3.5: NIO describing the electron detachment from the anion of 1-1a (a)

and 1-1b (b) to corresponding ground electronic state of the neutral species.

using experimental frequencies when available. Simulated spectra using unscaled

frequencies are shown in Fig.3.8. Each isomer has distinct FC progressions; that

corresponding to 1-1a shows a short progression in the out-of-plane bending mode,

ν12 (ω12a = 73 cm−1), while that of 1-1b shows an extended progression for the

same mode (ω12b = 67 cm−1), owing to a greater change in the dihedral angle be-

tween 1-1b and 1-1b′ than in the 1-1a manifold as outlined in Tables S7 and S8.

Further, FC-simulations for the 1-1b manifold show considerably more structure

due to activity along the ν10 and ν11 O-H wagging modes (ω10b = 167 cm−1, ω11b

= 115 cm−1) that serve as the isomerization coordinate to the 1-1a′ structure.

As shown in Fig. 3.6, simulation of detachment from 1-1a only replicates features

A, B, P, Q, and V of the cryo-SEVI spectrum of ZrO3H2, failing to capture the

majority of the observed structure. Conversely, simulations for the 1-1b isomer

capture the majority of the spectral structure, but fail to replicate the doublets B/C

and O/P observed in the high-resolution traces. A composite of both simulations

replicates the observed experimental spectrum well, including the doublet structure

of peaks B/C and O/P, suggesting the presence of both isomers in the experiment.

In addition to enabling identification of the anion isomers, the well-resolved vibra-

tional structure in the spectra allows us to determine vibrational frequencies of the

neutral 1-1a′ and 1-1b′ isomers of ZrO(OH)2 and ZrO(OD)2, as reported in Tables

1 and 2, respectively. Remarkably, we are able to distinguish features arising from

transitions along the ν12 modes of the 1-1a′ and 1-1b′ isomers, despite their fre-
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Figure 3.6: Cryo-SEVI spectra of ZrO3H
–
2 overlaid with Franck-Condon stick

spectra for the 1-1a (red) and 1-1b (blue) isomers.

Figure 3.7: Cryo-SEVI spectra of ZrO3D
–
2 overlaid with Franck-Condon stick

spectra for the 1-1a (red) and 1-1b (blue) isomers.
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(a) (b)

(c) (d)

Figure 3.8: Cryo-SEVI spectrum of ZrO3H2 (top row) and ZrO3D2 (bottom row)

with Franck-Condon simulations for detachment from the 1-1a and 1-1b anion

structures using neutral frequencies that have not been scaled.
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quencies differing by only 6 cm−1. One dominant pattern in the spectrum (peaks

C, E, and H in both ZrO(OH)2 and ZrO(OD)2) corresponds to a progression of

the ν12 out-of-plane bend of the 1-1b′ isomer with a vibrational frequency of 73(3)

cm−1 (69(3) cm−1 in ZrO(OD)2). Further, agreement between experimental and

computational results allows for assignment of peaks D, F, and N to the vibrational

fundamentals of the ν11, ν10, and ν8 modes of the 1-1b′ isomer, allowing for the

determination of their vibrational frequencies as 115(3), 167(2), and 358(3) cm−1

(110(4), 155(3), and 347(5) cm−1 in ZrO(OD)2).

Table 3.1: Summary of electronic and vibrational energies for neutral ZrO(OH)2
extracted from the cryo-SEVI experiment compared to the (unscaled) results from

ωB97XD/SC calculations.

1-1a′ 1-1b′

Exp Theor Exp Theor

ADE (eV) 1.1636(5) 1.04 1.1636(5) 1.04

ν5 (cm−1) 597(2) 622.8

ν6 (cm−1) 429(6) 513.7

ν8 (cm−1) 358(3) 416.8

ν9 (cm−1) 388(4) 428.8

ν10 (cm−1) 167(2) 191.0

ν11 (cm−1) 167(2) 170.3 115(3) 141.0

ν12 (cm−1) 67(3) 87.6 73(3) 75.0

A similar treatment can be applied for the detachment transition to 1-1a′. Features

B, F, P, Q, and V correspond to transitions involving one quanta along the ν12, ν11,

ν9, ν6, and ν5 normal coordinates, allowing for determination of their vibrational

frequencies as 67(3), 167(2), 388(4), 429(6), and 597(2) cm−1 in ZrO(OH)2. The

same vibrational modes are observed in the deuterated spectra, with the excep-

tion of the ν5 mode owing to the truncation of this spectra before its appearance,

appearing as features B, F, P, and T with vibrational frequencies of 65(3), 155(3),

384(5), and 425(3) cm−1. The remaining structure in both spectra corresponds
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Table 3.2: Summary of electronic and vibrational energies for neutral ZrO(OD)2
extracted from the cryo-SEVI experiment compared to the (unscaled) results from

ωB97XD/SC calculations.

1-1a′ 1-1b′

Exp Theor Exp Theor

ADE (eV) 1.1616(7) 1.04 1.1616(7) 1.04

ν6 (cm−1) 425(3) 395.2

ν8 (cm−1) 347(5) 316.4

ν9 (cm−1) 384(5) 323.8

ν10 (cm−1) 155(3) 181.1

ν11 (cm−1) 155(3) 159.9 110(4) 117.3

ν12 (cm−1) 65(3) 82.4 69(3) 70.9

to transitions with excitation along multiple vibrational modes; details of these

assignments can be found in Tables 3.3 and 3.4 for ZrO(OH)2 and ZrO(OD)2,

respectively. Given that the 1-1b simulations reproduce most of the spectral fea-

tures observed, one needs to consider if it is possible to interpret the spectrum with

this isomer alone. Previous cryo-SEVI studies have uncovered myriad non-Born

Oppenheimer behavior in small molecules that fail to be reproduced by FC simu-

lations, most notably vibronic coupling.[253, 254, 255, 256] The signatures of this

phenomenon in cryo-SEVI are well established, arising due to borrowed electronic

character from an excited state.[205, 254, 256, 257, 258, 259, 260] Among these sig-

natures are differing photoelectron angular distributions between transitions that

are allowed only through vibronic coupling and those that are FC-allowed.

In the present work, doublet splittings of peaks B and P are notably absent from the

1-1b simulations. For peak B to correspond to a vibronic coupling induced tran-

sition, as opposed to a Franck-Condon allowed transition within the 1-1a band of

transitions as listed in Table 1, would require a non-totally-symmetric vibrational

frequency on the order of 70 cm−1 in the 1-1b′ isomer. No calculated frequency is

within a factor of 2 of this value; indeed, the best candidate is the ν11 mode (ω11 =
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141 cm−1) corresponding with the transition that produces peak D. Further, the

PADs of features B/C do not differ from one another, as shown in Fig. S10. The

similar PADs for detachment from both isomers are in agreement with our NIO

analyses that suggest the detached electron resides in a similar orbital for 1-1a

and 1-1b, resulting in outgoing electrons with similar partial wave composition.

As the measured PADs reflect the angular momentum of the detached electron,

they are tied to the electronic character of each photodetachment transition and

are thus expected not to differ between detachment from 1-1a or 1-1b.

An alternative option is that peaks B and P could report on transitions from

or to excited anionic or neutral states. The calculated values of the lowest an-

ion and neutral excited electronic states, 1.5 and 4.5 eV above their respective

ground states, render them inaccessible as the cryogenic nature of the cryo-SEVI

experiment produces ions with electronic temperatures on the order of 10K (0.86

meV)[261, 262, 253] and the photon energies employed in this experiment are <

1.35 eV.

As much of the structure in the 1-1b FC simulation originates from the ν12

umbrella-mode, an alternative possibility for the origin of the doublet structure

of peaks B/C and O/P is inversion doubling. Such a process occurs when a vibra-

tional mode distorts a molecule such that it breaks planar symmetry, leading to a

double-well potential surface splitting the vibrational levels supported by such a

surface, most famously occurring in the umbrella mode of ammonia.[263] If such

a double-well surface is capable of supporting both a left and right wavefunction

on the anionic potential and both sides of the well are populated, this will give

rise to a doublet of transitions following photodetachment.[264, 265] Our calcula-

tions indicate that the inversion barrier for the 1-1b isomer is 1.64 eV, owing to

the large dihedral angle of this structure. Considering the high barrier, we expect

for contributions from tunneling splitting to be too small to observe. The struc-

ture observed in the cryo-SEVI spectra presented is thus most reasonably assigned

to photodetchment from two different anion isomers, each resulting in a neutral

isomer of similar molecular symmetry and overall structure.

The observation of multiple structural isomers in a cryo-SEVI experiment has
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been observed previously in the cryo-SEVI spectra of Ti2O
–
4 and Zr2O

–
4 .[222] In

that work, the spectra were assigned to detachment from anionic structural isomers

with relative energetics (6.7 kJ/mol and 10.5 kJ/mol, respectively) that are com-

parable to those reported in the present study (7.5 kJ/mol).[222] The assignment

to two different isomers of Ti2O
–
4 and Zr2O

–
4 was suggested and supported by FC

progressions with dichotomous PADs and notably different onsets resulting from

unique adiabatic detachment energies for each isomer. As the structures observed

here are conformers related by a bond rotation, it is unsurprising that neither

the PADs or ADEs differ substantially in the present work, suggesting the 1-1a

and 1-1b isomers have ADEs lying within our experimental resolution (2 cm−1).

This result is consistent with the calculated energetics that show the energy dif-

ference between the cis and trans conformers are virtually identical in the anion

and neutral.

3.4.2 Comparison to TiO(OH)2

The presence of two low-lying anion isomers of the ZrO2 + H2O dissociative adduct

is in contrast with our previous findings for the Ti-containing analogue of this

system, in which we observe detachment solely from the 1-1a isomer.[205] In that

work, the cryo-SEVI spectrum is relatively sparse, displaying less structure in the

first 2,000 cm−1 than is observed in the 800 cm−1 of spectral structure presented

here and shows no signs of contribution from the 1-1b isomer. Given that the

experimental conditions to generate both species differ only by the identity of the

metal target used to generate clusters of interest, the observation of two isomers

in the present study is particularly interesting.

Our calculations show that the energetics of both Ti- and Zr- containing 1-1a and

1-1b anions are nearly identical with the 1-1a structure more stable than 1-1b

by 0.08 and 0.07 eV in the Ti- and Zr- systems, respectively. Further, the calcu-

lated barriers to interconversion between the cis-1-1a and trans-1-1b structures

are similar for these two systems. Here, we calculate the cis-to-trans barrier for

TiO(OH) –
2 to be 803 cm−1 (0.100 eV) while the trans-to-cis barrier is 159 cm−1

(0.020 eV). For ZrO(OH) –
2 , these barriers are calculated as 737 cm−1 (0.091 eV) and
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Table 3.3: Peak positions, shifts from peak A, and assignments for the detachment

transitions in the cryo-SEVI spectrum of ZrO(OH) –
2 . Uncertainties in peak po-

sitions correspond to one standard deviation obtained from a Gaussian fit to the

corresponding feature in the high-resolution scan.

Peak eBE Shift Assignment

1-1a′ 1-1b′

A 9385(4) 0 00
0 00

0

B 9452(4) 67 121
0

C 9458(4) 73 121
0

D 9500(4) 115 111
0

E 9529(4) 144 122
0

F 9552(2) 167 111
0 101

0

G 9570(4) 185 111
0121

0

H 9613(4) 228 123
0

I 9624(2) 239 101
0121

0

J 9659(6) 274 91
0121

0

K 9666(4) 281 124
0

L 9705(6) 320 101
0122

0

M 9712(6) 327 111
0123

0

N 9743(4) 358 81
0

O 9763(4) 378

P 9773(4) 388 91
0 101

0123
0

Q 9814(12) 429 61
0 81

0121
0

R 9844(6) 459 91
0121

0 101
0111

0121
0

S 9887(8) 502 61
0121

0 113
0122

0

T 9933(3) 548 101
0112

0122
0

U 9939(4) 554

V 9982(1) 597 51
0 71

0111
0121

0
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Table 3.4: Peak positions, shifts from peak A, and assignments for the detachment

transitions in the cryo-SEVI spectrum of ZrO(OD) –
2 . Uncertainties in peak po-

sitions correspond to one standard deviation obtained from a Gaussian fit to the

corresponding feature in the high-resolution scan.

Peak eBE Shift Assignment

1-1a′ 1-1b′

A 9369(6) 0 00
0 00

0

B 9434(3) 65 120
1

C 9438(3) 69 120
1

D 9479(5) 110 110
1

E 9504(5) 135 120
2

F 9524(3) 155 110
1 100

1

G 9540(4) 171 111
0121

0

H 9579(8) 210 120
3

I 9593(11) 224 111
0121

0 101
0121

0

J 9623(8) 254 111
0122

0

K 9634(7) 265 91
0121

0

L 9669(7) 300 101
0122

0

M 9686(12) 317 111
0123

0

N 9716(7) 347 80
1

O 9729(16) 360 101
0123

0

P 9753(7) 384 90
1

Q 9767(4) 398 113
0120

1

R 9778(3) 409

S 9790(3) 421 81
0120

1

T 9794(1) 425 60
1
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130 cm−1 (0.016 eV), respectively, suggesting one might expect similar populations

of conformers in each experiment.

Given the similarity in the geometries, energetics, and barriers of these clusters, it

is likely that the observation of both the 1-1a and 1-1b species in ZrO(OH) –
2 but

not TiO(OH) –
2 results from disparate ion temperatures in these two systems. Such

a disparity could result from the method by which these clusters are generated

– laser ablation of a metal target generates a hot plasma that condenses to form

the clusters of interest. It is well established that the cluster condensation process

results in significant heating,[266] as the binding energy of each additional atom is

deposited into the cluster. Given that such growth events can occur late in the clus-

tering channel and the bond enthalpy of Zr-O exceeds that of Ti-O by nearly 100

kJ/mol,[267] it is likely these two systems will have differing thermal populations

prior to entering the cryogenic trap, with ZrO(OH) –
2 hotter than TiO(OH) –

2 . The

increased temperature will enhance the population of higher lying isomers relative

to the global minimum structure and such a distribution is likely to be mirrored in

the trap, as buffer gas cooling is known to favor kinetic trapping.[268, 269] Such

a result would agree with previous cryo-SEVI studies of clusters, where we find

trapping of ions in low-lying local minima.[222, 270, 271]

It should also be noted that in the case of TiO3H2, the appearance of the umbrella

mode (ν12 here, ν8 in TiO3H2) was ascribed to vibronic coupling,[205] while no

such non-Born-Oppenheimer process is observed here, despite similar energetics

for the states involved. In that work, the Ti-containing analogue was determined

to be a planar C2v structure in both its neutral and anionic forms, resulting in an

FC-forbidden umbrella mode, as the out-of-plane motion of this vibrational mode

breaks the C2v symmetry of the molecule. Conversely, the Zr-containing systems

presently observed are non-planar Cs structures with dihedral angles ranging from

20°-30° whose molecular symmetry is not perturbed by the umbrella mode. While

this motion can only be observed through vibronic coupling in the Ti-system, such

a mode is readily accessible for ZrO3H2 without violating the Born-Oppenheimer

approximation.
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3.5 Reactivity of MO2 with H2O

The cryo-SEVI spectrum of unreacted ZrO –
2 has been previously reported, giving

an electron affinity of 1.6397(5) eV for the singlet ground state of ZrO2.[223] The

electron affinity of the ZrO(OH)2 dissociative adducts reported here are lower by

nearly 0.5 eV, suggesting the neutral ZrO2 + H2O → ZrO(OH)2 reaction is more

exothermic than its anionic counterpart. The reaction with water to form the

dissociative ZrO(OH)2 adduct stabilizes neutral ZrO2 more than it does the anion,

implying that the neutral, which has a zirconium center with a +4 oxidation state,

is more reactive toward water than anionic ZrO2 where Zr has an oxidation state of

+3. A similar trend in electron affinities was seen for TiO2 and TiO(OH)2. Taken

together, these results suggest that this charge effect likely derives from donation

of electron density from the incoming water molecule to the metal center, favoring

a higher oxidation state.[205]

Notably, the measured difference in EA for the Ti–containing system was roughly

0.3 eV, suggesting that the addition of water to the Zr-based system stabilizes

ZrO2 relative to its anion a full 0.2 eV (19.2 kJ/mol) more than the Ti–based sys-

tem. In turn, this implies an increased reactivity of the ZrO2 moiety compared to

TiO2. As single site catalyst studies have found high photocatalytic activity at-

tributed to the increased reactivity of single TiO2 structures anchored onto porous

surfaces,[272, 273] the results presented here show promise for the development of

Zr-based analogues with increased efficiency. While it is difficult to make a direct

comparison between the chemistry occurring at the bulk surface and the gas-phase

ZrO 0/–
2 reaction, the trends reported here do reflect the electrochemical behavior

of the bulk,[273] especially with respect to a higher oxidation state resulting in a

more energetically favorable interaction with water.

3.6 Conclusion

A joint DFT and high–resolution photoelectron study has been used to investigate

the hydrolysis of ZrO 0/–
2 . Experimental spectra of ZrO3H

–
2 are reported using slow

electron velocity map imaging of cryogenically cooled anions, revealing the presence
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of two dissociative adduct conformers and yielding insights into the vibronic struc-

ture and energetics of the corresponding neutral species. The high resolution af-

forded by this technique reveals a dense vibrational manifold dissimilar to the well–

separated peaks obtained in the cryo-SEVI study of the titanium analogue.[205]

Franck-Condon simulations for both the cis– (1-1a) and trans–dihydroxide (1-1b)

structures are required to fully reproduce the complicated cryo-SEVI spectra, rep-

resenting the first report of the trans–hydroxide (1-1b) structure of the ZrO3H2

system. The appearance of these two isomers is attributed to differing cluster

temperatures prior to reaction with H2O or D2O, resulting in an enhancement of

the population of structure 1-1b in ZrO3H
–
2 . Further, the greater stabilization

of water-splitting by ZrO2 than TiO2 suggests higher reactivity for Zr-based cat-

alysts, offering new insights into the development of single-site catalysts for H2

production.

67



Chapter 4

Modeling Excited–Sates with

PIMOM

As we do these fruitful collaboration, what we have not mentioned yet, is the

process that involves doing the necessary simulations. There are couple challenges

that we face when doing such calculations, one of them is locating the excited state.

Sometimes, getting such a state can be important but also tricky. Particularly in

the case of the Titanium, locating the excited state was important to explain the

experimental spectra. This motivated the work that I will discuss here. These

challenges drove researching ways to locate exotic states efficiently. Having an

efficient model is crucial to evaluate the second derivatives to simulate the desired

spectra. Evaluating the second derivatives is currently available within the linear

response models but they get computationally expensive and prohibitive with large

systems. Given the mentioned considerations we have investigated the usage of

ground state based methodologies to model excited states.

4.1 Introduction

After discussing some advantages and disadvantages of single- and multi-reference

methods, we are going to discuss another single-reference approximation. Recall-

ing some of the failures in widely used single-reference methods, TD-DFT and

CIS, such as the inability to describe double excitations [274], inaccurately de-
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scribing charge-transfer and Rydberg states[75, 76], as well as, the overestimation

of excitation energies with CIS.[56, 57] This leads us to explore another single-

reference methodology to explore excited states, specifically Δ-self–consistent–field

(Δ-SCF).

In this chapter, we present several Δ-SCF-based methods, highlight their pros

and cons, and then introduce an affordable computational algorithm termed the

projection initial maximum overlap method (PIMOM). After presenting the PI-

MOM method, the metric Nvirt is outlined to assess the behavior of the proposed

method. we examine the performance of PIMOM with single excitations, double

excitations, and one-electron ionizations for different molecular systems.

4.1.1 Overview on ∆-SCF Methods

Single–configuration SCF approximations are essential for determining the ground

state energies of atoms and molecules. The HF method is the simplest of the SCF

approximations, and the fundamental scheme for finding the best possible one–

electron wave–functions to use in approximating the exact wave–function of multi–

electron systems. In computational quantum chemistry, these one–electron wave–

functions represent the primary reference for correlated models such as coupled–

cluster theory,[275, 276, 277, 28] multi–configurational SCF models,[275, 278, 279,

280, 281] Møller–Plesset perturbation models,[275, 28, 282] etc. The one–electron

scheme presented in the HF SCF definition may be improved in the KS formulation

of DFT. The DFT approach may correct the HF results by incorporating some

of the missing electron–electron interactions and the Coulomb repulsion terms

missing in HF. Because of its reduced computational cost, density functional SCF

techniques have significantly impacted the avenues for which ground state energies

are computed in quantum chemistry and other related fields.

HF and DFT procedures follow a linear variational method, which causes SCF

energies to be an upper bound to the exact energy of a system. Thus, the lowest

ground state energy that can be computed using the HF SCF method will be the

most accurate energy for the many–body system approximated as solutions of many

one–electron problems. In many computational implementation and algorithms
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for the HF and KS methods, the SCF formulation has at its core, the Aufbau

principle.[283, 284, 285] However, the applications of the SCF procedures within an

Aufbau principle scheme have been mainly limited to investigation of ground state

problems, whereas SCF procedures within a non–Aufbau scheme have been shown

to provide access to different electronic states. This suggest that non–Aufbau SCF

approximations may be used to explore chemical properties of molecular systems

within different states, including electronic excited and ionized states.[286, 287,

283, 288]

Efficient and reliable methods for studying excited electronic states and exotic

ground state problems are essential for the application of electronic structure

theory to frontier problems in chemistry. In the last few decades, computa-

tional chemistry has seen extraordinary advances in ground state and excited state

methodologies.[289, 290, 291, 292, 293] In particular, ground state KS DFT and

linear response TD-DFT have become the workhorses of modern computational

chemistry. Despite these advancements, practitioners still often experience signif-

icant challenges with both ground and excited state calculations. In many cases,

the desired electronic structure can be quite challenging to locate as part of stan-

dard SCF optimizations, if not entirely elusive. Without a reliable methodology

or metric to guide these choices, such studies often rely on equal parts of science

and art by the practitioner.

For cases where TD-DFT approximations fail to correctly describe molecular sys-

tems, excited state approximations based on SCF solutions offer an alternative

approach. Different excited states may be approximated by independent SCF so-

lutions. This approach for computing excited state energies is often referred as the

Δ-SCF approximation. Excited state energies may be provided by differences in

the total energies of two different SCF solutions. This scheme for describing ex-

cited states, known as Δ-SCF, provides excitation energies that account for orbital

relaxation corrections.

In the last decade, a plethora of different approaches for the Δ-SCF procedure

have been proposed in the literature, from which the maximum overlap method

(MOM) has been the most explored approach. [294, 275, 295] MOM and its prede-
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cessor, the initial maximum overlap method (IMOM), have shown great success in

converging solutions corresponding to different electronic excited states. In these

methodologies, the orbital population in the SCF procedure is dictated by the

overlap between the occupied orbitals on successive SCF iterations instead of the

Aufbau principle.

maximum overlap method (MOM)-based approaches have been applied to core-

level excitation energies, valence excitations, and excited state geometries.[294, 275,

295] Despite these successes, such techniques can be sensitive to the SCF optimiza-

tion algorithm and to the given MO guess; thus, the desired non-Aufbau solution

can be challenging to obtain. Responding to this observation, multiple groups

have proposed alternative algorithms for driving SCF searches to non-Aufbau so-

lutions. Two recent algorithms are the squared–gradient minimization[296] and

the state–targeted energy projection.[286]

In the hait2020excited approach, the saddle-point optimization is switched into

a proper minimization by optimizing the square of the orbital gradient rather

than the energy Lagrangian. This approach may avoid variational collapse in the

SCF procedure; however, the method is 2-3× more computationally expensive

than the traditional SCF algorithm and may converge to solutions that do not

correspond to stationary points in SCF space. The second recent alternative,

carter2020state, is closely related to the Big Shift method proposed by Zernert and

co-workers in 1982.[297] carter2020state and Big Shift schemes decrease occupied–

virtual rotations during SCF iterations by introducing a modified level shift to

guide the MO optimization toward a target solution.

A primary attraction of MOMs is the simplicity of the approach. Indeed, most

MOMs essentially integrate into SCF programs and used with existing SCF gradi-

ent, hessian, and property codes. Nevertheless, there are important and recognized

limitations and challenges with MOMs. Whereas recent literature has thoroughly

demonstrated the successful use of such models,[298, 296, 294, 275, 295] a challenge

that remains is the documented dependence of SCF success on the definition of the

modified Aufbau metric (vide infra).[299, 300, 301, 302, 297, 303, 304, 305, 296]

In this Chapter, we present a projector-based method that can be added to the

71



4.2. PIMOM CHAPTER 4. MODELING EXCITED–SATES WITH PIMOM

MOM family of methods. We examine the use of MOM and initial maximum over-

lap method (IMOM) approaches with a non-Aufbau metric based on a projection

operator describing a target density in the basis of the current MOs at each SCF

iteration. The formulation of the projection maximum overlap method (PMOM)

and PIMOM presented in this work provides a simple, yet highly effective, alter-

native to previous metrics, as well as a useful relationship to population analysis.

Based on this formulation, we provide a convenient diagnostic metric, Nvirt, de-

scribing the agreement between target and actual states. The remainder of this

chapter describes the PMOM/PIMOM approach, demonstrates the performance

of the methods, and illustrates the use of the Nvirt diagnostic metric.

4.2 PIMOM

4.2.1 Theory

As mentioned above, using MOM-like approaches to drive SCF solvers toward a

solution resembling a target electronic structure has been demonstrated in the lit-

erature for some time.[306, 307, 297, 302, 300, 308, 309, 310, 311, 312, 294, 275,

295, 313, 314] In this section, we describe our construction of a projection-based

framework and a proposed metric for quantitatively assessing the relationship be-

tween target and current electronic structure (either specific iterations during the

SCF procedure or the converged SCF result). For the remainder of this section,

indices employ Pople’s convention.[315] Specifically, Greek letters are used to de-

note atomic orbitals (AOs) and Roman letters denote MOs. MO indices i, j, k, . . .

denote occupied MOs; a, b, c, . . . denote virtual MOs; and p, q, r, . . . denote all

(both occupied and virtual) MOs. In what follows, the MO coefficients for the

target and current electronic structures are given by matrices Ctarget and C; the

AO overlap matrix is given by matrix S.

This report focuses on the recent MOM implementations by Gill and co-workers,

which can be categorized into two general variants.[294, 275, 295] The first category

uses the occupied molecular orbitals generated in each SCF cycle as the target state

for the next SCF cycle – referred to as MOM. The second approach uses the initial
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guess, often prepared by a user from a previous calculation, as a pinned target

state for all SCF cycles – referred to as IMOM. In both cases, the SCF procedure

is carried out using a modified Aufbau principle where a measure of overlap, or

agreement, of each MO with the target state is used in lieu of the canonical MO

Fock operator eigenvalues.

The modified Aufbau rule used in MOM schemes can be defined according to an

ordered list of metrics, {sp}. In general, this list aims to quantify the overlap of each

current MO with the occupied MO sub-space of the target state. A variety of {sp}
definitions have appeared in the literature. Three such definitions include giving

{sp} as the sum of target–occupied–MO/current–MO overlap elements,[313, 295]

sp =
∑
i

〈
itarget

∣∣ p〉 =
∑
µν

∑
itarget

Ctarget
µi SµνCνp, (4.1)

as the square root of the previous sum,[275]

sp =

(∑
i

〈
itarget

∣∣ p〉)1/2

=

(∑
µν

∑
itarget

Ctarget
µi SµνCνp

)1/2

, (4.2)

and as the square-root of the sum of squared target occupied MO/current MO

overlap integrals,[294]

sp =

(∑
i

∣∣〈itarget
∣∣ p〉∣∣2)1/2

=

[∑
µν

∑
itarget

(
Ctarget
µi SµνCνp

)2

]1/2

. (4.3)

An alternative construction for the modified Aufbau metric, sp, may be derived

using a projection operator. We refer to this approach as PMOM (or PIMOM

when the target is the initial determinant). The PMOM/PIMOM scheme begins

by defining the target system’s density operator, Ptarget, which projects a ket onto

the occupied MO space of the target system:

Ptarget =
∑
i

∣∣itarget
〉〈
itarget

∣∣ . (4.4)

This projection operator can be represented in the basis of the current MOs at

each SCF cycle as

P target
pq =

〈
p
∣∣Ptarget

∣∣ q〉 =
∑
i

〈
p
∣∣ itarget〉 〈itarget ∣∣ q〉. (4.5)
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Note that both occupied and virtual current-cycle SCF MOs are necessary to

provide a complete basis. When the SCF procedure is carried out in the AO basis,

Eq. (4.5) is given by

P target
pq =

∑
i

∑
µν

∑
λσ

CµpSµλC
target
λi Ctarget

σi SσνCνq, (4.6)

where C, Ctarget, and S are the current set of MO coefficients, target system MO

coefficients, and the AO overlap matrix respectively.

Given that the MO basis is orthonormal, P target
pq can be used to give the target

density’s gross Mulliken populations partitioned into the current MO basis. With

this in mind, the PMOM and PIMOM models define the modified Aufbau metric,

sp, as

sp =
∑
q

P target
pq . (4.7)

In cases where the current set of occupied MOs results in the same electron density

as the target system,

nel =
∑
i

si, (4.8)

where nel is the number of electrons. This observation suggests a simple metric for

quantifying agreement between the current and target electron densities. Specifi-

cally, we define Nvirt as the projection of the current virtual MOs onto the target

system’s occupied MOs,

Nvirt = nel −
∑
i

si =
∑
a

sa, (4.9)

where Nvirt is in units of electrons. We note the conceptual similarity of our Nvirt

metric with the excitation number described by Gill and coworkers and promotion

number by Head-Gordon et al.[316, 294, 317] In all cases, these different metrics use

changes in electron density (in units of electrons) to describe differences between

wave functions (or determinants).

Figure 4.1 shows a flowchart demonstrating a standard MOM algorithm. As

shown,the algorithm starts with an initial guess that is typically provided by the

user and often models a desired electronic excited state. This initial guess pro-

vides the atomic overlap and the molecular coefficients that are used to define the
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Figure 4.1: Standard PMOM(left)/PIMOM(right) SCF algorithm flowcharts.

projector that is used in each SCF iteration. After the projection of the current

SCF state the orbitals are re-arranged and the convergence of the SCF is tested;

the process repeats until convergence is met.

4.2.2 Numerical Tests

The MOM, IMOM, PMOM, and PIMOM methods have been implemented in a lo-

cal development version of the Gaussian suite of electronic structure programs.[318]

To demonstrate and validate PMOM and PIMOM, this section considers repre-

sentative sets of singly excited states, double excited states, and ionized states.

Converged electronic structures were characterized by visualization of occupied

MOs and using a modified form of the natural ionization orbital (NIO) program

by Hratchian and coworkers.[319, 320, 321] Further assessment was carried out

by calculation of Δ-SCF results. Initial guess MOs were selected based on the
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ground-state, HF-optimized reference. Excited state guesses were generated by

obeying the excited state orbital-symmetry, i.e. a pair of the converged ground

state orbitals were permuted to yield the correct symmetry of the desired excited

state. In cases where molecular symmetry descriptors were not available, natural

orbitals were used to define the initial guess reference for the PIMOM method.

The sub-sections below consider different categories of benchmark systems, as dis-

cussed above. The performance for each of the MOM, IMOM, PMOM, and PI-

MOM approaches was evaluated using the number of SCF iterations needed to

converge to the desired electronic structure; calculations were considered failed if

convergence was not achieved within 500 SCF iterations. A letter “f” is used below

to indicate a calculation that converged to an incorrect state or failed to converge

within 500 iterations. Calculations that incorrectly converged to the ground state

solution were characterized as a variational collapse result and are recorded below

as “v.c.”

4.2.2.1 Single excitations

A set of representative molecules for the calculation of single exited states, shown

in Fig. 4.2, were selected from the literature.[322, 299] All computations were

carried out using the Hartree–Fock and B3LYP methods in combination with the

Karlsruhe basis set Def2-TZVP (see Table 4.1). When the various tested SCF

driver techniques successfully led to convergence to the desired electronic state, the

resulting Δ-SCF excitation energies were in good agreement with reference values

(see appendix C). MOM failed to access any of the desired states in this test set.

IMOM also failed to locate the desired electronic structure in most cases, though

IMOM did converge to the correct structure for the π → 3s tetrafluoroethene

excited state at the HF level. PMOM was able to access the desired states for

all molecules except nitrobenzene at the HF level, where the calculation exhibited

variational collapse to the ground state solution.

PIMOM, on the other hand, successfully led to SCF solutions corresponding to all

desired states with both model chemistries. Though IMOM, PMOM, and PIMOM

are all able to converge to the same excited state for many of the included test
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molecules, the number of SCF iterations needed to converge in each case varied.

For instance, IMOM required more iterations to converge than PMOM and PI-

MOM in the case of the tetrafluoroethene molecule, whereas for nitrobenzene the

iterations needed using PIMOM were significantly fewer than needed with PMOM

calculations.

Figure 4.2: Representative set of molecules for singly excited states

The Nvirt value, Eq. 4.9, is an additional metric to evaluate converged states

and is reported for all cases studied in Table 4.2. In the case of the MOM and

IMOM methods, the value of Nvirt is larger than one. Larger Nvirt values represent

multiple-electron deviations from the user-defined target electronic structure. In

the case of the converged states with PMOM and PIMOM, the values of Nvirt are

small, which support the notion that the projection-based methods perform well

at driving the SCF program to the desired target electronic structure. Fractional

Nvirt values in these cases may be interpreted as the result of orbital relaxation

as our target electronic structures were defined by an occupied-virtual permuta-

tion of the ground state MO structure. As shown in Table 4.1, PMOM has a

v.c. result for nitrobenzene ground state. In this case, Nvirt = 1 indicating that

the user-provided target single electron excitation and ground state differ by one

occupied-to-virtual transition. For the included vanadium and cobalt complexes,
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Molecule Model Chemistry Transition MOM IMOM PMOM PIMOM

Propenal
B3LYP/Def2TZVP n→ π∗ f f 15 15

HF/Def2TZVP n→ π∗ f f 18 18

Propanamide
B3LYP/Def2TZVP n→ π∗ f f 19 19

HF/Def2TZVP n→ π∗ f f 32 31

Tetrafluoroethene
B3LYP/Def2TZVP π → 3s f f 11 11

HF/Def2TZVP π → 3s f 18 16 16

Nitrobenzene
B3LYP/Def2TZVP π → π∗ f f 29 21

HF/Def2TZVP π → π∗ f f v.c 44

Vanadium tetrachloride
B3LYP/LANL2DZ 4T2 f f 19 19

HF/LANL2DZ 4T2 f f 13 13

Cobalt tetraiodide
B3LYP/LANL2DZ 4T2 f f 13 13

HF/LANL2DZ 4T2 f f 16 16

Table 4.1: Number of SCF iterations required to converge to the targeted singly

excited state. The failure of the SCF procedure to converge to either the target

or any solution is indicated with the letter "f," whereas variational collapse is

indicated by "v.c."

the 4T2 state has previously only been accessible via the guided SCF method.[299]

The current work demonstrates that PMOM and PIMOM were able to reproduce

the same results.

Figures 4.3 and 4.4 show the progress of the SCF procedure for the case of the

π → π∗ excitation of nitrobenzene. Energy as function of SCF cycle number is

shown in Fig. 4.3; the metric Nvirt as function of the SCF cycle number is presented

in Fig. 4.4. As shown in Fig. 4.3(a), MOM and IMOM present a high degree of

energy oscillations after a few SCF iterations (5 iterations) and the SCF energy

in these cases eventually diverges from the desired final state energy. This is

also reflected in the value of Nvirt. In both MOM and IMOM calculations, Nvirt

presents iterations with quite large values. These two observations suggest that

MOM and IMOM, in the current implementation and using the simple initial guess

wave functions employed here, can drift far from the desired solution.

Figures 4.3 and 4.4 also show results for PMOM and PIMOM calculations. The

behavior of PMOM leads to variational collapse to the ground state with a Nvirt

78



4.2. PIMOM CHAPTER 4. MODELING EXCITED–SATES WITH PIMOM

Figure 4.3: Energy convergence to SCF solutions for the excited state of nitroben-

zene with MOM (red traces), IMOM (green traces), PMOM (orange traces), and

PIMOM (blue traces). Plot (a) shows the results of all the approaches while (b)

shows PMOM and PIMOM only. The first 45 cycles are shown. MOM and IMOM

did not converge after 500 cycles, PMOM collapsed to the ground state after 27

cycles, and PIMOM converged after 44 cycles.
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Figure 4.4: Nα
virt metric at each SCF iteration for the excited state of nitroben-

zene with MOM (red traces), IMOM (green traces), PMOM (orange traces), and

PIMOM (blue traces). Plot (a) shows the results of all the approaches while (b)

shows PMOM and PIMOM only. The first 45 cycles are shown. MOM and IMOM

did not converge after 500 cycles, PMOM collapsed to the ground state after 27

cycles, and PIMOM converged after 44 cycles.
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Molecule Model Chemistry MOM IMOM PMOM PIMOM

Propenal
B3LYP/Def2TZVP 3.1 | 4.2 3.1 | 8.1 0.1 | 0.1 0.1 | 0.1

HF/Def2TZVP 4.0 | 6.3 5.1 | 6.1 0.4 | 0.1 0.4 | 0.0

Propanamide
B3LYP/Def2TZVP 6.0 | 1.1 10.5 | 11.1 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 2.8 | 7.1 6.7 | 9.1 0.6 | 0.1 0.6 | 0.1

Tetrachloroethane
B3LYP/Def2TZVP 1.0 | 1.0 2.0 | 1.0 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 7.1 | 7.2 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0

Nitrobenzene
B3LYP/Def2TZVP 6.0 | 4.1 1.0 | 4.0 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 17.5 | 15.7 6.0 | 5.0 1.0 | 0.1 0.0 | 0.0

Vanadium tetrachloride
B3LYP/Def2TZVP 7.8 | 6.8 8.4 | 6.3 0.2 | 0.0 0.2 | 0.0

HF/Def2TZVP 7.5 | 7.5 8.2 | 7.0 0.6 | 0.1 0.6 | 0.1

Cobalt tetraiodide
B3LYP/Def2TZVP 11.0 | 7.6 11.9 | 11.8 0.0 | 0.3 0.0 | 0.3

HF/Def2TZVP 7.1 | 6.7 11.0 | 9.1 0.0 | 0.6 0.0 | 0.6

Table 4.2: Values of the Nvirt metric for singly excited states. Values corresponding

to the α and β spin–orbital spaces are separated by a vertical pipe.

value of 1.0. This value corresponds to the one electron difference between the

desired excited state and converged ground state SCF solutions. Again, the Nvirt

metric provides a useful tool for assesing the behavior of such Δ-SCF methods.

On the other hand, PIMOM shows steady convergence to the correct excited state

solution. As expected, Nvirt for the final PIMOM converged wave function is nearly

zero.

4.2.2.2 Double excitations

Figure 4.5 shows a set of arene examples included to study the use of the tested

schemes on double-excitation states. This set has been used in earlier work re-

porting IMOM.[294] We also include the 1σ2
g → 1σ2

u excitation in H2 using the

augmented mcc-pV8Z plus additional 2f2g diffuse functions. In all cases, we were

able to reproduce previously reported energy values. Table 4.3 reports our results

for the arene molecules. The MOM was only able to access one of the targeted

states, whereas IMOM was unable to converge to any of the targets. PMOM and

PIMOM required the same number of iterations to converge to the same energy

values for all states. The values of Nvirt for this set of molecules, shown in Ta-

ble 4.4, are again consistent with our interpretation of Nvirt. For the converged

states, the value of Nvirt is smaller than 1 and corresponds to orbital relaxation in
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the excited state.

Figure 4.5: Representative set of molecules for doubly excited states

Molecule Model Chemistry State MOM IMOM PMOM PIMOM

Benzene
BLYP/6-311G* 5 1Ag f f 9 9

HF/6-311G* 5 1Ag f f 10 10

Napthalene
BLYP/6-311G* 4 1Ag 9 f 9 9

HF/6-311G* 4 1Ag f f 11 11

Anthracene
BLYP/6-311G* 2 1Ag f f 12 12

HF/6-311G* 2 1Ag f f 14 14

Table 4.3: Number of SCF iterations required to converge to the doubly excited

target state. The failure of the SCF procedure to converge to either the target or

any solution is indicated with the letter “f”.

4.2.2.3 Ionizations

Ionized states were evaluated by computing the ionization energy corresponding

to electron detachment from orbitals other than that of the HOMO of the initial

state. Results for a representative set of molecules are presented in Table 4.5,

showing only PMOM and PIMOM successfully accessed all ionized states and did

so within the same number of SCF iterations. MOM and IMOM only converged

to the desired ionized state for formaldehyde. In that particular case, the number

82



4.2. PIMOM CHAPTER 4. MODELING EXCITED–SATES WITH PIMOM

Molecule Model Chemistry MOM IMOM PMOM PIMOM

Benzene
BLYP/6-311G* 4.1 3.3 0.0 0.0

HF/6-311G* 3.3 4.1 0.0 0.0

Naphthalene
BLYP/6-311G* 0.0 10.5 0.0 0.0

HF/6-311G* 10.1 15.9 0.0 0.0

Anthracene
BLYP/6-311G* 8.4 14.0 0.0 0.0

HF/6-311G* 14.8 16.0 0.1 0.1

Table 4.4: Values of the Nvirt metric for the computed doubly excited states.

of SCF iterations was the same as those for PMOM and PIMOM. As in previous

cases, the Nvirt values for the converged states have values less than 1 (Table 4.6).

The ionization energies computed for the converged states are in good agreement

with literature values.[323]

Figure 4.6: Representative set of molecules for ionized states

4.2.3 Conclusions

This work described and assessed the PMOM and PIMOM projection-based pair

of maximum-overlap-methods. For the systems examined here, PIMOM is a par-

ticularly robust member of the maximum-overlap-method family. In particular,

this work has demonstrated that the PIMOM can converge to intended electronic

structure solutions using relatively simple user-provided initial guess reference as

a target wave function. Specifically, this report used permutations of ground state

occupied/virtual MO pairs as initial and target wave functions.

As shown above, the PMOM and PIMOM both perform quite well. Indeed, for

the cases included here, PMOM and PIMOM are the most consistent and efficient

of the MOMs considered. In most cases, PMOM and PIMOM require the same
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Molecule Model Chemistry State MOM IMOM PMOM PIMOM

Propanone
B3LYP/6-311G(d,p) 2b1 f f 13 13

HF/6-311G(d,p) 2b1 f f 16 16

Methanol
B3LYP/6-311G(d,p) 7a′ f f 12 12

Hf/6-311G(d,p) 7a′ f f 18 18

Pyridine
B3LYP/6-311G(d,p) 9b2 f f 14 14

Hf/6-311G(d,p) 9b2 f f 21 21

formaldehyde
B3LYP/6-311G(d,p) 1b1 10 10 10 10

HF/6-311G(d,p) 1b1 13 13 13 13

Table 4.5: Number of SCF iterations required to converge to the correct ionized

state. The failure of the SCF procedure to converge to either the target or any

solution is indicated with the letter "f."

number of iterations to converge. At first glance, this may suggest no apparent

advantage from using PIMOM versus PMOM. However, in cases such as nitroben-

zene, PMOM exhibits variational collapse and results in optimization to the ground

state, which is consistent with previous literature showing that the initial guess

wave function is generally a better target choice for maximum-overlap-methods

than the evolving wave function from the previous SCF cycle.[294]

The presented Nvirt metric provides a simple and conceptually convenient measure

of agreement between the desired target and the current or final SCF results during

a calculation employing a maximum-overlap method. In successful calculations,

Nvirt values were close to zero. For the cases in which a maximum-overlap scheme

failed to converge to the desired solution, the Nvirt values comparing a target SCF

solution and final result were greater than 1. And in cases where the final SCF

solution resulted from variational collapse, Nvirt is roughly equal to the number

of intended excited electrons. We envision using Nvirt during a maximum-overlap-

method based calculation to identify problematic SCF optimizations early in the

iterative process. One could envision incorporating such a metric with tools meant

to stabilize the optimization process, such as the recently reported carter2020state

technique.[286]

Although PIMOM has been shown to be a reliable method for converging chal-
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Molecule Model Chemistry MOM IMOM PMOM PIMOM

Propanone
B3LYP/6-311G(d,p) 4.1 | 3.1 2.1 | 3.1 0.0 | 0.1 0.0 | 0.1

HF/6-311G(d,p) 2.8 | 7.1 6.7 | 6.0 0.6 | 0.1 0.6 | 0.1

Methanol
B3LYP/6-311G(d,p) 1.1 | 3.0 2.0 | 2.0 0.0 | 0.1 0.0 | 0.1

HF/6-311G(d,p) 1.0 | 2.4 1.0 | 1.3 0.0 | 0.6 0.0 | 0.6

Pyridine
B3LYP/6-311G(d,p) 8.7 | 7.3 6.1 | 5.4 0.0 | 0.0 0.0 | 0.0

HF/6-311G(d,p) 6.5 | 6.8 11.0 | 7.3 0.1 | 0.2 0.1 | 0.2

formaldehyde
B3LYP/6-311G(d,p) 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0

HF/6-311G(d,p) 0.0 | 0.1 0.0 | 0.1 0.0 | 0.1 0.0 | 0.1

Table 4.6: Values of the Nvirt metric for the different ionized excited states com-

puted. Values corresponding to the α and β spin–orbital spaces are separated by

a vertical pipe.

lenging SCF solutions, questions remain regarding the resemblance of converged

PIMOM SCF solutions and molecular electronic states and about limitations when

describing wave functions that may be properly multi-determinantal in nature.

The presented PIMOM formulation employs a simple form for the projector op-

erator. In some cases, the Ptarget operator may not be compactly representable

for a system’s Hilbert space. In these cases, one may find degenerate sub-spaces

corresponding to a single eigenvalue of the operator containing multiple (perhaps

infinite) |i〉 〈i|-like terms[324, 325, 326, 327, 328]. For such cases, two-argument

projector operators may be more prudent for the formulation of the PIMOM al-

gorithm. Work exploring such questions is underway.

85



Chapter 5

Good Vibrations: Calculating

Excited State Molecular Properties

Using PIMOM

After developing and testing PIMOM to locate excited states, the next step is to

test the applicability of PIMOM to optimize excited state structures and evalu-

ate molecular properties. In this chapter, I will present and analyse the results

obtained by using PIMOM to optimized and evaluate excited state for a represen-

tative data set.

5.1 Introduction

The interest in electronic excited states arises from their importance in fields as

varied as photochemistry, analytical chemistry, materials science, and biology.[329,

330, 331, 332, 333, 334, 335, 336, 337, 338, 339] Insights into photochemical and

photophysical processes are often reliant on information about excited–state poten-

tial energy surfaces, such as their effects on geometry changes upon excitation.[340,

341] Based on vibrational modes’ dependence on molecular geometries may gener-

ate different vibrations, induce forbidden transitions, or facilitate non–adiabatic

coupling.[342, 343] Advancements in experimental techniques involving exited–

state molecules demand accurate and efficient computational routes to excited–
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state geometries and electronic structure of molecules.

Variational computational chemistry methods based on Slater determinants built of

spin–orbitals provide a foundation for defining and computing SCF, configuration–

interaction, and other types of wavefunctions. These methods and those based on

probability densities constrained by Slater determinant requirements produce rea-

sonable approximations for molecular excited–states and the description of some

of their properties.[9, 344, 345] In particular, computational methods based on the

HF and KS equations have proven effective in calculating binding energies, excita-

tion energies, and corresponding transition probabilities. More precise descriptions

of excited states may be obtained by multiconfigurational methods,[346, 82, 347]

where, in addition to the ground–state Slater determinant, determinants con-

structed via swaps of occupied with virtual orbitals are included in the SCF. In

multiconfigurational methods, Slater determinants are weighted by expansion coef-

ficients obtained variationally by diagonalizing the Hamiltonian matrix.[348] These

expansion coefficients and the spin–orbitals are further optimized in the SCF, which

makes addressing large systems prohibitively expensive computationally.

In the Hartree–Fock theory framework, an alternative for dealing with strongly cor-

related molecular systems is provided by the couple cluster (CC) method, which

is intended as a more efficient procedure to approximate the full configuration–

interaction wavefunction. In general, the accuracy of CC computational methods

depends on the truncation level in the CC expansion, the larger the expansion the

more accurate the result. However, larger CC expansions come with higher compu-

tational costs, limiting CC methods to a smaller set of applications. On the other

hand, the Kohn–Sham framework offers a density–based approach framed as TD-

DFT.[49, 136, 137, 349] In TD-DFT, the complicated many–body time-dependent

Schrödinger equation is reformulated by a set of time–dependent single–particle

equations whose orbitals yield the same time–dependent density. Although the

TD-DFT equations may be formally exact, their computational implementation

requires an approximation for the unknown XC potential. These DFT approxima-

tions have proven to be effective in many cases, and in fact, TD-DFT has achieved

massive success in different areas.[350, 351, 352, 353, 354, 355, 356, 357, 358, 359,
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360, 361, 362, 363, 364, 365]

Among the methods based on the cluster expansion of Slater determinants, the

so-called CI single approximation (Configuration Interaction Singles (CIS)) where

only single orbital substitutions are generated, and TD-DFT may be the only can-

didates for addressing large molecular systems. Although these methods provide,

in many cases, enough information for the characterization of excited–state sys-

tems, they both suffer from limitations. CIS neglects important contributions to

electron correlation and, since only single substitutions are considered, CIS cannot

describe doubly excited states.[56] On the other hand, the available TD-DFT ap-

proximations give substantial errors for excited states of molecules with extended

π–systems,[73, 74] and cannot accurately describe double excitations or charge–

transfer (CT) states.[75, 366, 367] Despite inherited errors in the chosen method,

vertical excitation energies (VEEs), which are computationally feasible, lack the

accuracy needed for experimental observables. For example, comparing VEEs to

experimental absorption maxima is plausible and appropriate if and only if three

specific requirements are met: 1) the geometry of the molecule does not change

upon excitation (i.e., the Franck-Condon approximation), 2) the transition proba-

bility is maximized at the ground state minimum, and 3) the absorption maxima

are independent of vibronic and rotational effects. According to Herzberg, these

conditions are usually not satisfied even in simple cases, such as transitions in

CS2 or HCN.[368, 369] This difficulty is compounded by the computational ex-

pense of optimizing excited–states, calculating adiabatic detachment energies, and

acquiring properties, such as frequencies and dipole moments.

One way to describe excited–states and obtain orbital relaxed excited determi-

nant is through Δ-SCF methods. In the past decade, Gill and coworkers rein-

troduce the idea of SCF calculations for excited–states using the maximum over-

lap method (MOM), which was further upgraded to the initial maximum overlap

method (IMOM).[295, 370] This concept has been used to explore different elec-

tronic and structural properties in molecules. [370, 295, 306, 307, 300, 308, 309,

310, 311, 296, 286] In such methodologies, standard ground–state SCF algorithms

are used in IMOM to find a stationary point in the SCF space that maximizes
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the overlap with the occupied orbital space defined by an initial guess set of occu-

pied one–electron (molecular) orbitals. However, these low–cost approaches often

suffer from a number of challenges, including convergence difficulties and varia-

tional collapse. In the previous chapter, the projected initial molecular overlap

method (PIMOM), an interpretive tool based on MOM and IMOM, were shown

to provide new insights helpful in overcoming some of the challenges of the previ-

ous algorithms and providing better chemical and physical understanding for the

maximum overlap models.[371]

AlthoughΔ-SCF methods provide a computationally feasible approach, they result

in broken–symmetry (BS) solutions. The BS determinant often shows a mixture of

different spin–pure configurations and results in the so–called spin contaminated

state. Errors corresponding with these solutions may results in a significant change

in the energies, demanding a way to remedy those errors. Correcting spin contam-

inated states may be done using spin–projection methods. Among other methods,

the approximate projection (AP) technique, which was proposed by Yamaguchi

and co–workers, [372] has been successfully used in correcting spin–contamination

errors.[373, 374, 375, 376, 377]

In this chapter, the competence of the PIMOM framework for geometry optimiza-

tion and frequency calculation of excited–states molecules is explored. An overview

of the method and computational details are given. Assessing the method and ex-

ploring the effect of approximate spin–purification procedure are also explored.

Final remarks and conclusions are given at the end of the chapter.

5.2 Computational Methods

5.2.1 Initial Projected Maximum Overlap Method

Standard self–consistent–field eigenstates solutions are achieved by iteratively solv-

ing the following equation,

FC = SCε (5.1)

where F is the Fock or Kohn–Sham matrix, which depends on molecular orbital

(MO) coefficients matrix,C. S is the overlap matrix in the atomic orbital basis,
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and ε is the orbital energy vector. The conventional way of solving this eigenvalue

problem is by diagonalizing F, obtaining a new set of MOs and filling the lowest

MOs using the Aufbau principle until convergence. Reasonable approximations for

SCF excited–state solutions may be produced by imposing additional control over

the spin–orbitals through symmetry restrictions, overlap matching, inclusion of

additional constraints on Lagrangian functions or other means.[378, 312, 379, 380,

381] Fulfillment of stationary conditions, usually of the Brillouin type[382, 383] is

the usual criterion for self–consistency, but in some cases this standard cannot be

applied.[384, 158] A practical strategy for accessing excited–states solutions may

be incorporated in the Δ-SCF methods, where instead of the Aufbau principle, Δ-

SCF methods use a projector operator that dictates the orbitals’ ordering, as one

finds in conventional MOM-based approaches. The Δ-SCF method’s algorithm

begins by defining the target system’s density projector, Ptarget,

Ptarget =
N∑
i

∣∣ϕtarget
i

〉 〈
ϕtarget
i

∣∣ . (5.2)

In the MO basis of the current SCF cycle, Eq. (5.2) reads

P target
pq = 〈p |P| q〉 =

∑
i

〈
p
∣∣ itarget〉 〈itarget ∣∣ q〉, (5.3)

where the same AO basis set is required for the target and current SCF state.

Thus, Eq. (5.3) may be rewritten as

P target
pq =

∑
i

∑
µν

∑
λσ

Cµp 〈µ | λ〉Ctarget
λi Ctarget

σi 〈σ | ν〉Cνq, (5.4)

where 〈µ | ν〉 are the AO overlap matrix elements, Sµν . In equation (5.4), the target

density matrix in the AO basis may be expressed as P target
µν =

∑
iC

target
µi Ctarget

νi .

Thus, equation (5.4) may be written in matrix form as

Ptarget
(MO) = CTSPtargetSC, (5.5)

where the subscript "MO" has been included to clearly indicate that the resultant

density matrix is given in the current MO basis. Using this equation, the metric

employed in the Δ-SCF method to order the MO orbitals is given by

sp = Ppp. (5.6)
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In the Δ-SCF approach, different SCF excited–state solutions are accessed by

generating sp values using an initial vector state guess, similar to the IMOM

procedure.[370] Δ-SCF methods add an additional constraint to the SCF pro-

cedure by anchoring the initial guess vector state and projecting it in the vector

state of each SCF cycle. Since the projection is defined using an initial vector

space, it is crucial that the initial guess resembles the desired excited state.

5.2.2 Approximate Projection Method

The effect of spin contamination on adiabatic excited states is investigated. For this

purpose, the approximate projection (AP) model of Yamaguchi and co–workers[372]

was employed. This model has been expanded to include first and second derivatives.[385,

386] In fact, several works have shown the effectiveness of this model and demon-

strated the condition for which this model is suitable. [387, 376, 388, 377] To

carry out AP calculations, two converged determinants are required: (1) a broken–

symmetry state, i.e.,the contaminated state, and (2) a spin–pure high–spin state.

Using those determinants, the AP energy expression is constructed as follows:

EAP = αELS + (1− α)EHS (5.7)

where

α =
〈S2

HS〉 − Sz,LS(Sz,LS + 1)

〈S2
HS〉 − 〈S2

LS〉
(5.8)

Subscript low–spin (LS) refers to (broken–symmetry) low-spin state, and high–spin

(HS) corresponds to (spin-pure) high-spin state.

5.2.3 Computational Details

In order to demonstrate the robustness and effectiveness of Δ-SCF methods for

excited–state properties, the adiabatic energies and vibrational frequencies of a

representative set of molecules were calculated. The results obtained with Δ-SCF

methods were compared with results obtained with CIS, TD-DFT, and experi-

mental data. All ground and excited–state structures were optimized using ti83’s

three–parameter hybrid functional with Lee–Yang–Parr correlation (B3LYP)[389]
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and Hartree–Fock method,[390] with four different basis sets, two Pople basis

sets, 6-311G and 6-311++G(d,p)[391, 392, 393, 394, 395] , and two Dunning ba-

sis sets, aug-cc-pVDZ and aug-cc-pVTZ.[396, 397, 398, 399, 400, 401, 402, 403]

All the Δ-SCF results were obtained using an implementation of the PIMOM

method for Δ-SCF in a local development version of Gaussian.[318] Molecular ge-

ometries for ground–state structures were optimized using standard methods,[246]

and the reported potential energy minima were verified using analytical second–

derivative calculations. The ground–state minimum structures were used as a

starting point for the optimization using Δ-SCF methods, and those were also

verified using analytical second–derivative calculations. Initial guesses for Δ-SCF

methods were generated by permuting orbitals of the ground–state converged wave-

function resembling the desired excited–state. AP–Δ-SCF calculations and opti-

mizations were carried out on the spin contaminated systems and verified using

analytical second–derivative calculations. Excited–state calculations were also car-

ried out using the same model chemistry within the time–dependent DFT (TD-

DFT) formalism[49, 136, 137] and CIS to evaluate the performance of Δ-SCF

methods.[47]

5.3 Results and Discussions

5.3.1 Data Set

Excited–state computation tools are expensive and somewhat limited compared

to the ground–state toolbox, especially for polyatomic molecules. The purpose of

this study is to investigate the modified SCF algorithm, PIMOM, to access dif-

ferent excited states, as well as describe their spectroscopic properties in specific,

fundamental vibrational frequencies. This data set was chosen based on available

experimental results from gas–phase spectroscopy and can be carried out using

the two well–known, relatively feasible, CIS and TD-DFT methods.[4, 5, 404, 405,

406, 407, 408, 409, 410, 411] Furthermore, this data set was chosen to contain var-

ious diatomic and polyatomic molecules, in which the excited states have different

character and spin multiplicity.
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5.3.2 Adiabatic Excitation Energies

Table 5.1: Calculated adiabatic excitation energies (eV) using TD-DFT and ∆-

DFT in comparison with the experiment.

6–311G 6–311++G(d,p)

Sys Exp. TD-DFT Δ-DFT TD-DFT Δ-DFT

BH 2.87 2.75 1.67 2.74 1.69

BF 6.34 6.13 4.24 6.09 4.31

SiO 5.31 4.83 4.12 5.20 4.44

CO 8.07 7.51 6.21 7.95 6.60

N2 8.59 7.92 6.97 8.50 7.53

ScO 2.04 1.35 1.77 2.00 1.72

BeH 2.48 2.58 2.37 2.56 2.35

AsF 3.19 2.95 2.96 2.87 2.87

NH 3.70 3.98 3.64 3.90 3.61

CrF 1.01 1.47 1.44 1.25 1.23

CuH 2.91 3.35 2.46 2.98 2.70

Li2 1.74 1.93 1.09 1.93 1.07

Mg2 3.23 3.45 2.32 3.26 2.26

PH2 2.27 2.19 2.13 2.34 2.24

CH2S 2.03 2.04 1.64 2.06 1.67

C2H2 5.23 4.92 4.64 4.70 4.38

C2H2O2 2.72 2.21 1.93 2.42 2.12

HCP 4.31 3.91 3.74 3.86 3.60

HCN 6.48 6.02 5.70 5.95 5.59

C3H4O 3.21 2.98 2.64 3.15 2.78

CH2O 3.49 3.36 2.79 3.59 3.01

CCl2 2.14 -1 1.36 1.99 1.29

SiF2 5.34 4.85 3.79 5.31 3.96

MAE 0.33 0.78 0.18 0.70

RMSE 0.38 0.96 0.23 0.86
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Table 5.2: Calculated adiabatic excitation energies (eV) using CIS and ∆-HF in

comparison with the experiment.

6–311G 6–311++G(d,p)

Sys Exp. CIS ∆-HF CIS ∆-HF

BH 2.87 3.03 1.64 2.89 1.50

BF 6.34 6.49 4.39 6.54 4.51

SiO 5.31 5.23 2.90 6.09 3.74

CO 8.07 8.01 6.36 8.74 7.00

N2 8.59 8.65 7.25 9.45 8.06

ScO 2.04 2.30 1.60 2.07 2.05

BeH 2.48 2.78 2.64 2.76 2.64

AsF 3.19 3.83 3.57 3.76 3.44

NH 3.70 4.05 3.79 4.18 3.84

CrF 1.01 1.15 0.98 0.99 0.60

CuH 2.91 3.97 1.70 3.93 1.42

Li2 1.74 2.11 0.96 2.10 0.92

Mg2 3.23 3.59 2.69 3.34 2.46

PH2 2.27 2.33 2.20 2.68 2.38

CH2S 2.03 1.99 0.58 2.71 0.90

C2H2 5.23 4.68 4.07 4.49 3.71

C2H2O2 2.72 3.24 3.12 3.56 3.30

HCP 4.31 3.46 3.03 3.59 2.95

HCN 6.48 5.54 4.88 5.95 4.78

C3H4O 3.21 4.36 1.29 4.58 1.67

CH2O 3.49 3.99 1.51 4.10 1.66

CCl2 2.14 2.08 0.69 2.40 1.07

SiF2 5.34 5.69 3.97 5.96 4.09

MAE 0.39 1.08 0.53 0.98

RMSE 0.51 1.28 0.63 1.14
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Δ-SCF methods,[412, 413] especially the maximum overlap methods, have shown

great success in accessing vertical excited–states.[370, 295, 316, 313, 414, 275] Adi-

abatic excitation energies, however, are much more complicated to calculate, since

geometry and orbital optimization are required for their description. Table 5.1

shows the adiabatic excited state energies calculated using TD-DFT and ∆-B3LYP

with the four basis sets considered. ∆-B3LYP yielded comparable results to TD-

DFT, where TD performed better than ∆-B3LYP with average errors between 0.42

and 0.52 eV.

Upon increasing the basis set from 6–311G to 6–311++G(d,p), the mean absolute

error (MAE) of the calculated adiabatic excitation energies of TD-DFT and ∆-

B3LYP decreased by 0.17 eV and 0.08 eV, respectively. This improvement can be

explained by the addition of polarization and diffuse functions, which provides a

better qualitative description for electronic excited states.[415] A similar behavior

is observed using Dunning’s basis sets, for which the mean average error for both

TD and Δ-SCF–based calculation decreased by 0.05 and 0.04 eV, respectively,

upon increase of the basis set size. This improvement is smaller than the one

observed with the Pople basis, which is not unexpected since the two Dunning’s

basis sets use a larger number of polarization and diffuse functions.

In the case of CIS, the MAE ranges between 0.41 and 0.55 eV, which is smaller

than the MAE obtained using ∆-HF, 1.00–1.14 eV, as reported in Table 5.2. Upon

adding diffuse and polarization functions, unlike TD-DFT, the excitation energy

accuracy decreased, where the MAE obtained using 6–311G is smaller than the

MAE of 6–311++G(d,p) by 0.14 eV. On the other hand, for Dunning’s basis sets,

a smaller difference is observed, 0.05 eV, favoring the bigger basis set. On the other

hand, ∆-HF showed an increase in accuracy as the basis set is increased, where

MAE decreased by 0.14 eV with the Pople basis and 0.12 eV with Dunning’s basis

sets.

Absolute errors in TD-DFT and ∆-B3LYP adiabatic excitation energies are no-

ticeably smaller than those found with CIS and ∆-HF, which is expected due to

the correlation effects included in DFT. The AEE obtained using Δ-SCF of the

investigated systems here showed an underestimation, which can be attributed to
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several factors, such as the over relaxation effect, strong correlation, and spin con-

tamination. In general, the correct description of excited states requires a balanced

treatment of orbital relaxation and correlation effects due to the sudden transition

between the initial and final states, which is currently treated inadequately in

Δ-SCF.

(a) (b)

(c) (d)

Figure 5.1: Errors in adiabatic excitation energies obtained using (a) ∆-DFT and

TD-DFT and (b) ∆-HF and CIS with respect to experiment. RMSE of the adia-

batic excitation energies obtained using (c) ∆-DFT and TD-DFT and (d) ∆-HF

and CIS with respect to experiment are also reported.

5.3.3 Vibrational Analysis of the Excited States

The computed excited–state frequencies from all methods gave smaller relative er-

rors than the relative errors of the adiabatic excitation energies. Table 5.4 shows

the calculated vibrational frequencies using TD-DFT and ∆-B3LYP with the dif-

ferent basis sets considered. Unlike the computed excitation energies, the mean

absolute errors obtained using ∆-B3LYP are less than those obtained using the

TD-DFT methodologies by 11–28 cm−1.
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(a) (b)

(c) (d)

Figure 5.2: Mean absolute errors in vibrational frequencies obtained using (a) ∆-

DFT and TD-DFT and (b) ∆-HF and CIS with respect to experiment. RMSE is

also reported for (c) ∆-DFT and TD-DFT and (d) ∆-HF and CIS.

The effect of basis set is less significant in the accuracy of the calculated vibrational

frequencies. In the case of the Pople basis set, the addition of diffuse and polariza-

tion functions lowered the MAE by 34 cm−1 and 17 cm−1 for TD and ∆-B3LYP

, respectively. Dunning’s basis set showed a similar behavior with an increase in

accuracy of 8 cm−1 for both TD and ∆-B3LYP , respectively. Pople’s basis set,

6–311++G(d,p), gave the lowest MAE of 62 cm−1 with ∆-B3LYP and 73 cm−1

with TD.

In general, ∆-B3LYP gave superior results to TD with all the basis sets considered,

where variations in the basis set did not alter the overall performances of TD nor ∆-

B3LYP. The lowest MAE was reported using 6–311++G(d,p); thus the discussion

will be focused on this basis set. In cases such as the 1 1Σ+
u state of Mg2, the

ν2(a1) mode of the 11B1 of CCl2, and the ν4(a1) mode of the 1 1A′′ state of CH2O,

∆-B3LYP yielded remarkably more accurate vibrational frequencies than TD by

22% 36% and 14%, respectively. These results may be due to the incomplete TD-
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DFT treatment of the correlation effects arising from non–valence and degenerate

orbitals.[416] On the other hand, in the case of the 1 1Σ+
u of Li2 and the 1 1Π of CO,

∆-B3LYP gave higher error in the computed vibrational frequencies by 16% and

10%, respectively. The reason for these results may be the multi–configurational

nature that is not captured as well as the overestimation of orbital relaxation in

the ∆-B3LYP calculation.

Unsurprisingly, CIS and ∆-HF performed worse than TD-DFT and ∆-DFT. As

shown in Table 5.5 the MAE of CIS ranges between 139 cm−1 and 142 cm−1,

higher than the MAE of TD, which ranges between 73 cm−1 and 107 cm−1. These

results may be attributed to the exchange–correlation effects in DFT and the fact

that the ground state is well represented by a single KS–determinant. This gives

DFT a clear advantage over the CIS and HF methods. ∆-HF displayed a MAE

that ranges between 112 cm−1 and 139 cm−1, significantly higher than the MAE

obtained using DFT, which attained an uppermost MAE of 79 cm−1.

∆-HF performed similarly or better than CIS in all the cases considered in this

data set. For example, for the ν3(a′) mode of the CH2S 1 1A2 excited state, CIS

resulted in a 30% error, much higher than the error resulting from ∆-HF, 9%.

Also, CIS sustained large errors in describing the excited states of the carbonyl

compounds, such as C3H8O, CH2O, and (CHO)2, unlike HF, where the errors were

much less for most of the vibrational modes. These examples demonstrate well

the advantages and disadvantages of describing excited states using CIS, TD or

Δ-SCF. In most cases, Δ-SCF methods presented a similar or better accuracy

in calculating the vibrational frequencies of the considered excited states.Detailed

tables showing the behavior observed by the different models considered can be

found in appendix D).

5.3.4 Spin Purification of Excited States

In many cases, the excited state obtained using Δ-SCF approach will be spin

contaminated, motivating an exploration of spin purification methods. In par-

ticular, we will focus on the approximate projection model of Yamaguchi and

co–workers[372] that has been extended via analytic gradients and second
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(a) (b)

(c) (d)

Figure 5.3: Mean absolute errors in Adiabatic Excited Energies and vibrational

frequencies obtained using (a) & (b) ∆-DFT and TD-DFT. RMSE is also reported

for the same models (c) & (d).

derivatives.[385, 386, 388, 387, 376, 377]

Using a contamination factor, α∗ = 1−α, excited states suffering from heavy spin

contamination were identified and assessed for spin purification. The closer the

value of α∗ to zero, the less contaminated the solution. Thus, for systems with

α∗ close to zero, AP will have mild or no effect on calculated energies. Using a

threshold of 5%, 17 systems were explored using the AP model. It is important

to note that the conditions under which the AP model is expected to behave well

include situations where the spin contaminated state has only one contaminant to

be projected out of the higher spin state. With this in mind, we identified C2H2 and

CO as systems inappropriate for this AP approach. Using HF with all the basis

sets considered, the triplet state of C2H2 exhibited symmetry breaking, C2h to Cs,

and the different symmetries of the low- and high-spin states caused difficulties in

AP convergence. Before presenting AP’s performance on the considered systems,

it is important to note that CO, using HF/6–311G, was excluded since the triplet

also showed high spin contamination. In what follows we discuss the effect of AP

on the obtained excited states, and since the behavior was similar for all models,
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we are discussing the results obtained using 6-311++G(d,p) basis. Full details

obtained using the other model chemistries are provided in appendix D.

(a) (b)

(c) (d)

Figure 5.4: Mean absolute errors in Adiabatic Excited Energies and vibrational

frequencies obtained using (a) & (b) ∆-SCF, and CIS. RMSE is also reported for

the same models (c) & (d).

The effect of the AP model on energies was significant for all model chemistries

considered, for which the MAE for Δ-SCF methods decreased by ∼0.4 eV for Δ-

DFT and ∼0.5 eV for ∆-HF methods, as shown in Figs. 5.3 and 5.4. In cases such

as BF and SiF2 , AP–Δ-DFT reduced the error by 0.95 and 0.76 eV, respectively,

using 6–311++G(d,p) basis. This highlights the efficacy of AP in treating multi–

determinantal states. A similar behavior has been observed for the AP–∆-HF

method, where the error of BF and SiF2 dropped by 1.63 and 0.67 eV, respectively.

On the other hand, it is well known that Δ-SCF excitation energies for open–shell

singlets, despite the spin contamination, are often unexpectedly accurate.[295, 370,

316] This is observed in the cases of CuH, where the error dropped from 0.21 eV

to 0.09 eV, and CH2S, where the error decreased by 0.08 eV to reach 0.28 eV.

This remarkable difference and improvement in the energetics upon spin purifica-

tion using AP was not observed in the errors of the frequencies, as shown in Figs.

5.3 and 5.4. These results are expected and in agreement with a previous study that
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Sys. Exp. TD ∆-B3LYP AP–∆-B3LYP CIS ∆-HF AP–∆-HF

BH 2.87 2.74 1.69 2.30 2.89 1.50 2.68
BF 6.34 6.09 4.31 5.26 6.54 4.51 6.54
SiO 5.31 5.20 4.44 4.83 6.09 3.74 3.97
CO 8.07 7.95 6.60 7.37 8.74 7.00 8.63
N2 8.59 8.50 7.53 8.03 9.45 8.06 8.83
CuH 2.91 2.98 2.70 3.00 3.93 1.42 1.93
Li2 1.74 1.93 1.07 1.21 2.10 0.92 1.47
CCl2 2.14 1.99 1.29 1.81 2.40 1.07 2.18
CH2S 2.03 2.06 1.67 1.75 2.71 0.90 0.92
Mg2 3.23 3.26 2.26 2.70 3.34 2.46 3.79
C2H2O 2.72 2.42 2.12 2.31 3.56 3.30 3.31
HCP 4.31 3.86 3.65 3.83 3.59 2.95 3.26
CH2O 3.49 3.59 3.01 3.17 4.10 1.66 1.76
C3H4O 3.21 3.15 2.78 2.87 4.58 1.67 1.73
SiF2 5.34 5.31 3.96 4.72 5.96 4.09 5.92
HCN 6.48 5.95 5.59 5.85 5.95 4.78 5.23
C2H2 5.23 4.70 4.38 4.61 4.49 3.71 -

MAE 0.21 0.86 0.47 0.63 1.22 0.76
RMSE 0.38 0.97 0.52 0.77 1.39 0.96

Table 5.3: Adiabatic excitation energies before and after approximate projection

on systems with Spin contamination above 5%. 6-311++G(d,p) basis set was used.

suggest that this spin projection technique often does not result in large structural

changes but can give meaningful changes in energy.[377] AP showed a slight im-

provement on the frequencies when diffuse and polarization functions are included

in the basis sets, where the MAE decreased by ∼4 cm−1 and the RMSE decreased

by ∼11 cm−1. However, in the case of 6–311G, the MAE and RMSE increased

by ∼12 cm−1, yet, both Δ-DFT and AP–Δ-DFT perform better than TD-DFT

(see Fig.5.3). This basis set dependence, especially in the presence of polarization

functions, can be rationalized by the fact that for a good description of excited

states, diffuse functions need to be considered for the correct electronic description

of the excited state molecules. Furthermore, the proliferation of virtual orbitals in

larger basis sets may lead in principle to a increase of the correlation energy and a

better performance of the AP. On the other, the MAE of the frequencies obtained

by AP–∆-HF, was ∼4 cm−1 higher than the ∆-HF method, but the RMSE was

∼10 cm−1 better than ∆-HF method. This suggest that for extreme cases, where

the error is high, AP–∆-HF preformed better than ∆-HF. In brief, it is safe to say

that AP–Δ-SCF is expected to perform comparably to Δ-SCF methods, yet some

caution must be taken based on the system under investigation.
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6–311G 6–311++G(d,p)
Sys State Exp. TD Δ-DFT TD Δ-DFT

BH 1 1Π 2251 2259 2462 2363 2510
BF 1 1Π 1265 1061 1157 1224 1262
SiO 1 1Π 853 769 754 884 881
CO 1 1Π 1518 1385 1531 1539 1693
N2 1 1Πg 1694 1622 1680 1737 1791
ScO 1 2Π 876 921 880 838 899
BeH 1 2Π 2089 2138 2097 2155 2112
AsF 1 3Π 412 390 395 399 400
NH 1 3Π 3231 2989 3101 3053 3180
CrFa 2 6Π 629 598 624 576 625
CuH 2 1Σ+ 1698 1138 1291 1650 1637
Li2 1 1Σ+

u 255 256 200 261 208
Mg2 1 1Σ+

u 191 116 188 156 191
PH2 1 2A1 951 914 932 980 978
CH2Sb 1 1A2 799 811 742 801 782

820 845 823 896 836
1316 1393 1368 1372 1351
3034 3140 3121 3127 3112
3081 3275 3260 3240 3228

C2H2 1 1Au 1048 1108 1114 1092 1103
1385 1398 1385 1433 1420

C2H2O2
c 1 1Au 233 260 255 251 243

379 386 392 386 400
509 533 531 519 516
720 823 816 779 758
735 828 818 780 772
952 1028 1032 971 974
1172 1259 1230 1197 1224
1196 1302 1287 1239 1242
1281 1412 1305 1528 1426
1391 1481 1464 1572 1556
2809 3032 3060 2966 3003

HCP 1 1A′′ 567 714 705 694 716
951 866 949 957 947

HCN 1 1A′′ 941 1000 1004 983 985
1496 1436 1417 1531 1509

C3H4Od 1 1A′′ 250 254 241 261 240
333 304 298 295 292
488 518 507 504 498
582 534 532 508 514
644 738 663 709 625
909 964 969 934 941
1266 1114 1090 1094 108
1133 1369 1298 1376 131

CH2Oe 1 1A′′ 683 428 564 575 698
899 930 924 891 894
1177 1253 1142 1300 1247
1321 1369 1361 1358 1301
2851 3050 3020 2987 2954
2968 3174 3140 3085 3048

CCl2f 11B1 303 - 262 192 300
634 - 540 590 638

SiF2
g 1 1B1 342 192 218 233 242

360 542 645 672 748
598 554 755 768 861

MAE 107 79 73 62
RMSE 151 112 100 96
a Experimental data from Ref. 404
b Experimental data from Ref. 405
c Experimental data from Ref. 406
d Experimental data from Refs. 407 & 408
e Experimental data from Ref. 409
f Experimental data from Ref. 410
g Experimental data from Ref. 411

Table 5.4: Calculated harmonic vibrational frequencies in cm−1 using TD-DFT

and ∆-DFT in comparison with experiment. Experimental results are taken from

Ref. 4 for diatomic and from Ref. 5 for polyatomic molecules, unless otherwise

stated.
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6–311G 6–311++G(d,p)
Sys State Exp. CIS ∆-HF CIS ∆-HF

BH 1 1Π 2251 2442 2441 2532 2511
BF 1 1Π 1265 1169 1171 1316 1311
SiO 1 1Π 853 738 722 905 807
CO 1 1Π 1518 1410 745 1636 1706
N2 1 1Πg 1694 1774 1770 1919 1894
ScO 1 2Π 876 923 808 977 923
BeH 1 2Π 2089 2242 1950 2248 1986
AsF 1 3Π 412 526 382 448 403
NH 1 3Π 3231 3692 3329 3645 3425
CrFe 2 6Π 629 625 613 615 618
CuH 2 1Σ+ 1698 1734 1589 1810 1718
Li2 1 1Σ+

u 255 273 235 272 245
Mg2 1 1Σ+

u 191 254 184 157 197
PH2 1 2A1 951 993 997 1058 1065
CH2Sf 1 1A2 799 811 725 862 827

820 845 900 1068 894
1316 1393 1473 1491 1491
3034 3140 3267 3262 3256
3081 3275 3417 3367 3382

C2H2 1 1Au 1048 1148 1168 1153 1176
1385 1521 1478 1548 1508

C2H2O2
g 1 1Au 233 263 256 254 248

379 440 434 439 431
509 572 557 547 523
720 871 893 834 823
735 910 904 851 840
952 1086 1067 1015 976
1172 1389 1376 1301 1286
1196 1394 1401 1326 1309
1281 1577 1580 1703 1680
1391 1730 1660 1813 1790
2809 3250 3248 3172 3172

HCP 1 1A′′ 567 509 755 593 625
951 975 926 1045 1004

HCN 1 1A′′ 941 975 759 976 917
1496 1559 1579 1633 1555

C3H4Oh 1 1A′′ 250 182 247 164 251
333 341 315 332 313
488 541 540 519 535
582 704 547 676 543
644 508 660 427 641
909 1118 996 1089 984
1266 1611 1160 1535 1170
1133 1321 1406 1260 1402

CH2Oi 1 1A′′ 683 275 664 437 796
899 1020 1077 948 1089
1177 1457 1143 1386 1235
1321 1592 1522 1632 1520
2851 3228 3238 3132 3211
2968 3346 3375 3219 3329

CCl2j 11B1 303 289 273 312 313
634 560 540 678 671

SiF2
k 1 1B1 342 263 247 290 284

360 728 704 831 836
598 828 803 947 951

MAE 142 139 139 112
RMSE 186 194 179 158
a Experimental data from Ref. 404
b Experimental data from Ref. 405
c Experimental data from Ref. 406
d Experimental data from Refs. 407 & 408
e Experimental data from Ref. 409
f Experimental data from Ref. 410
g Experimental data from Ref. 411

Table 5.5: Calculated harmonic vibrational frequencies in cm−1 using CIS and ∆-

HF in comparison with experiment. Experimental results are taken from Ref. 4

for diatomic and from Ref. 5 for polyatomic molecules, unless otherwise stated
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5.4 Remarks and Conclusion

5.4.1 Generating Initial Guess

In MOM–based methods, starting with an initial guess that resembles the desired

excited state is crucial to locating it. Previous considerations into the nature of

the excited state and its symmetry are the quickest and easiest way to access

the desired solution using PIMOM. An orbital permutation from the reference

ground state to match the excited state in nature and symmetry suffices in most

cases as an initial guess for the PIMOM framework. Nevertheless, in cases where

multiple determinants are important for the description of the excited state, any

of those are an option for generating the initial guess. For instance, consider

the 11Π excited state of SiO. TD-DFT shows three configurations involved in

representing this excitation, as follows: an amplitude of 0.17162 for the 11α →
13α determinant, 0.67339 for the 11α → 12α determinant, and -0.12437 for the

8α → 12α determinant. Generating an initial guess by permuting either orbital

11α with orbital 12α or orbital 11α with orbital 13α , led to a 11Π excited states

with a 4.44 eV excitation energy. However, permuting orbital 8α with orbital 12α

let to a 11Π excited state located at 8.20 eV above the ground state. Clearly,

either one of the first two permutations led to the correct state. However, in the

last solution, though the symmetry of the state may be correct, the energy is off,

thus not yielding the desired targeted state. Importantly, we note that using the

Natural Transition Orbital (NTO) model to characterize the state, and using those

orbitals as initial guess orbitals, led us to the correct state in all cases, including

this one. We suggest the NTO model as an approach for generating initial states,

particularly in instances where there is no clear one electron transition in the

canonical molecular orbital basis.

5.4.2 Summary

In this chapter, I presented a Δ-SCF approach using the PIMOM framework to

access adiabatic excited states and describe fundamental properties such as vibra-

tional frequencies. Although TD-DFT and CIS provided a slightly better energetics

104



5.4. REMARKS AND CONCLUSION
CHAPTER 5. GOOD VIBRATIONS: CALCULATING EXCITED STATE MOLECULAR

PROPERTIES USING PIMOM

than PIMOM, the excited vibrational frequencies obtained with PIMOM were in

better agreement with the experiment than either TD-DFT or CIS. The AP model

improved the AEE for both DFT and HF and did not have a significant effect on

the vibrational frequencies. Since SCF calculations are more affordable than other

available excited–state methods, especially for exploring large systems, PIMOM

presents a viable computational approach for modeling excited states molecular

properties at ground–state computational cost. This work shows the significance

of using the AP model to correct the adiabatic excitation energies with having

minimal effect on the calculated frequencies. Given the results showed in this

work, AP-Δ-SCF technique results in a comparable performance and lower com-

putational cost to single reference excited state models such as, CIS and TD-DFT.
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Chapter 6

Franck-Condon Spectra using TD vs

PIMOM: The Case of Methylene

Blue

Simulation of optical spectra is essential to molecular characterization and, in many

cases, critical for interpreting experimental spectra. The most common method

for simulating vibronic absorption spectra relies on the geometry optimization and

computation of normal modes for ground and excited states. In this chapter, we

show that utilization of such a procedure within an adiabatic linear response theory

framework may lead to state mixings and a breakdown of the Born-Oppenheimer

approximation, resulting in a poor description of absorption spectra. In contrast,

computing excited states via a self-consistent field method in conjunction with a

maximum overlap model produces states that are not subject to such mixings. We

show that this latter method produces vibronic spectra much more aligned with

vertical excitation procedures, such as those computed from a vertical gradient or

molecular dynamics trajectory based approach.

6.1 Introduction

Excited states of chromophores play an important role in a wide variety of appli-

cations, including solar energy capture, photocatalysis, bioluminescence/fluores-
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cence, and electro-optic materials.[417, 418, 419, 420, 421, 422] Predicting opti-

cal spectra and accurately characterizing excited state potential energy surfaces

(PESs) affords a deeper understanding of these systems but requires accurate ex-

cited state methodologies. Even if an excited state method behaves well in regions

of a vertical excitation, further challenges exist in modeling the PES near regions

of a conical intersection as the Born-Oppenheimer approximation becomes less

valid. In particular, adiabatic excited state methods that allow mixing of excited

states can produce PESs that strongly deviate from harmonic curvature in regions

of state crossings. Along an adiabatic surface that might mix excited states of

different character, the nature of the state may change near regions of a conical

intersection.

Due to its efficiency and relatively black box implementation, linear response the-

ory in conjunction with time-dependent density functional theory (TDDFT) is the

method of choice for most excited state calculations, including those needed for

modeling optical spectroscopy.[423, 424, 425] Linear response theory avoids compu-

tation of a wave function by computing excitation energies and transition densities

through the linear response formalism, defining all properties by the response of

the energy or action functional.[426] Although many studies have demonstrated

the ability of LR-TDDFT to accurately describe valence excited states with a sin-

gle excitation character (see Ref. 427 and references therein), the adiabatic excited

states of a system built from solving the TDDFT matrix equations derived from

first-order time-dependent perturbation theory and linear response theory fail to

accurately describe excited states with double excitation character, so may inade-

quately describe the PES for such states.[428, 429, 430, 431]

The ∆ self-consistent field (∆SCF) family of methods presents an alternative to

linear response methods for computing excited states.[370, 295, 432, 433, 434, 296,

286] In contrast to linear response methods that mix excited states together to pro-

duce adiabatic surfaces, ∆SCF approaches solve for a single excited state of consis-

tent character, and thus the excited state wave functions can be considered diabatic

states. In recent years, P. Gill and coworkers rejuvenated the idea of converging

SCF calculations for excited states using maximum overlap concepts.[295, 370]
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Maximum overlap methodologies (MOM) use standard ground–state SCF algo-

rithms modified to maximize the overlap between the molecular orbitals of the

desired SCF reference and that computed in the current SCF iteration. In many

instances, this procedure suffices to find stationary points in the SCF space that

correspond to excited state solutions, which are often characterized as saddle points

in SCF space. The projected initial maximum overlap method (PIMOM) has re-

cently been shown to be a robust member of the family of MOM algorithms. In this

variation of the MOM, the algorithm eases the convergence of excited SCF solu-

tions by introducing a projector operator that not only preserves the target state of

interest but facilitates the definition of excited state reference that is fundamental

for the SCF solution.[371, 435]

The use of the ∆SCF approach comes with advantages and disadvantages that

depend on the system’s excited state of interest. One of the main advantages

of ∆SCF approaches is that the computational expense of the simulation is no

more than a regular ground state Hartree-Fock or DFT calculation. Also, these

approaches produce a proper wave function; thus evaluating molecular properties

of excited states is much more straightforward than in linear response theory as

all ground state machinery can be used directly. The MOM family of methods

is able to model challenging excited states, including double excitations.[294] On

the other hand, ∆SCF approaches may suffer from variational collapse and have a

strong dependency on the user-provided target guess. Another downside of using

these types of approximations is that for a given state the SCF procedure can only

generate state specific, non–orthogonal excited state solutions. Thus, a different

calculation is needed for every electronic state of interest. Although PIMOM has

shown its robustness in locating challenging electronic excited states, one challenge

that is inherited in ∆SCF approximations is that excited state SCF solutions are

often of broken–symmetry, i.e. spin contaminated. Spin contamination is an

artificial mixing of different electronic spin-states as a consequence of permitting

the spatial parts of α and β spin-orbitals to differ. However, errors associated with

broken–symmetry solutions can be remedied using spin–projection methods.[373,

374, 375, 376, 377]
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Vibronic spectra can be computed with a variety of methods. Perhaps the most

popular method for larger molecules is to parametrize harmonic potentials by com-

puting the Hessian and then using the frequencies and displacements from normal

modes computed at the ground and excited state minima, which takes the form of a

generalized Brownian oscillator model. Within this harmonic approximation to the

PES, the nuclear wave functions are known, and overlaps can be calculated between

ground and excited state wave functions to determine the intensity of vibronic tran-

sitions, yielding the exact Franck-Condon spectrum for the harmonic surfaces.[436]

This Hessian based approach can easily accommodate Duschinsky effects or normal

mode mixing upon electronic excitation.[437] The substantial computational cost

associated with the excited state Hessian calculation is avoided with the vertical

gradient approach, where the excited state gradient is computed at the ground state

minimum and the normal modes and frequencies are assumed to be the same for the

excited state as in the ground state.[438, 439, 440] This vertical gradient method

may be particularly well-suited to computing spectra if the excited state minimum

is close to a conical intersection, as adiabatic excited state methods may yield sub-

stantial changes in PES character in this region.[441, 442] In a study by Avila Ferrer

and Santoro comparing vertical gradient and adiabatic Hessian approaches for the

computation of vibronic spectra, the authors concluded that discrepancies in the

vibronic spectra of these two methods are diagnostic for the failure of the harmonic

approximation and/or a breakdown of the Born–Oppenheimer approximation due

to geometry-dependent mixing of states.[443]

An alternative approach to the direct computation of wave function overlap is

the use of energy gap time correlation functions within a cumulant expansion to

the linear response function.[444] These energy gap time correlation functions can

be constructed from a time-series of excitation energies computed for configura-

tions along a molecular dynamics trajectory, usually obtained from ground state

dynamics that sample the region of vertical excitation.[445, 446] Molecular dy-

namics trajectories generally treat the nuclei classically and thus produce classical

correlation functions, but the necessary quantum correlation functions can be ap-

proximated with a quantum correction factor.[447, 448, 449, 450] Although the
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cumulant expansion to the linear response function is formally exact, in practice it

is generally truncated at second or third order. Truncation at second order is exact

for a system with a Gaussian distribution of energy gap fluctuations, which occurs

for displaced harmonic potentials of the same frequency. Changing the frequency

or rotating the potentials may introduce nonlinear coupling that can be partially

captured by the third order term, which also is able to incorporate some effects

of anharmonic potentials.[445, 451] During a molecular dynamics trajectory, the

system may sample configurations in anharmonic regions of the potential, thus ab-

sorption spectra computed from energy gap fluctuations can capture some features

of anharmonic potentials.

We compare the above mentioned methods in modeling the excited states and

linear absorption vibronic spectrum of the methylene blue chromophore in vacuum.

A recent study by de Queiroz et al. of the S0 → S1 Franck-Condon vibronic

spectrum in vacuo obtained at the linear response TDDFT B3LYP/def2-SV(P)

level of theory predicts a very large vibronic shoulder.[452] However, very recent

work by some of the authors suggests that the LR-TD-B3LYP S0 → S1 vibronic

shoulder may be due to S1/S2 state mixing and a potential breakdown of the

Born-Oppenheimer approximation.[453]

In this chapter, we investigate this state mixing possibility more thoroughly and

also present the ability of PIMOM to approximate excited states and absorption

spectra that are not subject to state mixing and thus find that PIMOM is more

amenable than LR-TDDFT to the use of the excited state Hessian for predicting

vibronic spectra. After giving a brief overview the theory of PIMOM and various

methods for computing absorption spectra, we compare excited states computed

with adiabatic LR-TDDFT and PIMOM for methylene blue. We then showcase

the simulated vibronic spectra computed with the following approaches: adiabatic

Hessian LR-TDDFT, vertical gradient LR-TDDFT, Hessian PIMOM, and a trun-

cated cumulant expansion of the linear response function obtained from computed

energy gaps along a molecular dynamics trajectory. Computation of the spectral

density reveals which normal mode couples most strongly to the optical excitation

and is responsible for the large vibronic shoulder predicted by adiabatic Hessian
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LR-TD-B3LYP. Analysis of this normal mode shows that LR-TD-B3LYP predicts

S1/S2 state mixing along this coordinate. In contrast, PIMOM predicts an S1 PES

of consistent character and produces a vibronic spectrum accordant with vertical

gradient and molecular dynamics trajectory approaches.

6.2 Computational details

6.2.1 Geometry optimization, normal mode computation,

and Franck-Condon vibronic spectral calculations

All ground and excited–state structures were optimized using hybrid B3LYP and

the range-separated hybrid CAM-B3LYP functionals with the 6-31+G* Pople basis

set,[391] with ground state Kohn-Sham determinants tested for stability.[140, 245]

Excited–state calculations were carried out using the same model chemistry either

within the LR formalism[424, 136, 137] or with the PIMOM ∆SCF method. Initial

guesses for PIMOM ∆SCF states were generated by permutation of orbitals of

the ground–state converged wave function to resemble the desired excited–state.

HOMO–LUMO MOs we permuted to generate the S1 initial guess while HOMO-

1–LUMO MOs for S2 state. Converged electronic excited states were verified by

visualization of occupied MOs and using a modified form of the natural ionization

orbitals (NIO) program by Hratchian and coworkers.[319, 320, 321] All ∆SCF

results were obtained using an implementation of the PIMOM algorithm in a local

development version of Gaussian.[318]

Molecular geometries for ground and excited–states were optimized using stan-

dard methods,[246] and the reported PES minima were verified using analytical

second–derivative calculations.[247, 248] For methylene blue, the ground state S0

optimized structure is of C2v symmetry for both B3LYP and CAM-B3LYP. This

C2v symmetry is maintained for the S1 minimum obtained for PIMOM/B3LYP,

PIMOM/CAM-B3LYP, and LR-TDDFT/CAM-B3LYP. However, for the

LR-TDDFT/B3LYP, the S1 minimum is of Cs symmetry.

Hessian based vibronic spectra, under the harmonic approximation, were simulated
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using the implementation by Bloino, Barone, and co-workers for both PIMOM

and LR–TDDFT by computing the Hessian and displacements at the ground and

excited state minima.[249] The vertical gradient Franck-Condon vibronic spectra

for LR–TDDFT were also computed.[438, 439, 440]

6.3 Results and discussion

6.3.1 Comparison of PIMOM and LR-TDDFT excitation

energies and difference densities

Before we analyze vibronic absorption spectra computed with different methods,

it is worthwhile to examine the excitation energies computed with PIMOM and

LR-TDDFT for the vertical excitation energies computed from the S0 ground state

optimized geometry and the from the S1 excited state optimized geometry. At the

S0 minimum, the S1 state is primarily HOMO → LUMO character, whereas the

S2 state is primarily HOMO-1 → LUMO. These MO occupations were used to

find the corresponding PIMOM excited states and corresponding geometric and

electronic state minima.

Optimized

Geometry

PIMOM LR-TDDFT

ES2-ES1 (eV) ES2-ES1(eV) fS1/fS2

S0 0.54 0.13 0.810/0.001

SLR-TDDFT
1 0.44 0.29 0.382/0.350

SPIMOM
1 0.52 0.10 0.796/0.003

Table 6.1: B3LYP S2 − S1 electronic energy gaps in eV at S0, SLR-TDDFT
1 , and

SLR-TDDFT
1 optimized geometries obtained using PIMOM and LR-TDDFT ap-

proaches. Oscillator strengths (f) of S1 and S2 are also reported for LR-TDDFT.

Table 6.1 shows the energy gaps between the S1 and S2 states computed with

PIMOM and LR-TD-B3LYP for the S0 minimum as well as for the excited state

S1 minimum for both methods. The energy gaps between these states are larger for

PIMOM than for LR-TDDFT, with LR-TD-B3LYP having a fairly small energy
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gap of 0.1-0.3 eV. Interestingly, for the LR-TD-B3LYP S1 minimum, the energy gap

decreases for PIMOM and increases for LR-TD-B3LYP. At this LR-TD-B3LYP S1

optimized geometry, the oscillator strength f of both the S0 → S1 and the S0 →
S2 changes substantially, with the bright S1 transition losing oscillator strength

and the dark S2 transition gaining oscillator strength, with nearly equal values at

this geometry, indicating substantial mixing of the S1 and S2 states at this point.

This mixing is supported by the MO contributions, which at this geometry are a

mixture of HOMO → LUMO and HOMO-1 → LUMO.

In contrast to LR-TD-B3LYP, LR-TD-CAM-B3LYP yields consistent S1 and S2

states for the geometries considered here, with similar S1 to S2 energy gaps and

oscillator strengths for S0 and both S1 geometries, see Table 6.2. The LR-TD-

CAM-B3LYP energy gap between S1 and S2 is also larger than that with LR-

TD-B3LYP, suggesting less state mixing. However, PIMOM shows the opposite

trend, with the S1 to S2 CAM-B3LYP gap being smaller than the B3LYP gap.

For both functionals, the PIMOM S1 to S2 energy gap decreases by 0.02 eV going

from the S0 minimum to the PIMOM S1 minimum, suggesting that PIMOM is

more functional agnostic than LR-TDDFT, as it is not subject to the inconsistent

treatment of excited states of different character or adiabatic state mixing effects.

Optimized

Geometry

PIMOM LR-TDDFT

ES2-ES1 (eV) ES2-ES1(eV) fS1/fS2

S0 0.49 0.38 0.959/0.006

SLR-TDDFT
1 0.47 0.36 0.930/0.006

SPIMOM
1 0.47 0.34 0.931/0.006

Table 6.2: CAM-B3LYP S2 − S1 electronic energy gaps in eV at S0, SLR-TDDFT
1 ,

and SLR-TDDFT
1 optimized geometries obtained using PIMOM and LR-TDDFT ap-

proaches. Oscillator strengths of S1 and S2 are also reported for LR-TDDFT.

To further illustrate the behavioral difference between LR-TDDFT and PIMOM,

the B3LYP electron density difference between the ground and S1 excited state den-

sities computed at the LR-TDDFT S1, PIMOM S1, and ground state optimized

geometries are shown in Fig. 6.1. PIMOM produces a consistent density differ-
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Figure 6.1: The structure of the methylene blue chromophore and the B3LYP

density difference between the ground and S1 excited state at the ground state S0,

LR-TDDFT S1, and PIMOM S1 optimized geometries.
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ence for all three optimized geometries, indicating that the treatment of the S1

state is consistent for all three geometries. The LR-TD-B3LYP density differences

obtained at the ground state and the PIMOM optimized geometries are similar

to the density differences predicted by PIMOM. In contrast, the LR-TD-B3LYP

difference densities shows qualitatively different character for the LR-TD-B3LYP

S1 minimum, with notable symmetry breaking, demonstrating that PIMOM and

LR-TDDFT produce S1 states of substantially different character for this geome-

try. The CAM-B3LYP density differences (shown in appendix E) are in excellent

agreement for both PIMOM and LR-TDDFT for all geometries. The CAM-B3LYP

PIMOM density differences are very similar to the B3LYP PIMOM density differ-

ences, again showing that the PIMOM method is not as subject to the functional

dependencies of the LR-TDDFT procedure.

Figure 6.2: (a) B3LYP and (b) CAM-B3LYP S0 → S1 vibronic spectra computed

with: the adiabatic Hessian from linear response TDDFT (LR-TDDFT), the verti-

cal gradient from LR-TDDFT (VG-LR-TDDFT), the Hessian from PIMOM, and

LR-TDDFT energy gap time correlation function from the ground state AIMD

trajectory (AIMD). Note that spectra are energetically aligned as mentioned in

the main text.

6.3.2 Linear absorption spectra

The four spectral methods, which include adiabatic Hessian LR-TDDFT, verti-

cal gradient LR-TDDFT, Hessian based PIMOM, and AIMD, are compared in

Fig. 6.2 for B3LYP and CAM-B3LYP. The vibronic spectra for (PIMOM, AIMD)

are shifted by (0.83 eV, -0.05 eV) for B3LYP and (0.76 eV, -0.03 eV) for CAM-
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B3LYP, respectively, such that the 0-0 transitions coincide with those for LR-

TDDFT, for better comparison of spectral shapes.

Each of the methods examined here employs different approximations. LR-TDDFT

is an adiabatic, perturbative approach that does not properly describe states of

double excitation character. Additionally, adiabatic Hessian and normal mode cal-

culation at the LR-TDDFT excited state minimum may not be well-behaved if

PESs mix together in this region. In such cases, a harmonic approximation may

be insufficient to properly describe the adiabatic PES. In contrast, the vertical

gradient approach avoids the computation of the excited state minimum and nor-

mal modes, instead computing only the excited state gradient at the optimized

geometry of the ground state. Although this vertical gradient approach is often

assumed to be more inaccurate than the full normal mode calculation at the S1

excited state minimum, the vertical gradient approach may be better suited for

modeling absorption spectra than the adiabatic Hessian approach if the S1 mini-

mum is near a surface crossing. Indeed, in Fig. 6.2a, we see significant differences

in the spectra computed with the adiabatic Hessian LR-TD-B3LYP approach ob-

tained with full geometry optimization and normal mode computation at the LR

S1 minimum compared to that obtained with the vertical gradient approach. Note

that both of these LR methods use the same ground state normal modes. Thus,

the only difference is the treatment of the S1 excited state surface, suggesting that

the character of the LR-TD-B3LYP PES is very different in the region above the

S0 minimum compared to the PES in the region of the S1 minimum. This result

is consistent with the results of the previous section that found substantial change

in the LR-TDDFT electron density difference at the S1 minimum compared to

at the S0 minimum. The vibronic spectrum obtained within the vertical gradient

approach is much more narrow due to the small vibronic shoulder peak; this same

peak is almost as large as the 0-0 transition for the adiabatic Hessian approach,

showing that the S1 minimum likely undergoes a significant change in geometry

given the more intense vibronic peak.

The vibronic spectrum obtained within the vertical gradient approach shows good

agreement with the AIMD trajectory based approach that employs second order
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truncation of the cumulant expansion. This latter method goes beyond the har-

monic approximation to the shape of the PES by sampling nuclear configurations

that may occur in anharmonic regions of the PES, which may be responsible for

the increased broadening compared to the vertical gradient approach. The good

agreement between methods is perhaps not surprising since both methods are sam-

pling the S1 PES region directly above the S0 minimum. Interestingly, if the same

LR-TDDFT S1 normal modes and displacements that characterize the vibronic

spectrum are used to compute the spectrum within the second or third order trun-

cation to the cumulant expansion of the linear response function within the GBOM,

large changes in the spectrum suggest significant change in curvature of the ground

and excited state PES and/or a large Duschinsky rotation, leading to non-Gaussian

fluctuations of the energy gap (see appendix E). These large differences in curva-

ture or a large rotation of normal modes may be due to the symmetry breaking

going from the ground state S0 minimum to the LR-TD-B3LYP S1 minimum.

Perhaps the most striking result of this work is the comparison of the spectra

computed with the Hessian and normal modes of the ∆SCF PIMOM S1 minimum

to that computed from the LR S1 minimum. Here we again see a large difference

between the intensity of the vibronic shoulder peak, with the spectrum obtained

with the PIMOM S1 minimum normal modes in good agreement with both the

vertical gradient and the AIMD trajectory based methods, suggesting that all

three of these methods are consistent in their treatment of the character of the S1

state.

In Fig. 6.2b the same spectra are compared for computation with the CAM-

B3LYP functional. Here we see much better agreement with all methods. The

adiabatic Hessian LR-TD-CAM-B3LYP and AIMD based spectra computed from

the LR-TD-CAM-B3LYP excitation energies are nearly indistinguishable. The

CAM-B3LYP functional predicts a larger gap between the S1 and S2 states, sug-

gesting that there is much less mixing of these two excited states and as seen from

the excitation energies and oscillator strengths, the LR-TD-CAM-B3LYP S1 state

maintains similar character in the region of the vertical transition and at both the

LR and PIMOM S1 minima.
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Figure 6.3: B3LYP S0/S1 spectral density computed using parameters from the

LR-TDDFT and PIMOM normal modes from S0 and S1 optimized geometries, and

that computed from the S0 to S1 energy gap time correlation function along the

ground state AIMD trajectory.

Plotting the spectral density allows us to compare how the different methods

treat the modes that couple the S0 and S1 transition. The spectral densities

in Fig. 6.3 computed from LR-TDDFT and PIMOM are both obtained from

a GBOM parametrized with the ground and excited state normal modes. We also

show the spectral density computed from the energy gap time correlation function

obtained from the AIMD trajectory. The spectral density based on the AIMD tra-

jectory shows 10∼20 cm−1 red-shift of the peaks compared with the normal mode

parametrization due to the inclusion of anharmonicity of the PES in the vibrations

of the chromophore. The spectral densities in Fig. 6.3 show that there is a high

intensity peak at around 1500 cm−1 in the LR-TDDFT spectral density, whereas

the same region of the PIMOM and AIMD trajectory spectral density shows very

little intensity. This large peak of B2 symmetry corresponds to the normal mode

responsible for a significant amount of the large vibronic shoulder present in the

adiabatic Hessian LR-TDDFT spectrum. This normal mode involves antisymmet-

ric C-C stretches of the center ring coupled to the motion of the dimethyl amine

groups. Because the LR-TD-B3LYP S1 minimum is not of C2v symmetry, con-
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trary to other methods, this symmetry breaking leads to enhanced coupling with

the anti-symmetric stretch, giving rise to the large peak in spectral density. We

further analyze this normal mode in the following section.

6.3.3 Normal mode analysis

To analyze the nature of the S1 and S2 PESs along the B2 anti-symmetric stretch

normal mode motion, we performed a scan along this ground state normal mode,

computing both the LR-TDDFT and PIMOM energy gaps, shown in Fig. 6.4. The

inset of Fig. 6.4(a) shows the normal mode vectors corresponding to the atomic

displacements. The PES scan presents well-separated surfaces of the S1 and S2

states with PIMOM along the full normal mode displacement coordinate, unlike

LR-TDDFT, where the surfaces are in close proximity at the minimum. Addition-

ally, the shape of both the S1 and S2 LR-TDDFT PES along this mode clearly

deviates from harmonic behavior, unlike the PIMOM PESs.

The LR-TDDFT oscillator strengths plotted in Fig. 6.4(b) show that at the S0

minimum, S1 is a bright state with oscillator strength f ≈ 0.8, whereas the S2 state

is dark. As the atoms are displaced along this normal mode, the LR-TDDFT S1

state loses oscillator strength and the LR-TDDFT S2 state gains oscillator strength,

showing that these two states mix together along this coordinate. At displacements

of ± 0.2 au, the two states have nearly identical oscillator strengths of f ≈ 0.4.

Overall, this normal mode analysis supports our finding above that the character

of the S1 state is treated quite differently by adiabatic LR-TDDFT compared to

PIMOM. The LR-TDDFT method leads to S1 and S2 state mixing in some regions

of the PES, both along this normal mode and at the S1 minimum, whereas PIMOM

maintains consistent S1 character.

6.4 Conclusions

Calculating accurate optical spectra from first principles is essential for connecting

spectroscopic experiments to the electronic characterization and dynamics of chro-

mophores. The accuracy of the simulated spectra relies heavily on the quality of
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Figure 6.4: B3LYP potential surface scans of S1 and S2 states with respect to the

ground state. (a) LR-TDDFT PESs are shown in solid lines, PIMOM PESs are

shown in dashed lines, and ground state (GS) PES is drawn in black. The inset

shows the displacement vectors for the ground state normal mode, a B2 asymmetric

stretch. (b) For LR-TDDFT, the oscillator strengths are plotted with the energies

along the normal mode displacement.
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the excited state calculation and the method chosen for computing the spectra. In

this chapter, we compared the behavior of the widely used LR-TDDFT approach

with PIMOM for computing the excited states of methylene blue, then applied a

number of approaches for simulating the vibronic spectra.

We find that the adiabatic LR-TD-B3LYP approach yields S1 and S2 states that

mix together near the S1 minimum. Although the S1 state is bright and the S2 state

is dark at the ground state minimum, analysis of a key normal mode that strongly

couples to the S0 → S1 transition shows that the S2 state borrows intensity from

S1 along this normal mode displacement, with S1 and S2 having nearly identical

oscillator strengths at the S1 minimum. In contrast, the PIMOM method produces

diabatic states of consistent character across the PES, with a larger energy gap

between S1 and S2. PIMOM also yields consistent character for both B3LYP and

CAM-B3LYP S1 PESs and electron densities, showing that it is less susceptible to

density functional differences than the LR-TDDFT approach.

When applying these two excited state methods to the computation of vibronic

spectra using a Hessian computed at the S1 minimum, they yield very different

results for methylene blue. The standard adiabatic Hessian LR-TD-B3LYP ap-

proach produces a very large vibronic shoulder in the spectrum due to a change of

character of the PES at the S1 minimum because of the adiabatic treatment of the

excited states. The spectra generated from LR-TD-B3LYP with a vertical gradi-

ent or an AIMD trajectory based approach differs significantly from the adiabatic

Hessian LR-TD3LYP approach, with no large vibronic shoulder. Large changes

in the spectra with second and third order truncation of the cumulant expansion

using the LR-TD-B3LYP S1 parametrized GBOM suggest substantial changes in

PES curvature or a large Duschinsky rotation matrix, with large mixing of normal

mode coordinates possibly caused by the decrease in symmetry going from the S0

C2v to the LR-TD-B3LYP S1 Cs minimum. In contrast, if the PIMOM method is

used to compute S1 minimum and corresponding Hessian and normal modes, the

resulting vibronic spectrum is in very good agreement with the vertical gradient

and AIMD trajectory based approaches, showing that all of these methods have

a consistent treatment of the S1 state in the region of the vertical excitation and
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at the PIMOM S1 minimum. Switching from the B3LYP to the CAM-B3LYP

functional increases the gap between the S1 and S2 states, with adiabatic Hes-

sian LR-TDDFT, PIMOM, and AIMD trajectory based approaches all producing

spectra in good agreement.

The large differences between the TD-B3LYP adiabatic Hessian and vertical gra-

dient methods suggest the breakdown of the Born-Oppenheimer or harmonic ap-

proximation in the region of the LR-TD-B3LYP S1 minimum. Indeed, the need

for including non-adiabatic effects is supported by a recent study by some of the

authors of solvated methylene blue that showed that there is significant population

transfer from the S1 state to the S2 state upon photoexcitation, which is strongly

coupled to the intensity of the vibronic shoulder.[453] Inclusion of this population

transfer increases the vibronic shoulder, bringing the predicted spectrum more in

line with experimental spectrum of aqueously solvated methylene blue.

Our results here point to the challenge of using an adiabatic excited state ap-

proach for the computation of some excited state properties, including the Hessian

computed at an adiabatic excited state minimum. Because adiabatic surfaces can

change in character, the character of the state at the minimum may not accurately

describe the system in the region of the vertical excitation. The state mixing seen

here, and the resulting inconsistent description of the S1 states, could happen with

other adiabatic excited state approaches. The use of a vertical gradient or AIMD

energy gap time correlation function based approach may more accurately describe

the vertical excitation. Additionally, a dynamic AIMD energy gap time correla-

tion function based approach can describe the effects of coupling to an explicit

environment and samples anharmonic nuclear configurations.

Overall, our study shows that the ∆SCF PIMOM approach produces states that

are more aligned with a diabatic model, thus not subject to adiabatic state mixings

that may lead to a change in PES character. In this study, the PIMOM Hessian

method, vertical gradient LR method, and AIMD trajectory based method all

produced vibronic spectra in good agreement with each other. Given that PIMOM,

in some cases, will be more computationally affordable than LR-TDDFT at finding

an excited state minimum, it offers an appealing alternative to the LR-TDDFT
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method for computing vibronic spectra. Additionally, for non-adiabatic methods

requiring a diabatic treatment of the excited state PES, PIMOM presents a viable

path forward for computing excited state couplings and properties.
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Chapter 7

Applying PIMOM to Lanthanides

In an attempt to extend the pool for which the PIMOM is crucial for locating

electronic excited states, the lanthanides section of the periodic table was tar-

geted. In this chapter, we test and show that PIMOM successfully located and

distinguished between close-lying excited states that more sophisticated, and com-

putationally expensive, methods fail to locate. In collaboration with the Chick

Jarrold Group at Indiana University, the PIMOM model was especially vital to

study photoelectron spectra of Gd2O
–
2 and Gd2O

– and to provide a description of

strong photoelectron-valence electron interactions. In this chapter I will discuss

the work on the photoelectron spectra of Gd2O
–.[454] For the study on Gd2O

–
2 ,

please refer to reference.[455]

7.1 Introduction

With the ever-increasing need for faster, more efficient computational analysis and

data storage, the development of practical quantum computing materials has been

a central focus of a number of fields in the scientific community.[456, 457, 458, 459]

Of particular interest is the design of bi- or multi- stable magnetic species; these

magnetic states, ideally, can be controlled by some external perturbation, like an

electric field.[460, 461] To this end, the lanthanides have proven to be enticing

candidates because of their intrinsic large magnetic anisotropy and fascinating

magnetic properties arising from the partially-filled core-like 4f orbitals.[462, 463]
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Fundamentally, the lanthanides (Ln) exhibit a rich manifold of nearly identical

electronic states in a narrow energy window afforded by the partially occupied 4f

orbitals and additional close-lying 6s and 5d orbitals. As an example, CeO (4f 1

σ6s) has 16 states within a 0.5 eV window of energy.[464, 465, 466]

We recently reported the effects of strong electron-neutral interactions in the pho-

toelectron spectra of Sm2O
– and Gd2O

–
2 .[467, 455] Specifically, the probability of

populating excited neutral states via anion detachment increased relative to the

ground state neutral with decreasing photon energy and, therefore, decreasing

photoelectron kinetic energy (e-KE); this observation is opposite of what would

be expected to arise from threshold effects.[468] Pronounced effects were observed

in a number of Sm-rich suboxide clusters,[469, 2] but it was not observed in ho-

mometallic Ce-homologs, which implicated the greater density of electronic states

from Sm’s 4f 5or 4f 6 subshell occupancy, compared to Ce’s lone 4f electron. The

effects were attributed to shake-up transitions or inelastic scattering resulting from

strong photoelectron-valence electron (PEVE) interactions. An enhancement of

the effects with decreasing photon energy is explained by the corresponding in-

crease in PEVE interaction time associated with a decrease in the photoelectron

velocity.[467]

The exceptionally high density of electronic states in SmxOy- anion and neutral

suboxide clusters render them difficult to interrogate experimentally and

computationally,[469, 2, 470] and the exact nature of the excited states of Sm2O

being populated due to PEVE interactions could not readily be determined from

the broad manifold of unresolved transitions observed in its anion PE spectrum.

In order to probe the nuances of the PEVE interactions in more detail, the photo-

electron spectra Gd2O
–
2 were similarly examined over a range of photon energies.

Relative to Sm2O
–, Gd2O

–
2 has a simpler electronic structure because the Gd-

centers have half-filled 4f 7 subshells, and therefore zero orbital angular momentum,

and the incremental difference in oxidation state results in two fewer electrons

in metal-local orbitals. Gd2O
–
2 , therefore, provided a canvas for exploring the

fundamental physics of this effect. Our studies suggested the impact of two distinct

PEVE interactions in which the electric field of the departing photoelectron (i)

125



7.1. INTRODUCTION CHAPTER 7. APPLYING PIMOM TO LANTHANIDES

resulted in a time-dependent outervalence orbital mixing which, in turn, provides

an accessible route to increased population of excited neutral states as well as

two-electron transitions observed in the spectra and (ii) affected the ordering of

ferromagnetic (FM) and antiferromagnetic (AFM) states of the remnant neutral

core. These effects have been observed in comparable physical systems described

in the literature.[471, 472, 473, 474, 475]

Features in the PE spectra of Gd2O
–
2 suggested a large axial zero-field splitting pa-

rameter (ca. -15 cm−1) compared to typical sub-cm−1 coupling between Gd +
3 cen-

ters in gadolinium complexes.[476] The higher coupling in the cluster anion may

have a solution-phase analog in Gd2 complexes in which the Gd centers are coupled

by radical anion bridging ligands.[477, 478]

Herein, we report another example PEVE interactions which give rise to inverse-

threshold law behavior observed in our previous experiments, but which also ex-

hibit photoelectron angular distribution anomalies that point to additional PEVE-

driven phenomena.

To lay the groundwork for understanding the electronic structure of Gd2O/Gd2O
–,

DFT calculations on Gd2O
– (vide infra) predict isoenergetic bent and linear

Gd O Gd structures as the lowest energy structures. As depicted in 7.1, which

shows the linear structure, the general electronic structure can be described as two

Gd centers with 4f 7 6s2 electronic configurations, with the excess electron in a δg
molecular orbital (MO) arising from the combination of the 5dδ orbitals. The oc-

cupancy of the 5dδ orbital introduces non-zero overall orbital angular momentum,

and spin-orbit splitting in the anion would favor the linear structure by ca. 1000

cm−1 relative to the bent structure.

A 16∆Ω electronic term would result from FM coupled 4f 7 centers; a 2∆Ω term

would arise from AFM coupled centers. Because the ’outer-valence’ δ5d and

σ6s,u/σ6s,g orbitals are close in energy, numerous close-lying photodetachment tran-

sitions are anticipated, and are observed, as will be described below. However, a

new and exciting finding in the present study is anomalous photoelectron angular

distributions observed among the plethora of transitions. We propose that it may

be another effect due to strong PEVE driven transitions involving changes in the

126



7.2. COMPUTATIONAL DETAILSCHAPTER 7. APPLYING PIMOM TO LANTHANIDES

spin projection quantum number.

7.2 Computational Details

Calculations were carried out using the Gaussian suite of electronic structure

programs[479] and employed the B3LYP/ANO-ECPplusPVTZ model chemistry.

The ANO-ECPplusPVTZ incorporates the Stuttgart relativistic small-core atomic

natural orbital basis set and effective core potential and corresponding valence ba-

sis set for Gd[480] and a Dunning-style correlation consistent basis set for O.[18]

All converged Kohn-Sham determinants were characterized using stability calcu-

lations. Geometry optimizations were carried out using standard techniques and

potential energy surface stationary points were characterized using analytic second-

derivative calculations.[140, 245] Reported energies include zero-point energy cor-

rections.

In order to facilitate convergence for challenging electronically excited states, the

projected initial maximum overlap method PIMOM was used.[371] More specifi-

cally, this method drives self-consistent field convergence toward challenging elec-

tronic structures using an initial guess from the ground state molecular orbitals

and a projected overlap metric.

For molecules exhibiting complex electronic structure, specifically when energy

gaps between electronic states are quite small, multi-determinantal wave functions

might be a better representation of the true electronic structure than using Kohn-

Sham (KS) DFT. With this in mind, KS DFT results must be used with care. This

has been achieved through evaluation of KS determinant stability and spin-squared

expectation values. Indeed, evaluating anion-neutral energy gaps and Franck-

Condon simulations using such DFT methods yielded results that are in very good

agreement with experimental spectra, which in turn facilitated the assignment of

spectral peaks and the determination of the molecular and electronic states that

are present in the experimental photoelectron spectra.

The simplest points of comparison between the computational and experimental

results are theadiabatic EA (EAa), adiabatic detachment energies (ADE), and the
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vertical detachment energies (VDE). The calculated EAa is the energy difference

between the zero-point level of the neutral and the zero-point level of the anion.

The more general ADE is the difference in zero-point corrected energies of the opti-

mized initial ground state of anion and any optimized neutral electronic state, and

generally coincides with the onset (in e−BE) of signal for a particular transition.

The VDE is the energy (e−BE) at which the maximum intensity of a transition

is observed. In the Born-Oppenheimer picture of electronic transitions, it is the

energy at which the Franck-Condon overlap between the initial and final states is

at a maximum. Computationally, it corresponds to the difference in energy be-

tween the anion ground state and the neutral state, confined to the geometry of

the anion.

A more detailed comparison between the computational and experimental results

involves a simulation of the vibrational structure of a transition, based on the

structures, vibrational frequencies, and normal coordinates of the anion and neu-

tral. A more detailed description of the home-written simulation code was provided

previously.[481]

7.3 Results and Discussion

Along the lanthanide series, the properties of adjacent elements are very similar.

The incremental increase in 4f subshell occupancy, which increases nuclear shield-

ing, results in similar effective nuclear charges for neighboring elements, leaving the

outer-valence electrons to govern very similar chemical and physical properties.[1]

However, as will be shown, there are distinct differences in the electronic structures

in several Ln2O anion and neutral molecules that can be attributed to differences

in the spin-orbit coupling associated with different 4f subshell occupancies.

7.3.1 Anion PE Spectrum of Gd2O
–, and comparison to

Ce2O
– and Sm2O

–.

7.2 shows the PE spectra of (a) Ce2O
–, (b) Sm2O

–, and (c) Gd2O
– , collected

using 3.495 eV (blue) and 2.330 (green) photon energies, with the electric field
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Figure 7.1: 1. Molecular and electronic structure of Gd2O
– calculated using DFT

with a B3LYP hybrid density functional. The energy separation between the inner

valence and outer valence orbitals is calculated to be 3.9 eV; detachment transitions

observed in this study therefore involve only the outer valence electrons. Additional

states found computationally are included in Table 7.1 and in appendix F

.

polarization parallel (dark colors) and perpendicular (light colors) to the electron

drift path. The Ce2O
– and Sm2O

– spectra were published previously,[467, 469, 482]

and are included here for direct comparison. The lowest energy transitions in the

Ce2O
– and Sm2O

– spectra, labeled X, are intense and have parallel PADs typical

of detachment from 6s-based molecular orbitals.[482, 483, 484] The spectra are

qualitatively similar in appearance. Band A in the Ce2O
– spectrum is not resolved

from band X in the 3.495 eV spectrum, but it is resolved in the 2.330 eV spectrum.
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Figure 7.2: Anion PE spectra of (a) Ce2O
–, (b) Sm2O

– and (c) Gd2O
– measured

using 2.330 eV (green traces) and 3.495 eV (blue traces) photon energies. Darker

colors are spectra measured with the laser polarization parallel the electron drift

path, lighter traces represent perpendicular polarization. Part (a) reprinted with

permission from ref. 1 Copyright 2016 AIP Publishing. Part (b) reprinted with

permission from ref. 2. Copyright 2017 AIP Publishing.
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Bands X, A, and B in the Sm2O
– spectrum are not three individual electronic

transitions. Rather, they are manifolds of close-lying transitions associated with

a common detachment process (e.g., detachment of an electron from the σ6s,g

orbital) but differing in terms coupling between the 4f 6 (7F ) centers on the two

Sm atoms. Note that the ratio of the integrated intensities of band A to band

X is significantly higher in the spectrum obtained with 2.330 eV photon energy,

an effect attributed to the strong PEVE interactions noted in the Introduction

section. The transitions in the spectraof Ce2O
– and Sm2O

– can be described in

similar terms, with band X in both being assigned to states accessed by detaching

electrons from the outer-valence MOs with 6s character.

The PE spectrum of Gd2O
– is strikingly different from the Ce2O

– and Sm2O
–

spectra. In both the spectra collected with 3.495 eV and 2.330 eV photon energies,

numerous transitions lie between 0.7 eV and 2.3 eV, labeled X, A, B, C and D.

Peak positions are summarized in Table 7.1. As with the Sm2O
– spectrum, these

features appear to be manifolds of electronic transitions rather than five individual

transitions, and features within each band are partially resolved. Bands B, C and

D are more intense relative to bands X and A in the spectrum collected with 2.330

eV photon energy, which points to PEVE interactions.

Band X in the PE spectrum of Gd2O
– is relatively low-intensity and broadened,

while the more intense, parallel feature (A) is comparable to band X in the Ce2O
–

and Sm2O
– spectra. Irregular peak spacings within band A are discerned in the

spectrum obtained with 2.330 eV, and their positions are summarized in Table 7.1.

At higher e−BE, the congested features grouped into portions labeled B, C, D,

and E, in addition to considerable continuum signal do not readily correlate with

features in the two other Ln2O
– spectra shown. The fact that the spectrum of

chGd2O- is more congested with electronic transitions is unexpected. As noted in

the Introduction, the 4f 7 (8S) centers on the two Gd centers in Gd2O
–, in contrast

to the 4f 6 (7F ) centers in Sm2O
–, do not introduce numerous close-lying spin-orbit

states present in Sm2OSm2O
–.

There are several subtle differences between the spectra of Gd2O
– obtained with

the two photon energies. Band X in the spectrum collected with 3.495 eV (blue
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trace) is punctuated by a narrow feature labeled x’ at e−BE = 1.00 ± 0.01 eV,

with parallel PAD. In the spectrum obtained with 2.330 eV, band has overall more

isotropic (vide infra) PAD. In addition, bands C and D observed in the spectrum

collected with 2.330 eV should be better resolved than the same features in the

spectrum collected with 3.495 eV per Equation (1). Instead, these bands appear

broadened in the 2.330 eV spectrum relative to the 3.495 eV spectrum.

A reproducible and unusual effect is seen in the different appearances of the spectra

obtained with the laser polarization parallel and perpendicular to the direction of

electron collection. This effect is observed in spectra collected with both 2.330

and 3.495 eV photon energies, but it is more distinct in the former because the

transitions are better resolved [again, Equation (1)]. The 2.330 eV spectrum is

shown on an expanded scale in Fig. 7.3(a) with contrasting colors (green and

red) used to illustrate the differences. 7.3(b) shows a narrower e−BE range, with

the spectrum collected with perpendicular polarization scaled by a factor of 2 to

facilitate comparison. On the low e−BE edge of bands X, A, and B, distinct peaks

are observed in the perpendicular spectrum, labeled with symbols, that coincide

with a local intensity minimum in the parallel spectrum. B and C in the spectrum

obtained with 2.330 eV is more congested than the same band in the 3.495 eV

spectrum, which shows a distinct maximum intensity in the spectrum measured

with perpendicular polarization at a local minimum in the parallel analog, as can

be seen in Fig. 7.2(c).

This observation supports the assertion that these bands are manifolds of close-

lying, but distinct, electronic transitions, but the striking difference in PAD across

these manifolds suggests that transitions within them involve detachment from

orbitals of different symmetry. Electronic structure calculations on Gd2O
– and

Gd2O were therefore conducted to support interpretation of the anomalous PADs

observed in the spectra.
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Figure 7.3: (a) Anion PE spectrum of Gd2O
– measured using 2.330 eV photon

energy shown on an expanded scale and with more contrasting colors to distinguish

between the parallel (green) and perpendicular (red) polarizations. (b) Close-up

of the 1.1 - 1.6 eV range, with the perpendicular spectrum scaled by a factor of

2, demonstrating distinct differences in spectral profiles between the spectra taken

with different polarization.
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7.3.2 Computed Electronic Structures of Gd2O
– and Gd2O

and Spectral Assignments.

Results of calculations on the Gd2O anion and neutral suggest a high density of

electronic states, a sampling of which are summarized in Table 7.2. A more com-

prehensive list of states is included in appendix F. Neutral states that are accessible

by 1-electron detachment transitions from any of the anions predicted to be sta-

ble with respect to the e− + neutral detachment continuum are separated from

neutral states with orbital occupancies that differ by more than one electron from

the bound anions. Several structural parameters and representative vibrational

frequencies are included. Linear and bent structures converged for the neutral. In

general, the bend mode for all of the structures is low frequency (≤ 100 cm−1).

The Gd O symmetric stretch is not expected to be active in any of the anion

to neutral transitions; the Gd O bond distance changes by approximately 0.03

at most between different electronic states. The symmetric stretch frequency in

the linear structures is approximately 200 cm−1 in linear molecules, low because it

involves motion of the heavy Gd centers, while it is higher frequency in the bent

structures (ca. 480 cm−1), as it involves motion of the O-atom relative to the two

Gd centers.

7.3.2.1 Ground States of the Anion and Neutral

As noted in the introduction, bent and linear Gd O Gd structures were predicted

to be isoenergetic (within < 0.001 eV) with the B3LYP/ANO-ECPplusPVTZ

method. Both can be described as having the same electronic structures illus-

trated in 7.1, though the bent structure features some overlap between the two

terminal 5d orbitals with a 16A1 electronic term. When using Douglas-Kroll-Hess

2nd order relativistic integrals[485] and B3PW91 functional,[486] rather than an

effective core potential, the bent structure is predicted to be more stable by about

0.15 eV; however, the combination of greater charge delocalization[467, 469, 482,

483, 487, 488, 3] and spin-orbit coupling in the linear structure suggests it is more

stable. For a sense of scale, the spin-orbit components of the 6s 5d state of Gd+

span approximately 0.23 eV.[489] While the analogous splitting in Gd2O
– may be
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lower, this splitting exceeds the highest computed difference in bent to linear en-

ergy. However, since both the bent and linear structures are local minima, the

bend potential could be rather complicated with strong vibronic coupling.

The EA of the neutral is calculated to be 0.28 eV, which is much lower in energy

than most of the signal observed in the spectrum. The lowest energy neutral state

is a linear 15Σg state, which is one-electron accessible from detachment of the single

electron in the 15Σg orbital of the 16∆g state. Low-intensity signal is observed in

the Gd2O
– spectrum measured using 3.495 eV photon energy at 0.26 eV, labeled

"--δ," which we attribute to the 15Σg ← 16∆g transition based on this computa-

tional result, as indicated in Table 7.1. This transition is predicted to be at a much

lower energy than the analogous transition in the Ce2O
– spectrum [Fig. 7.2(a)];

In contrast to the calculated relative orbital energies shown in Fig. 7.1, calcula-

tions on Ce2O
– predicted the (singly-occupied) 5d-based MOs to lie below the σu

orbital.[482] The differences in relative energies of analogous MOs is not unex-

pected, given the differences in orbital occupancies of the atomic systems. For

example, the atomic Ce- orbital occupancy is 4f 5d2 6s2, while the Gd- occupancy

is 4f 7 5d 6s2 6p.[42]

As noted in earlier studies on lanthanides and lanthanide oxides, the cross section

for detachment of electrons from MOs with 4f or 5d character is very small com-

pared to the cross section for detachment from MOs with 6s character.[482, 490,

491] Therefore, the more intense features are associated with detaching electrons

from either of the close-lying σg and σu orbitals (Figure 7.1). Calculations predict

these transitions to lie at e−BE values between 0.95 eV and 2.04 eV, the energy

interval in which numerous detachment transitions are observed experimentally. In

a simple one-electron picture, there would be only four transitions originating from

the 16∆g state in this energy range, as there are four electrons occupying theσg
and σu orbitals. The spectrum, on the other hand, is congested with numerous

partially-resolved transitions.
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7.3.2.2 Excited States of the Anion

Low-lying electronic states of the anion may contribute to the number of observed

transitions. Excited anionic states, calculated using PIMOM, were found by pro-

moting an electron from the ∆g to the ∆u orbital (16∆u T0 = 0.18 eV), or flipping

the spin of the ∆g electron relative to the high-spin 4f cores (14∆g; T0 = 0.67 eV,

not bound with the calculated detachment continuum). The low excitation en-

ergy of the 16∆u state reflects the weak coupling between the 5d∆ atomic orbitals,

and the relatively high excitation energy of the 14∆g state reflects strong coupling

between the sole unpaired outervalence electron with the 4f 7 centers on the Gd

atoms. The AFM coupled 2∆ state (T0 = 0.14 eV) is the lowest energy bound ex-

cited state found for the anion. The structure of this AFM coupled state and the

neutral AFM coupled states (vide infra) are calculated to have broken symmetry

(C∞v rather than D∞v symmetry). Both Gd O bondlengths are included in Table

7.2. This geometric symmetry breaking is likely an artifact of the single determi-

nant structure of our DFT calculations and due to asymmetric spin polarization.

Indeed, with a multi-determinantal wave function one would expect equal Gd–O

bond distances.

The two bound excited states predicted for Gd2O
– could increase congestion in the

spectrum of Gd2O
–. However, the additional irregularly spaced partially resolved

features in the various bands, and the change in relative intensities of the numerous

transitions with photon energy, again point to PEVE interactions that may result

in the appearance of two-electron transitions, or transitions involving a change in

the magnetic coupling between the two Gd 4f 7 centers.

7.3.2.3 Neutral Excited States

Nominally one-electron detachment from the σu orbital would result in increased

but weak bonding between the Gd centers, and calculations on states resulting

from σu detachment are predicted to be bent. Neutral structures that converged

in a bent geometry are distinguished by their C2v term symbols in Table 7.1 (the

optimized energy, as well as the energy of the state confined to a linear structure,

are included in Table 7.1). The lowest energy bent neutral (6 Gd O Gd = 106◦),
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a 17B2 state, is predicted to lie 0.95 eV above the ground state anion, and we

tentatively assign this transition to X.

A transition from the linear anion to this bent neutral state would exhibit an

extended progression in the bend mode, which has a calculated harmonic frequency

of 100 cm−1 and would therefore be unresolved in the experimental spectrum.

Figure 7.4 shows a simulation based on the ADE and VDE values calculated for

the 16B2 ←16 ∆g transition (red trace) both with the origin shifted to agree with

bandX transition in the experimental spectrum (green) and at the computed origin

[panels (a) and (b), respectively]. The progression would necessarily be anharmonic

and perturbed by strong vibronic coupling, given the increase in spin-orbit coupling

with the more linear structure sampled at higher bend quanta. The VDE value

for the 17B2 ←16 ∆g transition is computationally identical to the energy for the

analogous neutral linear state (imaginary bend frequency), which is 1.22 eV. The

blue trace shows the simulation based on the hypothetical 17∆u ←16 ∆g transition,

which appears similar to band A. As a final comparison, a simulation based on the

bent structures for both the anion and neutral (black trace) is included; it does not

agree with any features in the experimental spectrum, providing further support

for the linear anion.

The striking differences in the PE spectra of Gd2O
– and Ce2O

– or Sm2O
– can be

attributed to the linear structure of Gd2O
– and bent structures ofCe2O

– and Sm2O
–.

Among the three triatomics, only Gd2O
– has (single) occupancy of every 4f-based

molecular orbital, including the least stable σg,4f and σu,4f orbitals in the ligand

field of the O-atom. Analogous a1,4f and b1,4f orbitals are unoccupied in Ce2O
–and

Sm2O
–. Gd2O

–is therefore unique in that configuration interaction between these

orbitals and their like-symmetry

Continuum signal lies between bands X and A, raising the question of whether

strong vibronic coupling between bent and linear neutral states is in evidence.

Again, considering the large spin-orbit splitting expected for any linear structure,

the linear 17∆u could conceivably be a metastable structure with which the linear

anion would be structurally similar (i.e., a near-vertical transition). We therefore

tentatively assign band A, which is nearly vertical, to the 17∆u ←16 ∆g transition.
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The calculated transition energy (1.22 eV) agrees with the most intense partially

resolved feature in this band.

The associated lower-spin 15B2 state accessed by detaching the electron (also bent;
6 Gd O Gd = 105◦) is predicted to lie at e−1BE = 1.30 eV, with a 1.66 eV

calculated VDE. The coupling between a single electron in the σu orbital with

the core-like 4f 7 electrons is significant, given the predicted 0.35 eV 17B2 −15 B2

splitting. Again, an electron occupies the 5d outer-valence orbital as well, which

also couples to the unpaired electron in the b2 (σu)orbital. Unlike the linear 16∆u

state, which has an imaginary bend frequency, the lower-spin linear 15∆u state is

a local minimum computed to be 0.36 eV higher in energy than the 15B2 structure

with the same nominal electronic configuration. The 15B2 ←16 ∆g transition would

again be broadened by an extended vibrational progression in the bend mode,

while the 15∆u ←16 ∆g would be nearly vertical. The calculated transition energy

of the latter (1.66 eV) is in reasonable agreement with band C, which we therefore

tentatively assign to the 15∆u ←16 ∆g transition.

The calculated 17∆g neutral state, accessed by detaching the σβg electron, increases

antibonding between the two Gd centers and therefore results in a stable linear

structure, is predicted to be 1.62 eV above the anion ground state, with the lower

spin 15∆g (from PIMOM) analog at 2.04 eV. Taking into account that the calcu-

lated 17∆g ← 16∆g is lower than the calculated 15∆u ← 16∆g, we tentatively assign

band B to 17∆g ← 16∆g, and band D to 15∆u ← 16∆g. These assignments agree

well with the calculated 15∆ ← 17∆ splittings for both the 2s+1∆g and 2s+1∆u

states. However, bands B, C and D have multiple partially resolved features,

some of which have opposite PDS, and continuum signal and congestion is more

prevalent in the experimental PE spectrum collected with lower photon energy.

7.3.2.4 Two-electron Transitions

We first consider electronic states that might be accessible via shake up (two-

electron) transitions that might be prevalent because of PEVE interactions. We

conducted a thorough search of electronic states associated with permuting the

valence electrons in the states that are one-electron accessible from the 16∆g
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(σ2
gσ

2
u,σ2

gσuδg and σgσ2
uδg) to the unoccupied 5d- (δ,π,σ) and 6p- (π,σ) based MOs,

which should be low energy based on the electronic structure of GdO.[492] States

that converged in a 3.5 eV energy window are included in Table 7.2, and addi-

tional higher energy states that converged are included in appendix F. There are

numerous states that would be accessed vial detachment from the σu or σg orbital

coupled with δu← δg or π6p← δg promotion in the 1.5 – 2.0 eV range. As suggested

in a previous study, these transitions would arise from the polarization of outer-

valence orbitals by the electric field from the departing electron.13 For example,

an electron ejected along the Gd–O–Gd axis would polarize the electron in theδg
away from the photoelectron in a way that could be described as c1(t)δg + c2(t)δu.

The final neutral state would therefore have non-zero probability of having a singly

occupied δu orbital, though the initial state had a singly occupied δg orbital. Wang

and coworkers observed evidence of a time-independent valence orbital polarization

in their anion PE spectra of dipole-bound anionic states.[471]

Several of the states calculated to be in the 1.5 – 2.0 eV e−BE range are accessible

via a one-electron transition from a bound excited state of the anion, which may

account for some of the congestion observed in the spectrum. However, the spectra

collected with 2.330 eV and 3.495 eV photon energies were collected under identical

ion source conditions. The fact that bands B, C and D are more intense when

compared to bandA in the spectrum collected with 2.330 eV photon energy than in

the 3.495 eV spectrum shows that the spectral congestion increases with decreasing

e−KE, which result in longer PEVE interaction times. Longer interaction times

result in an increased population of final states that are accessed by two-electron

transitions.[467]

Excited states involving detachment from the σg or σu orbitals along with pro-

motion of an electron from either the σg or σu orbital to the δg or δu orbital are

calculated to lie above 2.8 eV. The manifold of transitions labeled E may include

some of these transitions, but considering the large number of close-lying states

predicted to be in this energy range, any specific assignments would be specula-

tive. Anion PE spectra of other lanthanide suboxides exhibit low-intensity features

with similar profiles, but at different energies [e.g., band A′ in the PE spectrum of
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Ce2O
– shown in Fig. 7.2(a)].[469, 2, 482, 483, 492]

7.3.3 Anomalous Photoelectron Angular Distributions

None of the preceding discussion addresses the curious differences in PAD of fea-

tures within a given manifold. All anion PE spectra of lanthanide suboxides mea-

sured with the experimental apparatus described here have shown the hallmarks

of detachment transitions from diffuse molecular orbitals with Ln 6s character,

which are large detachment cross sections and parallel PAD. The PE spectrum of

Gd2O
– obtained using 3.495 eV photon energy [7.2(c)], at first glance, appears to

have the same characteristics, but closer inspection of this spectrum, in addition

to the better-resolved spectrum obtained with 2.330 eV photon energy [7.3] shows

that several partially-resolved features have opposite PAD. Table 7.1 includes an

indication of which partially resolved peaks are more intense in spectra obtained

with θ = 0(‖) and θ = π
2
⊥ laser polarization.

Spin-orbit coupling has been implicated in disparate asymmetry parameters for

different final components within a spin-orbit multiplet. Early studies on Cd

(4d105s2 1S0) atomic ionization processes[493] showed nearly isotropic PAD for

transitions to the excited 4d95s2 2D3/2 state (β = −0.12), with more a parallel

PAD ( β = 1.49) for transitions to the 4d95s2 2D5/2 state. Subsequent studies

by others suggested the possibility that this effect was due to an autoionizing

transition, and that the actual asymmetries plotted against e−KE, versus photon

energy, were similar.[494, 495] Different final states associated with 2p ionization

of O-atoms showed disparate asymmetry parameters for the 1D and 3S cationic

states, 0.34 and 0.71 respectively.[496] But, again, these values change dramati-

cally with e−KE, and the different final states are associated with different e−KE

values for any given photon energy.

In contrast, there are transitions with distinct perpendicular polarization dispersed

throughout the spectrum of Gd2O
– . Parallel transitions, such as those observed in

most of the PE spectrum, are consistent with detachment from orbitals with strong

6s character. Given a linear Gd2O
– anion, detachment from the σuor σg orbitals will

result in no change in orbital angular momentum between the anion and neutral
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Band e- BE/eV Tentative Assignment

−δa 0.26 ± 0.02 (‖)
Signal at this energy in 2.330

eV spectrum

indistinguishable from noise

15
∑
g −16∆g

Xb

0.84± 0.02 (‖)
0.90± 0.02 (⊥) 17B2 −16 ∆g

0.94± 0.02 (‖)
0.97 ± 0.02 (‖)
1.00 ± 0.01 (‖)

1.08 ± 0.03 (isotropic)

Ab

1.16± 0.02 (⊥)
1.22± 0.02 (‖) 17∆u −16 ∆g

1.24± 0.02 (⊥)
1.26± 0.02 (‖)
1.29± 0.02 (‖)
1.31± 0.02 (⊥)

Bb

1.43± 0.04 (⊥) (15B2 −16 ∆g contributes to

continuum signal1.44± 0.02 (‖)
1.48± 0.02 (‖)
1.53± 0.02 (‖) 17∆g −16 ∆g

Ca
1.62± 0.03 (‖) Features broadened and less

resolved in the 2.330 eV

spectrum

1.66± 0.03 (⊥) 15∆u −16 ∆g

1.68± 0.03 (‖)
Db 1.7 – 2.1 (‖) 15∆g −16 ∆g

Ea 2.42± 0.03 (‖)
2.5 – 3.0 (isotropic)

a Feature better resolved or only observed in the 3.495 eV PE spectrum; position based on this

spectrum.
b Feature better resolved in the 2.330 eV PE spectrum; position based on this spectrum.

Table 7.1: Positions of bands, or any partially resolved peaks within those bands,

along with the angle relative to the laser polarization at which the signal is more

intense, observed in the PE spectra of Gd2O
–. Tentative assignments based on

computational results are included.
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Table 7.2: Summary of several of the electronic states calculated for Gd2O
– and Gd2O.

Asterisks (*) indicate energies determined from single-point calculations when structure

optimizations failed to converge. The molecular terms for states that are only accessible

via shake-up transitions include the AO-basis of the electron excitation accompanying

detachment.
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electronic states, giving a selection rule of ∆S, ∆Ms = ∓1/2. The two sets of 17∆

← 16∆ (∆Ms = +1/2) and 15∆ ← 16∆ (∆Ms = −1/2)transitions fall into this

category, and the resulting photoelectron would carry away l = 1 unit of angular

momentum, consistent with the parallel PAD.[497] From the standpoint of orbital

angular momentum, there is no explanation for the features with perpendicular

PAD, unless the orbital angular momentum of the ejected electron is affected by

PEVE interactions in a way that was not observed in previous studies on similar

strongly correlated systems.[455]

Considering the strong coupling between unpaired outervalence electrons and the

4f 7 cores evident from the energy associated with α→ β spin flips in the δ orbitals

(ca. 0.8 eV, Table 7.1) it is conceivable that there is similarly strong coupling

between the orbital angular momentum of the ejected electron and the projection

of the spin angular momentum of the 4f 7 cores. 7.4 shows a schematic of the

energies of the individual Ms levels of the 16∆g anion ground state, assuming an

axial zero field splitting of −20cm−1, following EMs =
(
Ms

2− 1
4

)
D for half integer

spins, as well as the levels of the 17∆uand 15∆u states that follow EMs = (Ms
2)D

for integer spins. We assume D = -20 cm−1, for the sake of illustration.

From the lowest energy degenerate levels of the anion, Ms = ±15/2, the detach-

ment of a single electron from the σu orbital would access the Ms = ±8 levels of

the 17σu state or theMs = ±7 levels of the 15σustate, given the selection rule noted

above. These transitions are represented by green arrows in 7.4, which also shows

transitions from excited Ms levels of the anion. If, however, interaction between

the photoelectron with l = 1 strongly interacts with the coupled 4f 7 Gd cores in a

way that changes the orbital angular momentum of the outgoing electron to l = 0,

2, the resulting PAD would be perpendicular,[497] coupled with ∆Ms = ±1/2 + 1

(red dotted arrows) or ∆Ms = ±1/2−1 (blue dotted arrows) transitions. We note

here that neither spin nor orbital angular momentum are good quantum numbers,

though we will still frame idea in L–S terms.

The schematic shown if 7.4 is oversimplified in that it assumes equal axial zero-

field splitting for the anion and two neutral states, D = −20cm−1, but this scheme

would result in differences in energy between the parallel and perpendicular tran-
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Figure 7.4: (a) Simulations based on calculated anion and neutral structures. The

black trace is based on bent structures for both the anion and neutral, the blue

trace is based on the linear structures for both the anion and neutral, and the red

trace is based on the linear anion and bent neutral. Transition origins have been

adjusted to compare with the experimental spectrum (green). (b) Same simulations

shown at the calculated transition energies (Table 7.2).
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sitions. The simulation shown 7.5(a) assumes D = −20cm−1 for anion and two

neutral states, equal oscillator strength for all transitions, and thermal population

of the four lowest excited Ms levels of the anion (i.e., electronic sequence bands,

represented in part by the groupings of green, red, and blue arrows in 7.4). Note

that the transitions associated with ∆Ms = ±1/2 + 1 (red dotted arrows) can

only occur from the excited Ms levels of the anion. The simulation shows that the

sequence bands are close in energy and would not be resolved experimentally, but

the l = 0, 2 perpendicular transitions would appear at lower (∆Ms = ±1/2 + 1,

dotted red line) and higher (∆Ms = ±1/2 − 1, dotted blue line) energies relative

to the l = 1 (∆Ms = ±1/2, green line) parallel transition. The energy interval

between the three groups of transitions is dependent on the value of D for the

neutral states. Again, note that equal oscillator strength -20cm−1 as assumed for

all transitions, rather than arbitrarily giving the perpendicular transitions lower

oscillator strength. Given these assumptions, the simulation of the 17∆u ←16 ∆g

transition resembles band A in 7.5(c).

If instead we assume D = −20cm−1 for the anion and D = +20 cm−1 for the

neutral states and apply the same set of selection rules, the simulated transitions

appear very different, as shown in 7.5(b). The electronic sequence bands are well

separated, trailing to lower e−BE, and the perpendicular transitions coincide in

energy, appearing at lower e−BE than the parallel transition. The result is similar

in appearance to band B.

This rationale raises the question of why this phenomenon hasn’t been observed in

the spectra of Sm2O
– or Gd2O

–
2 . In both cases, the crowding of electronic transi-

tions made it difficult or impossible to discern features between spectra taken with

the different laser polarizations. However, our previously reported PE spectrum of

the MnMoO –
3 molecule[3] (7A′ anion ground state) exhibited an anomalous PAD.

Figure 6 shows the spectrum near the origin transition obtained using parallel

(green) and perpendicular (red) laser polarizations. This relatively narrow elec-

tronic transition includes a short vibrational progression, and both the v′ = 0 and

v′ = 1 members exhibit minima in the perpendicular spectrum where the peaks

reach maximum intensity in the parallel spectrum. The S/N in the more intense
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Figure 7.5: Energies of the Ms levels of the 16∆g state of Gd2O
– and the neutral

17∆u and 15∆u states accessed by detachment of an electron from the σu outer

valence orbital. The green arrows show transitions that follow the ∆S = +1/2

(accessing 17∆g ) and -1/2 (accessing 15∆g ) selection rule. The blue and red

dashed arrows are hypothetically allowed transitions if angular momentum from

the l = 1 photoelectron generated from detachment from an orbital with zero

orbital angular momentum were transferred to change Ms by an additional unit.
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v′ = 0 transition is sufficient to determine a splitting of 0.017 eV (137 cm−1) be-

tween the partially resolved features in the perpendicular spectrum, which would

be consistent with D = -17 cm−1 for neutral MnMoO3.

Figure 7.6: (a) Simulation based on the energy levels shown in 7.4, assuming

thermal population of the 5 lowest energy Ms levels of the 16∆g anion. Color

coding of transitions is consistent with the arrows representing the transitions in

7.4. D is assumed to be −20cm−1 cm−1 for the 16∆g, 17∆g, and 15∆g states. (b)

Simulation of the same transitions assuming D is −20 cm−1 for the 16∆g, state,

and +20 cm−1 for the 17∆g and 15∆g states. ADEs for the transitions based

on computed energies for the (unsplit) states. (c) Experimental PE spectrum of

Gd2O
– in the same energy range, for direct comparison to the simulated profiles

A more sophisticated theoretical treatment to calculate D for the numerous close-

lying electronic states of Gd2O
– and Gd2O is beyond the scope of this report.

However, the simulations based on values of D in line with those reported for di-

gadolinium complexes in which the Gd centers are bridged by N 3–
2 ligands[478, 477]

show profiles that are qualitatively similar to what is observed in the PE spectrum

of Gd2O
– , suggesting that anion PE spectra of these strongly correlated systems
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could provide another means for modeling potential single molecule magnet prop-

erties.

Figure 7.7: (a) Anion PE spectrum previously reported for MnMoO –
3 measured

using 3.495 eV photon energy shown on an expanded scale and with contrasting

colors to distinguish between the parallel (green) and perpendicular (red) polar-

izations. The spectrum obtained with perpendicular polarization shows dips at

energies where the parallel spectrum peaks. Reprinted with permission from ref. 3.

Copyright 2020 AIP Publishing.

7.4 Conclusion

In an extension of our studies on the manifestation of PEVE interactions on the PE

spectra of strongly correlated molecular systems, the anion PE spectrum of Gd2O
–

was presented and compared with the Ce2O
– and Sm2O

– analogs. The motivation

for targeting Gd2O
– was the expectation of simple electronic structure of the 4f 7

(8S) subshell occupancy in Gd atoms, which should reduce the number of close-

lying states compared to the numerous spin-orbit components arising from the

4f 6 (7Fj) subshell of Sm. Based on the analysis of the spectrum with supporting
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calculations, we conclude:

1. The Gd2O
– PE spectrum exhibits numerous electronic transitions over a

wider range of e−BEs compared to the Ce2O
– and Sm2O

– spectra. However,

like Sm2O
– the intensities of transitions to excited states increase relative to

the ground state with lower photon energy, which is consistent with the hy-

pothesis that the ejected electron creates a time-dependent perturbation of

the electronic structure of the neutral Gd2O remnant, resulting in observation

of two-electron (shake-up) transitions.

2. Calculations predict the linear and bent structures of Gd2O
– to be nearly

identical in energy. However, because of the stability from spin-orbit splitting

in the linear 16σg state, we assert that the true ground state is linear.

3. The group of intense spectral features that lie between 0.7 eV and 2.3 eV are

assigned to transitions involving detachment of an electron from outervalence

σu and σg orbitals that have large Gd 6s contributions. A very low-intensity

transition observed at e−BE = 0.26 eV in the spectrum measured with 3.495

eV that is assigned to the transition to the ground state via detachment of

the δg (Gd 5d-based) outervalence electron.

4. The spectra show parallel transition manifolds in general, which is consistent

with detachment from σu and σg orbitals. However, several distinct perpen-

dicular transitions are observed adjacent to several of the vertical transitions.

A possible explanation invoking interaction between the ejected electron and

the high-spin neutral is proposed. Specifically, the angular momentum of

electrons ejected from σu or σg orbitals, which is l = 1, can be switched to

l = 0, 2 with an associated change in the Ms of the remnant neutral, which

would be spin-orbit coupling between a free electron and the spin of a neutral.

Evidence of strong time-dependent electron-neutral coupling continues to challenge

how we envision photodetachment and provides interesting directions for theory.
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Summary and Outlook

This dissertation, titled “Improvements in Maximum Overlap Methods for Study-

ing Excited Electronic States and Exotic Ground States and Computational Sim-

ulations of Metal Oxide Photodetachment Spectra” discussed twp broadly defined

sections. The first section presented and demonstrated a new pair of tools de-

veloped for locating excited states at a ground state computational cost, termed

the Projection-based Maximum Overlap Method (PMOM) and Projection-based

Initial Maximum Overlap Method (PIMOM). The second section presented col-

laborative work on the hydrolysis of transition metal oxides, specifically TiO2 and

ZrO2.

The first portion of this Ph. D. work focuses on the development of an efficient

method for calculating electronic excited states. Computational studies of elec-

tronic excited states impacts all areas of chemistry and a range of related scientific

fields including materials science and biology. Many of the available computational

models for such calculations involve significant computational expense and some

can be quite sensitive to user selected options. Since advancements in excited

state studies demand accurate and efficient modeling, it is crucial that new and

affordable excited state methodologies be developed and validated.

One approach to excited state calculations is to alter well-developed ground state

models in order to effectively turn excited state calculations into ground state prob-

lems. These models often suffer from numerical instabilities or require the user to

define and impose constraints on the electronic structure. With this in mind, I
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have developed the Projected Maximum Overlap Method (PMOM) and the Pro-

jected Initial Maximum Overlap Method (PIMOM). In a further study, I have

explored the use of this method to specifically study optimized minimum energy

structures, adiabatic excitation energies, and vibrational frequencies for electronic

excited states. PIMOM demonstrated its ability to reproduce excited state vi-

brational frequencies obtained by more expensive models, such as time–dependent

DFT. This work has shown the efficacy and robustness of these models paired with

a spin-purification technique to remedy spin-contamination that is often observed

in ground state approximations to excited state electronic structures.

Importantly, PMOM and PIMOM provide at least an order of magnitude decrease

in computational cost for frequency calculations and evaluations of other response

properties relative to conventional excited state methods.

PMOM and PIMOM have also been used in a number of high-impact collabora-

tive studies. In collaboration with the Chick Jarrold Group at Indiana University,

PIMOM has been used to explore exotic electronic states in systems with a high

density of states due to f-block elements.[454, 455] PIMOM successfully located

and distinguished between close–lying excited states that more sophisticated, and

computationally expensive, methods fail to locate. The model was especially cru-

cial to study the photoelectron spectra of Gd2O
–
2 and Gd2O

– and to provide a

description of strong photoelectron-valence electron interactions. This work is fun-

damental in understanding strongly correlated electronic materials, a prominent

grand challenge problem in materials science.

The presented PIMOM formulation employs a simple form for the projector op-

erator. In some cases, the Ptarget operator may not be compactly presentable for

a system’s Hilbert space. In these systems, one may find degenerate sub-spaces

corresponding to a single eigenvalue of the operator containing multiple (perhaps

infinite) |i〉 〈i|-like terms.[324, 325, 326, 327, 328] For such cases, two-argument

projector operators may be more prudent for the formulation of the PIMOM al-

gorithm.

The second area of work described in the dissertation emphasized the importance

of synergistic interactions between experimentalists and theorists. Such collabora-
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tive efforts can lead to a holistic understanding of chemical processes yielding an

understanding whose whole is greater than the sum of its parts. In collaboration

with Daniel Neumark’s lab at UC Berkeley, we studied the hydrolysis of TiO2 and

ZrO2. In the first, TiO3H
–
2 anions were used to probe the simplest titania/wa-

ter reaction, TiO 0/–
2 + H2O. The resultant spectra show vibrationally resolved

vibrational structure. Calculations were able to clearly assign the spectrum to de-

tachment from the cis-dihydroxide TiO(OH) –
2 This work represented a significant

improvement in resolution over previous measurements, yielding an electron affin-

ity of 1.2529(4) eV as well as several vibrational frequencies for neutral TiO(OH)2.

The second study used electronic structure calculations and complementary high-

resolution anion photoelectron spectra of the ZrO3H
–
2 to investigate the reaction

between zirconium dioxide and a single water molecule, ZrO0/
– + H2O. Simulations

clearly showed that both cis– and trans–dihydroxide structures are present in the

experiment. Additionally, it was found that water-splitting is stabilized more by

ZrO2 than TiO2, suggesting Zr-based catalysts are more reactive toward hydrolysis.

These two studies demonstrate the value of computational chemistry in predicting

and resolving experimental observations to enhance fundamental knowledge and

guide the development of catalyst design principles.
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A.1 Model Chemistry Benchmarking

Preliminary studies suggested meaningful functional and basis set dependencies

in calculations of TiO(OH)2 neutral and anion species. Using both B3LYP and

ωB97XD approximate density functionals, three basis/effective core potential (ECP)

sets were considered: (1) the all-electron Def2TZVP basis set for all atoms; (2) the

Stuttgart/Cologne ECP (designated ECP10MDF) with the corresponding valence

electron basis set on Ti and the aug-cc-pVDZ all electron basis set for H and O

centers (SC), and (3) the Stuttgart/Cologne ECP (designated ECP10MDF) with a

modified form of the corresponding valence electron basis set that includes higher

angular momentum functions for Ti and aug-cc-pVTZ to describe orbitals on H and

O atoms (SDD+TZ). Tables A.1 and A.1, below, give calculated adiabatic detach-

ment energies (ADEs) and vertical detachment energies (VDEs) for the six func-

tional/basis set combinations considered. For comparison, HF and CCSD results

are also included. All CCSD and HF geometry optimization calculations converge

to the expected planar C2v geometry (1-1a) for both anion and neutral. However,

all geometry optimizations of neutral 1-1a’ using ωB97XD converged to non-planar

structures. Similarly, the neutral 1-1a’ B3LYP/SC and B3LYP/SDD+TZ geom-

etry optimizations converged to non-planar geometries. Optimization of the 1-1a

anion converged to the expected planar structure in all cases. Given these re-

sults and the good agreement with CCSD for the ADE and VDE predictions, the
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B3LYP/Def2TZVP model chemistry was chosen for all calculations and results

reported in this chapter.
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A.2 Optimized Anion Geometries

1-1a SCF= -1076.658415 Eh

O 0 1.681205 -0.884975

O 0 0 1.724638

H 0 2.495033 -0.375347

Ti 0 0 0.0506

O 0 -1.681205 -0.884975

H 0 -2.495033 -0.375347

1-1b SCF= -1076.655399 Eh

O 1.514645 -1.098055 0.00023

O 0.25786 1.734672 -0.000049

H 2.39847 -0.722566 0.000328

Ti -0.002131 0.081778 -0.000009

O -1.819521 -0.5802 -0.000179

H -1.975457 -1.527889 -0.000156

1-1c SCF= -1076.574996 Eh

Ti -0.496421 0.351564 0

O 0.386009 0.58243 1.426741

O 0.386009 0.58243 -1.426741

O 0.386009 -1.788347 0

H 0.828529 -1.373255 -0.770533

H 0.828529 -1.373255 0.770533

1-1e SCF= -1076.650841 Eh

O -1.70048 -0.812812 0

O -0.000011 1.77743 0

H -1.745299 -1.771464 0

Ti 0 0.105836 0

O 1.700492 -0.812803 0

H 1.745296 -1.771455 0

155



A.3. NEUTRAL OPTIMIZED GEOMETRIES
APPENDIX A. CHAPTER 6 SUPPLEMENTAL INFORMATION

A.3 Neutral Optimized Geometries

1-1a’ SCF= -1076.614767 Eh

O 0 1.614349 -0.832274

O 0 0 1.665003

H 0 2.523117 -0.520464

Ti 0 0 0.04715

O 0 -1.614349 -0.832274

H 0 -2.523117 -0.520464

1-1b’ SCF= -1076.610776 Eh

O 1.542949 -0.935835 0.000239

O 0.135796 1.665754 -0.000085

H 2.475001 -0.702562 0.000328

Ti 0.000264 0.053464 0.000002

O -1.721628 -0.605333 -0.000177

H -2.137748 -1.47034 -0.000184

1-1c’ SCF= -1076.546523 Eh

Ti -0.382121 0.229875 0

O 0.281138 0.845209 1.386187

O 0.281138 0.845209 -1.386187

O 0.281138 -1.825638 0

H 0.82968 -1.98774 -0.780128

H 0.82968 -1.98774 0.780128
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A.4 Figures

Figure A.1: Vibrational modes of the 1-1a’ TiO3H2 isomer that are active in the

cryo-SEVI spectrum.

Figure A.2: Scan of the anion potential energy surface along the angular coordinate

δ, defined in the top panel, which is used to distinguish between the cis- and trans-

OH isomers 1-1a and 1-1b. These calculations were performed in Gaussian3 and

carried out at the B3LYP/SDD+TZ level, as use of an ECP reduces computational

expense. Points in black correspond to a constrained optimization where the value

of δ was fixed and the other geometrical parameters were allowed to relax; for each

of the -10◦ ≤ δ ≤ 10◦ data points, shown in blue, a single point calculation was

carried out using the adjacent geometries with the δ-angle fixed at the appropriate

value. The resultant barrier height for the trans-to-cis rotation is 549 cm−1, and

that of the cis-to¬-trans rotation is 1302 cm−1; these constitute upper bounds for

the true barrier heights due to the inability to perform a constrained optimization

for the δ ≈ 0 geometries.
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A.5 Tables

Table A.1: Absolute energies including ZPE for optimized 1-1a anion and 1-1a’ neu-

tral geometries and the calculated ADEs using initial candidate model chemistries.
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Table A.2: Absolute energies including ZPE for anionic and neutral 1-1a using

the anion 1-1a geometry, and the calculated VDEs using initial candidate model

chemistries.

Table A.3: Vibrational frequencies in cm−1 for the lowest-energy anion and neutral

states of 1-1a TiO3H2 obtained at the B3LYP/Def2TZVP level. The scaling factors

used to adjust neutral 1-1a’ frequencies are also provided.

159



A.5. TABLES
APPENDIX A. CHAPTER 6 SUPPLEMENTAL INFORMATION

Table A.4: Structural parameters for the 1-1a anion and 1-1a’ neutral geometries

obtained at the B3LYP/Def2TZVP level, as well as the percent changes in these

parameters that occur upon detachment.

Table A.5: Ten lowest-energy electronic states of the 1-1a’ neutral specie found

using the B3LYP/Def2TZVP model chemistry. Excitation energies were obtained

from a TDDFT calculation.
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B.1 Tables

Model Chemistry Anion Neutral ADE(eV)

B3LYP/Def2TZVP 274.2558806 274.2143184 1.13

B3LYP/SC 273.7720854 273.7262703 1.25

ωB97XD/Def2TZVP 274.1629665 274.1299711 0.90

ωB97XD/SC 273.68070 273.6434247 1.01

B3PW91/Def2TZVP 274.1829258 274.1435448 1.07

B3PW91/SC 273.7006408 273.6580344 1.16

M06L/Def2TZVP 274.1939821 274.1669927. 0.73

M06L/SC 273.7239104 273.6964000 0.75

DSDPBEP86/Def2TZVP 273.2305063 273.1963100 0.93

DSDPBEP86/SC 272.7459145 272.7065000 1.07

PBE1PBE/Def2TZVP 273.9775000 273.9394262 1.04

PBE1PBE/SC 273.4962528 273.4544886 1.14

Table B.1: Absolute energies without including ZPE for optimized 1-1a anion and

1-1a’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.
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Model Chemistry Anion Neu ADE(eV)

B3LYP/Def2TZVP -274.228913 -274.186326 1.16

B3LYP/SC -273.745086 -273.698169 1.28

ωB97XD/Def2TZVP -274.135416 -274.101485 0.92

ωB97XD/SC -273.653117 -273.614931 1.04

B3PW91/Def2TZVP -274.155631 -274.115309 1.10

B3PW91/SC -273.673349 -273.62971 1.19

M06L/Def2TZVP -274.167045 -274.138852 0.77

M06L/SC -273.696712 -273.668007 0.78

DSDPBEP86/Def2TZVP -273.631667 -273.596151 0.97

DSDPBEP86/SC -273.096346 -273.056491 1.08

PBE1PBE/Def2TZVP -273.95000 -273.911023 1.06

PBE1PBE/SC -273.468754 -273.425994 1.16

Table B.2: Absolute energies including ZPE for optimized 1-1a anion and 1-

1a’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.
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Model Chemistry Anion Neutral ADE(Ev)

B3LYP/Def2TZVP -274.2526755 - -

B3LYP/SC -273.7692272 -273.722743 1.26

ωB97XD/Def2TZVP -274.159672 - -

ωB97XD/SC -273.6776874 -273.6386888 1.03

B3PW91/Def2TZVP -274.1796354 - -

B3PW91/SC -273.69770 -273.6543431 1.18

M06L/Def2TZVP -274.1916209 - -

M06L/SC -273.7209521 -273.6926436 0.77

DSDPBEP86/Def2TZVP -273.2272116 - -

DSDPBEP86/SC -272.7427958 -272.7036951 1.06

PBE1PBE/Def2TZVP -273.9742372 - -

PBE1PBE/SC -273.4933016 -273.450847 1.16

Table B.3: Absolute energies including ZPE for optimized 1-1b anion and 1-

1b’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.
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Model Chemistry Anion Neu ADE(Ev)

B3LYP/Def2TZVP -274.22599 - -

B3LYP/SC -273.742466 -273.695245 1.28

ωB97XD/Def2TZVP -274.135416 - -

ωB97XD/SC -273.6503 -273.610722 1.04

B3PW91/Def2TZVP -274.15262 - -

B3PW91/SC -273.670616 -273.626476 1.20

M06L/Def2TZVP -274.164979 - -

M06L/SC -273.693786 -273.664728 0.79

DSDPBEP86/Def2TZVP -273.628824 - -

DSDPBEP86/SC -273.093789 -273.05401 1.08

PBE1PBE/Def2TZVP -273.947001 - -

PBE1PBE/SC -273.466038 -273.422846 1.18

Table B.4: Absolute energies including ZPE for optimized 1-1b anion and 1-

1b’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.
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Model Chemistry Anion Neutral ADE(eV)

B3LYP/Def2TZVP -274.18030207 -274.13788055 1.15

B3LYP/SC -273.69705894 -273.65431302 1.16

ωB97XD/Def2TZVP -274.08812593 -274.05096200 1.01

ωB97XD/SC -273.60488812 -273.56888652 0.98

B3PW91/Def2TZVP -274.10959592 -274.06841387 1.12

B3PW91/SC -273.62851630 -273.58746213 1.12

M06L/Def2TZVP -274.1238743 -274.09444318 0.80

M06L/SC -273.65201195 -273.62745912 0.67

DSDPBEP86/Def2TZVP -273.14408280 -273.10332587 1.11

DSDPBEP86/SC -272.65968617 -272.61817811 1.13

PBE1PBE/Def2TZVP -273.90436899 -273.86364332 1.11

PBE1PBE/SC -273.42415240 -273.38340727 1.11

Table B.5: Absolute energies without including ZPE for optimized 1-1c anion and

1-1c’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.
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Model Chemistry Anion Neu ADE(Ev)

B3LYP/Def2TZVP -274.150733 -274.108175 1.16

B3LYP/SC -273.668736 -273.624781 1.20

ωB97XD/Def2TZVP -274.057899 -274.020648 1.01

ωB97XD/SC -273.57454 -273.538753 0.97

B3PW91/Def2TZVP -274.079871 -274.038453 1.13

B3PW91/SC -273.600535 -273.557588 1.17

M06L/Def2TZVP -274.094029 -274.064567 0.80

M06L/SC -273.622262 -273.59754 0.67

DSDPBEP86/Def2TZVP -273.5593 -273.521209 1.04

DSDPBEP86/SC -273.025923 -272.98685 1.06

PBE1PBE/Def2TZVP -273.874383 -273.833515 1.11

PBE1PBE/SC -273.395825 -273.353275 1.16

Table B.6: Absolute energies including ZPE for optimized 1-1c anion and 1-

1c’ neutral geometries and the calculated ADEs using initial candidate model

chemistries. Energies are presented in Hartree unless otherwise noted.

Vibrational Modes Anion Neutral change %

ν12 dihedral angle 29.2° 23.00° 6.2° 21%

ν11 OZrOH angle 118.6° 114.7° 3.9° 3 %

ν10 ZrOH in-plane 123.3° 134.8° 11.5° 9%

ν9 ZrOH out-of-plane 123.3° 134.8° 11.5° 9%

ν8 sym. ZrO(H) str. 2.05Å 1.99Å 0.06Å 3

Table B.7: Structural parameters for the 1-1a anion and 1-1a’ neutral geome-

tries obtained at the ωB97XD/SC level, as well as the percent changes in these

parameters that occur upon detachment.
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Vibrational Modes Anion Neutral Change %

ν12 dihedral 29.5° 18.8° 10.7° 36%

ν11 OZrOH angle (trans) 123.4° 145.6° 22.2° 18%

ν10 (H)OMO(H) 115.4° 123.6° 8.2° 7%

ν9 Trans OMOH 112.2° 114.6° 2.4° 2%

ν8 OZrOH angle (trans) 123.4° 145.6° 22.2° 18%

ν7 OZrOH angle (cis) 123.9° 135.2° 11.3° 9%

ν5 sym. ZrO(H) str. 2.05Å 1.99Å 0.06Å 3

Table B.8: Structural parameters for the 1-1b anion and 1-1b’ neutral geome-

tries obtained at the ωB97XD/SC level, as well as the percent changes in these

parameters that occur upon detachment.

Vibrational Modes Computed Frequency Scaled frequency Scaling factor

ν12 87.6 66.9 0.76

ν11 170.2 166.0 0.97

ν10 213.1 175.0 0.82

ν9 428.7 380.3 0.89

ν8 439.5 393.9 0.90

ν7 492.7 419.3 0.85

ν6 513.7 428.3 0.83

ν5 622.8 597.0 0.96

Table B.9: Vibrational frequencies in cm−1 for the lowest energy neutral state of

1-1a ZrO3H2 obtained at the ωB97XD/SC level. The scaling factors used to adjust

neutral 1-1a’ frequencies are also provided.
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Vibrational Modes Computed Frequency Scaled frequency Scaling factor

ν12 82.4 65.0 0.79

ν11 159.9 155.0 0.97

ν10 196.9 175.0 0.89

ν9 323.8 384.0 1.18

ν8 339.5 393.0 1.16

ν7 385.7 419.0 1.08

ν6 395.2 425.0 1.07

ν5 606.9 597.0 0.98

Table B.10: Vibrational frequencies in cm−1 for the lowest energy neutral state

of 1-1a ZrO3D2 obtained at the ωB97XD/SC level. The scaling factors used to

adjust neutral 1-1a’ frequencies are also provided.

Vibrational Modes Computed Frequency Scaled frequency Scaling factor

ν12 75.0 72.4 0.96

ν11 141.0 113.9 0.81

ν10 191.0 169.0 0.88

ν9 234.6 204.0 0.87

ν8 416.8 350.0 0.84

ν7 468.5 405.0 0.86

ν6 506.2 430.3 0.85

ν5 643.6 547.1 0.85

Table B.11: Vibrational frequencies in cm−1 for the lowest energy neutral state

of 1-1b ZrO3H2 obtained at the ωB97XD/SC level. The scaling factors used to

adjust neutral 1-1b’ frequencies are also provided.
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Vibrational Modes Computed Frequency Scaled frequency Scaling factor

ν12 70.9 69.0 0.97

ν11 117.3 110.0 0.94

ν10 181.1 155.0 0.86

ν9 218.6 196.0 0.90

ν8 316.4 347.0 1.10

ν7 361.1 379.0 1.05

ν6 390.0 430.3 1.10

ν5 626.7 548.0 0.88

Table B.12: Vibrational frequencies in cm−1 for the lowestenergy neutral state of

1-1b ZrO3D2 obtained at the ωB97XD/SC level. The scaling factors used to adjust

neutral 1-1b’ frequencies are also provided.

1-1a CryoSEVI ωB97XD/SC

EA (eV) 1.1636(5) 1.04

ν12 (cm−1) 67(3) 87.6

ν11 (cm−1) 167(2) 170.3

ν9 (cm−1) 388(4) 428.8

ν6 (cm−1) 429(6) 513.7

ν5 (cm−1) 597(2) 622.8

Table B.13: Electronic and vibrational energies for neutral 1-1a’ extracted from

the ZrO(OH) –
2 cryo-SEVI spectrum, and compared to the (unscaled) results ob-

tained from ωB97XD/SC calculations.
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1-1b CryoSEVI ωB97XD/SC

EA (eV) 1.1636(5) 1.04

ν12 (cm−1) 73(3) 75.0

ν11 (cm−1) 115(3) 141.0

ν10 (cm−1) 167(2) 191.0

ν9 (cm−1) 201(4) 234.6

ν8 (cm−1) 356(6) 416.9

Table B.14: Electronic and vibrational energies for neutral 1-1b’ extracted from

the ZrO(OH) –
2 cryo-SEVI spectrum, and compared to the (unscaled) results ob-

tained from ωB97XD/SC calculations.
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Peak eBE Shift Assignment

1-1a’ 1-1b’

A 9385(4) 0 00
0 00

0

B 9452(4) 67 121
0

C 9458(4) 73 121
0

D 9500(4) 115 111
0

E 9529(4) 144 122
0

F 9552(2) 167 111
0 101

0

G 9570(4) 185 111
0121

0

H 9613(4) 228 123
0

I 9624(2) 239 101
0121

0

J 9659(6) 274 91
0121

0

K 9666(4) 281 124
0

L 9705(6) 320 101
0122

0

M 9712(6) 327 111
0123

0

N 9743(4) 358 81
0

O 9763(4) 378

P 9773(4) 388 91
0 101

0123
0

Q 9814(12) 429 61
0 81

0121
0

R 9844(6) 459 91
0121

0 101
0111

0121
0

S 9887(8) 502 61
0121

0 113
0122

0

T 9933(3) 548 101
0112

0122
0

U 9939(4) 554

V 9982(1) 597 51
0 71

0111
0121

0

Table B.15: Peak positions, shifts from peak A, and assignments for the detach-

ment transitions in the cryo-SEVI spectrum of ZrO(OH) –
2 . Uncertainties in peak

positions correspond to one standard deviation obtained from a Gaussian fit to the

corresponding feature in the high-resolution scan.
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Peak eBE Shift Assignment

1-1a’ 1-1b’

A 9369(6) 0 00
0 00

0

B 9434(3) 65 120
1

C 9438(3) 69 120
1

D 9479(5) 110 110
1

E 9504(5) 135 120
2

F 9524(3) 155 110
1 100

1

G 9540(4) 171 111
0121

0

H 9579(8) 210 120
3

I 9593(11) 224 111
0121

0 101
0121

0

J 9623(8) 254 111
0122

0

K 9634(7) 265 91
0121

0

L 9669(7) 300 101
0122

0

M 9686(12) 317 111
0123

0

N 9716(7) 347 80
1

O 9729(16) 360 101
0123

0

P 9753(7) 384 90
1

Q 9767(4) 398 113
0120

1

R 9778(3) 409

S 9790(3) 421 81
0120

1

T 9794(1) 425 60
1

Table B.16: Peak positions, shifts from peak A, and assignments for the detach-

ment transitions in the cryo-SEVI spectrum of ZrO(OD) –
2 . Uncertainties in peak

positions correspond to one standard deviation obtained from a Gaussian fit to the

corresponding feature in the high-resolution scan.
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B.2 Figures

Figure B.1: Cryo-SEVI spectrum of ZrO3H2 displaying the full range of the

overview spectrum (hν = 10,747 cm−1). High resolution spectra were collected

only up to ∼10,000 cm−1. Red and blue sticks correspond to FC-simulations for

detachment from the 1-1a and 1-1b isomers of ZrO3H2, respectively.

B.2.1 Spectra with FC-simulations (theor. values)
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Figure B.2: Cryo-SEVI spectrum of ZrO3H2 with Franck-Condon simulations for

detachment from the 1-1a structure of ZrO(OH) –
2 using neutral frequencies that

have not been scaled.

Figure B.3: Cryo-SEVI spectrum of ZrO3H2 with Franck-Condon simulations for

detachment from the 1-1b structure of ZrO(OH) –
2 using neutral frequencies that

have not been scaled.
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Figure B.4: Cryo-SEVI spectrum of ZrO3D2 with Franck-Condon simulations for

detachment from the 1-1a structure of ZrO(OD) –
2 using neutral frequencies that

have not been scaled.

Figure B.5: Cryo-SEVI spectrum of ZrO2D2 with Franck-Condon simulations for

detachment from the 1-1b structure of ZrO(OD) –
2 using neutral frequencies that

have not been scaled.

175



B.2. FIGURES APPENDIX B. CHAPTER 7 SUPPLEMENTAL INFORMATION

B.2.2 Spectra with FC-simulations (scaled values)

Figure B.6: Cryo-SEVI spectrum of ZrO3H2 with Franck-Condon simulations for

detachment from the 1-1a structure of ZrO(OH) –
2 using experimental values where

possible.
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Figure B.7: Cryo-SEVI spectrum of ZrO3H2 with Franck-Condon simulations for

detachment from the 1-1b structure of ZrO(OH) –
2 using experimental values where

possible.

Figure B.8: Cryo-SEVI spectrum of ZrO3D2 with Franck-Condon simulations for

detachment from the 1-1a structure of ZrO(OD) –
2 using experimental values where

possible.
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Figure B.9: Cryo-SEVI spectrum of ZrO3D2 with Franck-Condon simulations for

detachment from the 1-1b structure of ZrO(OD) –
2 using experimental values where

possible.

Figure B.10: Photoelectron angular distributions for peaks A, B, C, and D of

ZrO3H2
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B.3 Geometries

B.3.1 Optimized Anion Geometries

The Cartesian coordinates for the optimized geometries of the doublet anion ZrO3H
–
2

species identified by ωB97XD/SC are provided below. The total converged SCF

energy is also given for each structure.

1-1a

SCF= -273.680703012 Eh

Zr -0.17653491 0.14741320 0.00000000

O -0.17653491 -0.96122535 1.72894132

O -0.17653491 -0.96122535 -1.72894132

O 1.13307209 1.38221915 0.00000000

H 0.41068900 -0.78733776 -2.46539459

H 0.41068900 -0.78733776 2.46539459

1-1b

SCF= -273.677687402 Eh

Zr 0.00224031 0.07100173 -0.21275434

O -1.60014474 -1.12838066 0.23540247

O 1.84515558 -0.67677432 0.33093769

O -0.21961565 1.75174680 0.38631180

H 2.09942250 -1.59299417 0.21211062

H -2.39219647 -0.381980958 0.67684718
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1-1c

SCF= -273.604888118 Eh

Zr -0.45547340 -0.00001041 0.25604928

O -0.10951737 1.49537562 -0.74043818

O -0.10943080 -1.49537720 -0.74044033

O 2.03218352 0.00004343 0.27622859

H 1.85653478 -0.76618443 -0.30238602

H 1.85651829 0.76626591 -0.30238572

B.3.2 Optimized Neutral Geometries

The Cartesian coordinates for the optimized geometries of the singlet neutral

ZrO3H2 species identified by ωB97XD/SC are provided below. The total con-

verged SCF energy is also given for each structure.

1-1a

SCF= -273.643424650 Eh

Zr -0.139370 0.102224 0.000000

O -0.139370 -0.916493 1.716582

O -0.139370 -0.916493 -1.716582

O 0.899747 1.526420 0.000000

H 0.303360 -0.818216 -2.560212

H 0.303360 -0.818216 2.560212

1-1b

SCF= -273.638688778 Eh

Zr -0.000033 0.042830 -0.138065

O -1.677871 -0.994163 0.157195

O 1.827503 -0.697161 0.180508

O -0.121664 1.760309 0.244604

H 2.336248 -1.477916 0.392220

1-1c

SCF= -273.568886517 Eh
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Zr -0.363473 0.200499 0.000000

O 0.514401 0.741324 1.467455

O 0.514401 0.741324 -1.467455

O 0.514401 -1.980668 0.000000

H 1.096654 -2.017909 -0.770067

H 1.096654 -2.017909 0.770067
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C.1 Tables

C.1.1 Single Excitations

Molecule Model Chemistry Transition MOM IMOM PMOM PIMOM TD / CIS

Propenal
B3LYP/Def2TZVP n→ π∗ f f 3.27 Conv. 3.61

HF/Def2TZVP n→ π∗ f f 2.70 Conv. 4.88

Propanamide
B3LYP/Def2TZVP n→ π∗ f f 5.38 Conv. 6.10

HF/Def2TZVP n→ π∗ f f 4.78 Conv. 6.96

Tetrafluoroethene
B3LYP/Def2TZVP π → 3s f f 7.24 Conv. 7.44

HF/Def2TZVP π → 3s f 18 7.96 Conv. 8.76

Nitrobenzene
B3LYP/Def2TZVP π → π∗ f f 5.43 Conv. 6.47

HF/Def2TZVP π → π∗ f f v.c 6.30 7.46

Table C.1: Excitation energies in eV. The failure of the SCF procedure to con-

verge to either the target or any solution is indicated with the letter "f," whereas

variational collapse is indicated by "v.c."

C.1.2 Double Excitations
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Molecule Model Chemistry Transition MOM IMOM PMOM PIMOM Exp

Vanadium tetrachloride
B3LYP/LANL2DZ 4T2 f f 1.47 Conv.

1.30
HF/LANL2DZ 4T2 f f 2.88 Conv.

Cobalt tetraiodide
B3LYP/LANL2DZ 4T2 f f 0.26 Conv.

0.33
HF/LANL2DZ 4T2 f f 0.14 Conv.

Table C.2: Excitation energies in eV. The failure of the SCF procedure to converge

to either the target or any solution is indicated with the letter "f".

Molecule Model Chemistry State MOM IMOM PMOM PIMOM PG-IMOM

Benzene
BLYP/6-311G* 5 1Ag f f 10.34 Conv. 10.21

HF/6-311G* 5 1Ag f f 14.17 Conv. -

Napthalene
BLYP/6-311G* 4 1Ag 6.86 f Conv. Conv. 6.77

HF/6-311G* 4 1Ag f f 10.47 Conv. -

Anthracene
BLYP/6-311G* 2 1Ag f f 4.67 Conv. 4.62

HF/6-311G* 2 1Ag f f 8.13 Conv. -

Table C.3: Excitation energies in eV. The failure of the SCF procedure to converge

to either the target or any solution is indicated with the letter “f”.

C.1.3 IP Excitations

Molecule Model Chemistry State MOM IMOM PMOM PIMOM Exp

Propanone
B3LYP/6-311G(d,p) 2b1 f f 12.39 Conv.

12.59
HF/6-311G(d,p) 2b1 f f 10.76 Conv.

Methanol
B3LYP/6-311G(d,p) 7a′ f f 12.43 Conv.

12.68
Hf/6-311G(d,p) 7a′ f f 11.73 Conv.

Pyridine
B3LYP/6-311G(d,p) 9b2 f f 12.45 Conv.

12.61
Hf/6-311G(d,p) 9b2 f f 12.90 Conv.

formaldehyde
B3LYP/6-311G(d,p) 1b1 14.48 Conv. Conv. Conv.

14.48
HF/6-311G(d,p) 1b1 12.30 Conv. Conv. Conv.

Table C.4: Excitation energies in eV. The failure of the SCF procedure to converge

to either the target or any solution is indicated with the letter "f".

C.1.4 Nvirt Calculation Tables
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Molecule Model Chemistry MOM IMOM PMOM PIMOM

Propenal
B3LYP/Def2TZVP 3.1 | 4.2 3.1 | 8.1 0.1 | 0.1 0.1 | 0.1

HF/Def2TZVP 4.0 | 6.3 5.1 | 6.1 0.4 | 0.1 0.4 | 0.0

Propanamide
B3LYP/Def2TZVP 6.0 | 1.1 10.5 | 11.1 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 2.8 | 7.1 6.7 | 9.1 0.6 | 0.1 0.6 | 0.1

Tetrachloroethane
B3LYP/Def2TZVP 1.0 | 1.0 2.0 | 1.0 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 7.1 | 7.2 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0

Nitrobenzene
B3LYP/Def2TZVP 6.0 | 4.1 1.0 | 4.0 0.0 | 0.0 0.0 | 0.0

HF/Def2TZVP 17.5 | 15.7 6.0 | 5.0 1.0 | 0.1 0.0 | 0.0

Vanadium tetrachloride
B3LYP/Def2TZVP 7.8 | 6.8 8.4 | 6.3 0.2 | 0.0 0.2 | 0.0

HF/Def2TZVP 7.5 | 7.5 8.2 | 7.0 0.6 | 0.1 0.6 | 0.1

Cobalt tetraiodide
B3LYP/Def2TZVP 11.0 | 7.6 11.9 | 11.8 0.0 | 0.3 0.0 | 0.3

HF/Def2TZVP 7.1 | 6.7 11.0 | 9.1 0.0 | 0.6 0.0 | 0.6

Table C.5: Values of theNvirt metric for singly excited states. Values corresponding

to the α and β spin–orbital spaces are separated by a vertical pipe.

Molecule Model Chemistry MOM IMOM PMOM PIMOM

Benzene
BLYP/6-311G* 4.1 3.3 0.0 0.0

HF/6-311G* 3.3 4.1 0.0 0.0

Naphthalene
BLYP/6-311G* 0.0 10.5 0.0 0.0

HF/6-311G* 10.1 15.9 0.0 0.0

Anthracene
BLYP/6-311G* 8.4 14.0 0.0 0.0

HF/6-311G* 14.8 16.0 0.1 0.1

Table C.6: Values of the Nvirt metric for the computed doubly excited states.

Molecule Model Chemistry MOM IMOM PMOM PIMOM

Propanone
B3LYP/6-311G(d,p) 4.1 | 3.1 2.1 | 3.1 0.0 | 0.1 0.0 | 0.1

HF/6-311G(d,p) 2.8 | 7.1 6.7 | 6.0 0.6 | 0.1 0.6 | 0.1

Methanol
B3LYP/6-311G(d,p) 1.1 | 3.0 2.0 | 2.0 0.0 | 0.1 0.0 | 0.1

HF/6-311G(d,p) 1.0 | 2.4 1.0 | 1.3 0.0 | 0.6 0.0 | 0.6

Pyridine
B3LYP/6-311G(d,p) 8.7 | 7.3 6.1 | 5.4 0.0 | 0.0 0.0 | 0.0

HF/6-311G(d,p) 6.5 | 6.8 11.0 | 7.3 0.1 | 0.2 0.1 | 0.2

formaldehyde
B3LYP/6-311G(d,p) 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0

HF/6-311G(d,p) 0.0 | 0.1 0.0 | 0.1 0.0 | 0.1 0.0 | 0.1

Table C.7: Values of the Nvirt metric for the different ionized excited states com-

puted. Values corresponding to the α and β spin–orbital spaces are separated by

a vertical pipe.
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D.1. TABLES APPENDIX D. CHAPTER 3 SUPPLEMENTAL INFORMATION

System 6-311G 6-311++G(d,p) aug-cc-PVDZ aug-cc-PVTZ Exp.

BH 1.67 1.69 1.69 1.68 2.87

BF 4.24 4.31 4.29 4.34 6.34

SiO 4.12 4.44 3.78 4.39 5.31

CO 6.21 6.60 6.56 6.6 8.07

N2 6.97 7.53 7.44 7.57 8.59

ScO 1.77 1.72 1.71 1.38 2.04

BeH 2.37 2.35 2.36 2.33 2.48

AsF 2.96 2.87 2.96 3.37 3.19

NH 3.64 3.61 3.61 3.59 3.70

CrF 1.44 1.23 1.22 1.23 1.01

CuH 2.46 2.70 2.61 2.65 2.91

Li2 1.09 1.07 1.07 1.06 1.74

CCl2 1.36 1.29 1.35 1.27 2.14

CH2S 1.64 1.67 1.64 1.64 2.03

Mg2 2.32 2.26 2.27 2.27 3.23

PH2 2.13 2.24 2.24 2.22 2.27

C2H2O2 1.93 2.12 2.09 2.11 2.72

HCP 3.74 3.60 3.50 3.56 4.31

CH2O 2.79 3.01 2.96 3.00 3.49

C3H4O 2.64 2.78 2.74 2.77 3.21

SiF2 3.79 3.96 3.94 3.95 5.34

HCN 5.7 5.59 5.45 5.57 6.48

C2H2 4.64 4.38 4.22 4.38 5.23

MAE 0.78 0.68 0.74 0.70

RMSE 0.96 0.84 0.90 0.85

Table D.1: Excitation energies obtained using ∆-B3LYP.
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D.1. TABLES APPENDIX D. CHAPTER 3 SUPPLEMENTAL INFORMATION

System 6-311G 6-311++G(d,p) aug-cc-PVDZ aug-cc-PVTZ Exp.

BH 2.75 2.74 2.67 2.69 2.87

BF 6.13 6.09 6.08 6.09 6.34

SiO 4.83 5.20 4.54 5.16 5.31

CO 7.51 7.95 7.90 7.96 8.07

N2 7.92 8.50 8.41 8.56 8.59

ScO 1.35 2.00 1.97 1.98 2.04

BeH 2.58 2.56 2.58 2.57 2.48

AsF 2.95 2.87 2.96 3.03 3.19

NH 3.98 3.90 3.87 3.86 3.70

CrF 1.47 1.25 1.22 1.25 1.01

CuH 3.35 2.98 2.92 2.96 2.91

Li2 1.93 1.93 1.93 1.93 1.74

CCl2 X 1.99 1.71 1.96 2.14

CH2S 2.04 2.06 2.04 2.07 2.03

Mg2 3.45 3.26 3.32 3.26 3.23

PH2 2.19 2.34 2.33 2.34 2.27

C2H2O2 2.21 2.42 2.39 2.42 2.72

HCP 3.91 3.86 3.74 3.82 4.31

CH2O 3.36 3.59 3.54 3.60 3.49

C3H4O 2.98 3.15 3.11 3.16 3.21

SiF2 4.85 5.31 5.25 5.31 5.34

HCN 6.02 5.95 5.82 5.96 6.48

C2H2 4.92 4.70 4.55 4.73 5.23

MAE 0.34 0.17 0.24 0.17

RMSE 0.38 0.22 0.33 0.23

Table D.2: Excitation energies obtained using TDDFT.
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System 6-311G 6-311++G(d,p) aug-cc-PVDZ aug-cc-PVTZ Exp.

BH 1.64 1.5 1.68 1.47 2.87

BF 4.39 4.51 4.47 4.55 6.34

SiO 2.90 3.74 3.52 3.68 5.31

CO 6.36 7.00 6.95 6.99 8.07

N2 7.25 8.06 6.77 8.08 8.59

ScO 1.60 2.05 2.02 2.04 2.04

BeH 2.64 2.64 2.62 2.61 2.48

AsF 3.57 3.44 3.54 3.66 3.19

NH 3.79 3.84 3.83 3.80 3.70

CrF 0.98 0.60 0.59 0.60 1.01

CuH 1.7 1.42 1.38 1.37 2.91

Li2 0.96 0.92 0.92 0.94 1.74

CCl2 0.69 1.07 0.93 1.05 2.14

CH2S 0.58 0.90 0.88 0.77 2.03

Mg2 2.69 2.46 2.47 2.45 3.23

PH2 2.20 2.38 2.35 2.34 2.27

C2H2O2 3.12 3.30 3.26 3.27 2.72

HCP 3.03 2.95 2.72 2.76 4.31

CH2O 1.51 1.66 1.98 2.00 3.49

C3H4O 1.29 1.67 1.61 1.64 3.21

SiF2 3.97 4.09 4.08 4.07 5.34

HCN 4.88 4.78 4.62 4.73 6.48

C2H2 4.07 3.71 3.53 3.68 5.23

MAE 1.07 1.00 1.09 0.97

RMSE 1.27 1.19 1.29 1.13

Table D.3: Excitation energies obtained using ∆-HF.
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System 6-311G 6-311++G(d,p) aug-cc-PVDZ aug-cc-PVTZ Exp.

BH 3.03 2.89 2.85 2.86 2.87

BF 6.49 6.54 6.51 6.57 6.34

SiO 5.23 6.09 4.17 6.09 5.31

CO 8.01 8.74 8.69 8.76 8.07

N2 8.56 9.45 9.38 9.53 8.59

ScO 2.30 2.07 2.10 2.05 2.04

BeH 2.78 2.76 2.74 2.73 2.48

AsF 3.83 3.76 3.84 3.95 3.19

NH 4.05 4.18 4.18 4.19 3.70

CrF 1.15 0.99 0.93 0.99 1.01

CuH 3.97 3.93 3.92 3.93 2.91

Li2 2.11 2.10 2.10 2.13 1.74

CCl2 2.08 2.40 2.15 2.39 2.14

CH2S 1.99 2.71 2.70 2.61 2.03

Mg2 3.59 3.34 3.35 3.34 3.23

PH2 2.33 2.68 2.72 2.78 2.27

C2H2O2 3.24 3.56 3.55 3.59 2.72

HCP 3.46 3.59 3.35 4.24 4.31

CH2O 3.99 4.10 4.39 4.44 3.49

C3H4O 4.36 4.58 4.54 4.58 3.21

SiF2 5.69 5.96 5.93 5.94 5.34

HCN 5.54 5.95 5.50 5.65 6.48

C2H2 4.68 4.49 4.34 4.68 5.23

MAE 0.41 0.55 0.60 0.55

RMSE 0.52 0.63 0.70 0.65

Table D.4: Excitation energies obtained using CIS.
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System Exp. TDDFT ∆-B3LYP AP-∆-B3LYP CIS ∆-HF AP-∆-HF

BH 2.48 2.75 1.67 2.26 3.03 1.64 2.89

BF 6.34 6.13 4.24 5.17 6.49 4.39 6.37

SiO 5.31 4.83 4.12 4.40 5.23 2.90 3.05

CO 8.07 7.51 6.21 6.92 8.01 6.36 -

N2 8.59 7.92 6.97 7.45 8.56 7.25 7.99

CuH 2.91 3.35 2.46 2.80 3.97 1.70 2.61

Li2 1.74 1.93 1.09 1.25 2.11 0.96 1.55

CCl2 2.14 x 1.36 1.92 2.08 0.69 1.89

CH2S 2.03 2.04 1.64 1.71 1.99 0.58 0.59

Mg2 3.23 3.45 2.32 2.79 3.59 2.69 4.07

C2H2O 2.72 2.21 1.93 2.14 3.24 3.12 3.56

HCP 4.31 3.91 3.74 3.97 3.46 3.03 3.52

CH2O 3.49 3.36 2.89 2.94 3.99 1.51 1.59

C3H4O 3.21 2.98 2.54 2.64 4.36 1.29 1.33

SiF2 5.34 4.85 3.79 4.38 5.69 3.97 5.52

HCN 6.48 6.02 5.70 6.01 5.54 4.88 5.47

C2H2 5.23 4.92 4.64 5.92 4.68 4.07 -

MEA 0.34 0.92 0.57 0.47 1.37 0.86

RMSE 0.38 1.04 0.65 0.59 1.47 1.10

Table D.5: Excitation energies obtained using the 6-311G basis set before and after

approximate projection.
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System Exp. TDDFT ∆-B3LYP AP-∆-B3LYP CIS ∆-HF AP-∆-HF

BH 2.87 2.74 1.69 2.30 2.89 1.50 2.68

BF 6.34 6.09 4.31 5.26 6.54 4.51 6.54

SiO 5.31 5.20 4.44 4.83 6.09 3.74 3.97

CO 8.07 7.95 6.60 7.37 8.74 7.00 8.63

N2 8.59 8.50 7.53 8.03 9.45 8.06 8.83

CuH 2.91 2.98 2.70 3.00 3.93 1.42 1.93

Li2 1.74 1.93 1.07 1.21 2.10 0.92 1.47

CCl2 2.14 1.99 1.29 1.81 2.40 1.07 2.18

CH2S 2.03 2.06 1.67 1.75 2.71 0.90 0.92

Mg2 3.23 3.26 2.26 2.70 3.34 2.46 3.79

C2H2O 2.72 2.42 2.12 2.31 3.56 3.30 3.31

HCP 4.31 3.86 3.60 3.83 3.59 2.95 3.26

CH2O 3.49 3.59 3.01 3.17 4.10 1.66 1.76

C3H4O 3.21 3.15 2.78 2.87 4.58 1.67 1.73

SiF2 5.34 5.31 3.96 4.72 5.96 4.09 5.92

HCN 6.48 5.96 5.59 5.85 5.95 4.78 5.23

C2H2 5.23 4.70 4.38 4.61 4.49 3.71 -

MEA 0.17 0.86 0.47 0.63 1.22 0.76

RMSE 0.22 0.97 0.52 0.70 1.29 0.91

Table D.6: Excitation energies obtained using the 6-311++G(d,p) basis set before

and after approximate projection.
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System Exp. TDDFT ∆-B3LYP AP-∆-B3LYP CIS ∆-HF AP-∆-HF

BH 2.48 2.67 1.69 2.22 2.85 1.68 2.62

BF 6.34 6.08 4.29 5.25 6.51 4.47 6.51

SiO 5.31 4.54 3.78 4.71 4.17 3.52 3.78

CO 8.07 7.90 6.56 7.33 8.69 6.95 8.55

N2 8.59 8.41 7.44 7.94 9.38 6.77 8.76

CuH 2.91 2.92 2.61 2.90 3.92 1.38 1.89

Li2 1.74 1.93 1.07 1.20 2.10 0.92 1.46

CCl2 2.14 1.71 1.35 1.86 2.15 0.93 2.01

CH2S 2.03 2.04 1.64 1.72 2.70 0.88 0.89

Mg2 3.23 3.32 2.27 2.71 3.35 2.47 3.80

C2H2O 2.72 2.39 2.09 2.28 3.55 3.26 3.65

HCP 4.31 3.74 3.50 3.67 3.35 2.72 2.99

CH2O 3.49 3.54 2.96 3.12 4.39 1.98 2.08

C3H4O 3.21 3.11 2.74 2.83 4.54 1.61 1.67

SiF2 5.34 5.25 3.94 4.7 5.93 4.08 5.94

HCN 6.48 6.44 5.45 5.71 5.50 4.62 5.07

C2H2 5.23 4.55 4.22 4.44 4.34 3.53 -

MEA 0.22 0.94 0.52 0.68 1.33 0.80

RMSE 0.30 1.05 0.57 0.77 1.39 0.96

Table D.7: Excitation energies obtained using the aug-cc-PVDZ basis set before

and after approximate projection.
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System Exp. TDDFT ∆-B3LYP AP-∆-B3LYP CIS ∆-HF AP-∆-HF

BH 2.48 2.69 1.68 2.21 2.86 1.47 2.62

BF 6.34 6.09 4.34 5.28 6.57 4.55 6.58

SiO 5.31 5.16 4.39 4.78 6.09 3.68 3.94

CO 8.07 7.96 6.60 7.37 8.76 6.99 8.62

N2 8.59 8.56 7.57 8.05 9.53 8.08 8.84

CuH 2.91 2.96 2.65 2.95 3.93 1.37 1.90

Li2 1.74 1.93 1.06 1.21 2.13 0.94 1.48

CCl2 2.14 1.96 1.27 1.75 2.39 1.05 2.10

CH2S 2.03 2.07 1.64 1.71 3.34 0.77 0.77

Mg2 3.23 2.34 2.27 2.79 2.78 2.45 3.70

C2H2O 2.72 2.42 2.11 2.3 3.59 3.27 3.65

HCP 4.31 3.82 3.56 3.72 4.24 2.76 2.99

CH2O 3.49 3.60 3.00 3.15 4.44 2.00 2.10

C3H4O 3.21 3.16 2.77 2.86 4.58 1.64 1.70

SiF2 5.34 5.31 3.95 4.73 5.94 4.07 5.97

HCN 6.48 5.95 5.57 5.82 5.65 4.73 5.14

C2H2 5.23 5.95 4.38 4.59 4.68 3.68 -

MEA 0.23 0.87 0.49 0.70 1.23 0.79

RMSE 0.32 0.97 0.53 0.79 1.29 0.94

Table D.8: Excitation energies obtained using the aug-cc-PVTZ basis set before

and after approximate projection.
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System State Exp. CIS ∆-HF AP-∆-HF
BH 11Π 2251 2442 2441 2191
BF 11Π 1265 1169 1171 1162
SiO 11Π 853 738 722 710
N2 11Πg 1694 1774 1770 1736
CuH 21Σ+ 1698 1734 1589 1588
Li2 11Σ+

u + 255 273 235 322
Mg2 11Σ+

u 191 254 184 120
CH2S 11A2 799 811 725 672

820 845 901 897
1316 1393 1473 1461
3034 3140 3267 3241
3081 3275 3418 3389

C2H2O2 11Au 233 263 256 240
379 440 434 429
509 572 557 556
720 871 893 885
735 910 904 936
952 1086 1067 1054
1172 1389 1376 1352
1196 1394 1401 1394
1281 1577 1580 1576
1391 1730 1660 1667
2809 3250 3248 3204

HCP 11A′′ 567 509 755 603
951 975 926 1027

HCN 11A′′ 941 975 759 1053
1496 1559 1579 1738

C3H4O 11A′′ 250 182 247 255
333 341 315 313
488 541 540 535
582 704 547 544
644 508 660 677
909 1118 996 818
1266 1611 1160 1138
1133 1321 1406 1390

CH2O 11A′′ 683 275 664 575
899 1020 1077 1076
1177 1457 1143 1089
1321 1592 1522 1507
2851 3228 3238 3207
2968 3346 3375 3342

CCl2 11B1 303 289 273 247
634 560 540 426

SiF2 11B1 252 263 247 244
860 728 704 668
984 828 803 771

MEA 145 136 140
RMSE 187 176 172

Table D.9: Vibrational frequencies obtained using the 6-311G basis set before and

after approximate projection.
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System State Exp. TDDFT ∆-B3LYP AP-∆-B3LYP
BH 11Π 2251 2259 2462 2353
BF 11Π 1265 1061 1157 1141
SiO 11Π 853 769 754 709
CO 11Π 1518 1385 1531 1430
N2

1Π_g 1694 1622 1680 1659
CuH 21Σ+ 1698 1138 1291 1790
Li2 11Σ+

u 255 256 200 256
Mg2 11Σ+

u 191 116 188 158
CH2S 11A2 799 811 742 724

820 845 823 830
1316 1393 1368 1370
3034 3140 3121 3111
3081 3275 3260 3250

C2H2 11Au 1048 1108 1114 1111
1385 1398 1385 1385

C2H2O2 11Au 233 260 255 252
379 386 392 379
509 533 531 531
720 823 816 810
735 828 818 820
952 1028 1032 1020
1172 1259 1230 1172
1196 1302 1287 1282
1281 1412 1305 1301
1391 1481 1464 1474
2809 3032 3060 3035

HCP 11A′′ 567 714 705 741
951 866 949 859

HCN 11A′′ 941 1000 1004 1009
1496 1436 1417 1431

C3H4O 11A′′ 250 254 241 258
333 304 298 298
488 518 507 509
582 534 532 520
644 738 663 701
909 964 969 970
1266 1114 1090 1080
1133 1369 1298 1297

CH2O 11A′′ 683 428 564 575
899 930 924 1076
1177 1253 1142 1089
1321 1369 1361 1507
2851 3050 3020 3207
2968 3174 3140 3342

CCl2 11B1 303 241 262 256
634 458 540 498

SiF2 11B1 252 192 218 213
860 542 645 614
984 554 755 709

MEA 111 85 98
RMSE 155 117 130

Table D.10: Vibrational frequencies obtained using the 6-311G basis set before

and after approximate projection.
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System State Exp. CIS ∆-HF AP-∆-HF
BH 11Π 2251 2532 2511 2332
BF 11Π 1265 1316 1311 1307
SiO 11Π 853 905 807 883
CO 11Π 1518 1636 1706 1428
N2 11Πg 1694 1919 1894 1844
CuH 21Σ+

u + 1698 1810 1718 1588
Li2 11Σ+

u + 255 272 245 337
Mg2 11Σ+

u 191 157 197 120
CH2S 11A2 799 862 827 816

820 1068 894 895
1316 1491 1491 1485
3034 3262 3256 3239
3081 3367 3382 3366

C2H2O2 11Au 233 254 248 233
379 439 431 424
509 547 523 525
720 834 823 823
735 851 840 871
952 1015 976 969
1172 1301 1286 1279
1196 1326 1309 1286
1281 1703 1680 1673
1391 1813 1790 1805
2809 3172 3172 3169

HCP 11A′′ 567 593 625 894
951 1045 1004 1190

HCN 11A′′ 941 976 917 1034
1496 1633 1555 1786

C3H4O 11A′′ 250 164 251 265
333 332 313 312
488 519 535 531
582 676 543 543
644 427 641 665
909 1089 984 988
1266 1535 1170 1153
1133 1260 1402 1391

CH2O 11A′′ 683 437 796 733
899 948 1089 1109
1177 1386 1235 1208
1321 1632 1520 1513
2851 3132 3211 3195
2968 3219 3329 3310

CCl2 1B1 303 312 313 316
634 678 671 636

SiF2 11B1 252 290 284 279
860 831 836 816
984 947 951 946

MEA 140 116 126
RMSE 182 173 175

Table D.11: Vibrational frequencies obtained using the 6-311++G(d,p) basis set

before and after approximate projection.
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System State Exp. TDDFT ∆-B3LYP AP-∆-B3LYP
BH 11Π 2089 2363 2510 2421
BF 11Π 1265 1224 1262 1256
SiO 11Π 853 884 881 809
CO 11Π 1518 1539 1693 1596
N2 11Πg 1694 1737 1791 1765
CuH 21Σ+ 1698 1650 1637 1623
Li2 11Σ+

u 255 261 208 267
Mg2 11Σ+

u 191 156 191 162
CH2S 11A2 799 801 782 795

820 896 836 822
1316 1372 1351 1355
3034 3127 3112 3101
3081 3240 3228 3217

C2H2 11Au 1048 1092 1103 1100
1385 1433 1420 1419

C2H2O2 11Au 233 251 243 241
379 386 400 392
509 519 516 517
720 779 758 762
735 780 772 767
952 971 974 965
1172 1197 1224 1211
1196 1239 1242 1238
1281 1528 1426 1404
1391 1572 1556 1564
2809 2966 3003 2979

HCP 11A′′ 567 694 716 712
951 957 947 947

HCN 11A′′ 941 983 985 991
1496 1531 1509 1528

C3H4O 11A′′ 250 261 240 258
333 295 292 292
488 504 498 501
582 508 514 502
644 709 625 679
909 934 941 950
1266 1094 1087 1080
1133 1376 1313 1307

CH2O 11A′′ 683 575 698 634
899 891 894 914
1177 1300 1247 1215
1321 1358 1301 1314
2851 2987 2954 2973
2968 3085 3048 3070

CCl2 11B1 303 192 300 301
634 590 638 620

SiF2 11B1 252 233 242 240
860 672 748 723
984 768 861 835

MEA 77 66 63
RMSE 105 101 92

Table D.12: Vibrational frequencies obtained using the 6-311++G(d,p) basis set

before and after approximate projection.
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System State Exp. CIS ∆-HF AP-∆-HF
BH 11Π 2251 2538 2506 2319
BF 11Π 1265 1272 1265 1265
SiO 11Π 853 859 773 767
CO 11Π 1518 1615 1645 1277
N2 11Πg 1694 1914 1843 1842
CuH 21Σ+

u + 1698 1814 1722 1581
Li2 11Σ+

u + 255 272 245 336
Mg2 11Σ+

u 191 158 199 125
CH2S 11A2 799 849 826 817

820 1068 880 889
1316 1475 1474 1473
3034 3273 3264 3241
3081 3384 3394 3372

C2H2O2 11Au 233 255 247 234
379 436 428 422
509 542 519 523
720 831 826 821
735 850 838 872
952 1025 990 989
1172 1284 1273 1268
1196 1309 1291 1268
1281 1700 1664 1655
1391 1800 1772 1783
2809 3180 3179 3118

HCP 11A′′ 567 593 583 759
951 1045 950 1082

HCN 11A′′ 941 965 905 1008
1496 1625 1536 1768

C3H4O 11A′′ 250 160 250 264
333 331 312 312
488 516 531 529
582 671 541 541
644 413 627 651
909 1076 978 982
1266 1527 1165 1148
1133 1245 1391 1380

CH2O 11A′′ 683 449 798 729
899 934 1075 1096
1177 1368 1226 1198
1321 1627 1496 1490
2851 3143 3218 3201
2968 3238 3343 3322

CCl2 1B1 303 309 307 309
634 683 669 635

SiF2 11B1 252 280 274 266
860 819 823 808
984 932 934 935

MEA 136 109 119
RMSE 183 168 166

Table D.13: Vibrational frequencies obtained using the aug-cc-PVDZ basis set

before and after approximate projection.
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System State Exp. TDDFT ∆-B3LYP AP-∆-B3LYP
BH 11Π 2089 1754 2492 2397
BF 11Π 1265 1190 1231 1224
SiO 11Π 853 884 881 766
CO 11Π 1518 1522 1673 1574
N2 11Πg 1694 1741 1793 1767
CuH 21Σ+ 1698 1647 1650 1780
Li2 11Σ+

u 255 261 261 268
Mg2 11Σ+

u 191 80 191 163
CH2S 11A2 799 789 770 784

820 898 840 827
1316 1356 1336 1341
3034 3132 3117 3105
3081 3254 3240 3228

C2H2 11Au 1048 1090 1101 1099
1385 1432 1419 1419

C2H2O2 11Au 233 250 242 239
379 382 395 387
509 515 512 513
720 780 763 763
735 782 773 772
952 984 989 977
1172 1181 1209 1198
1196 1227 1231 1226
1281 1521 1418 1400
1391 1566 1550 1561
2809 2974 3012 2979

HCP 11A′′ 567 700 711 714
951 943 933 935

HCN 11A′′ 941 975 973 979
1496 1524 1501 1522

C3H4O 11A′′ 250 262 241 258
333 295 292 291
488 505 496 499
582 508 517 505
644 721 625 680
909 931 940 950
1266 1088 1082 1076
1133 1369 1313 1308

CH2O 11A′′ 683 544 682 619
899 874 878 898
1177 1279 1248 1218
1321 1355 1273 1288
2851 2995 2955 2975
2968 3100 3056 3078

CCl2 11B1 303 192 294 295
634 590 645 627

SiF2 11B1 252 223 237 233
860 662 737 712
984 758 846 822

MEA 81 66 65
RMSE 111 100 92

Table D.14: Vibrational frequencies obtained using the aug-cc-PVDZ basis set

before and after approximate projection.
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System State Exp. CIS ∆-HF AP-∆-HF
BH 11Π 2251 2545 2522 2430
BF 11Π 1265 1366 1363 1358
SiO 11Π 853 937 823 818
CO 11Π 1518 1632 1676 1323
N2 11Πg 1694 1899 1873 1817
CuH 21Σ+

u + 1698 1814 1570 1586
Li2 11Σ+

u + 255 273 243 334
Mg2 11Σ+

u 191 156 194 107
CH2S 11A2 799 847 830 823

820 1070 882 889
1316 1487 1490 1487
3034 3262 3261 3243
3081 3362 3383 3366

C2H2O2 11Au 233 257 251 237
379 439 431 425
509 544 520 525
720 839 833 826
735 859 845 876
952 1009 972 974
1172 1296 1281 1276
1196 1327 1307 1285
1281 1709 1674 1665
1391 1805 1787 1800
2809 3162 3162 3116

HCP 11A′′ 567 509 593 791
951 975 985 1080

HCN 11A′′ 941 976 861 1033
1496 1633 1671 1765

C3H4O 11A′′ 250 166 253 268
333 333 314 314
488 519 535 532
582 679 546 546
644 437 654 676
909 1089 989 994
1266 1638 1169 1152
1133 1257 1405 1395

CH2O 11A′′ 683 437 796 733
899 948 1089 1109
1177 1386 1235 1208
1321 1632 1520 1513
2851 3132 3211 3195
2968 3132 3329 3310

CCl2 1B1 303 311 311 316
634 676 666 635

SiF2 11B1 252 464 291 282
860 831 867 850
984 899 986 987

MEA 144 119 124
RMSE 182 177 169

Table D.15: Vibrational frequencies obtained using the aug-cc-PVTZ basis set

before and after approximate projection.
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System State Exp. TDDFT ∆-B3LYP AP-∆-B3LYP
BH 11Π 2089 2395 2520 2348
BF 11Π 1265 1274 1301 1295
SiO 11Π 853 896 896 817
CO 11Π 1518 1547 1687 1582
N2 11Πg 1694 1730 1873 1751
CuH 21Σ+ 1698 1664 1656 1793
Li2 11Σ+

u 255 260 209 267
Mg2 11Σ+

u 191 157 191 161
CH2S 11A2 799 787 770 784

820 902 845 830
1316 1368 1349 1353
3034 3130 3118 3109
3081 3237 3227 3219

C2H2 11Au 1048 1093 1102 1099
1385 1436 1424 1424

C2H2O2 11Au 233 250 244 243
379 382 401 393
509 515 516 518
720 780 769 765
735 782 776 776
952 984 977 969
1172 1181 1227 1215
1196 1227 1243 1239
1281 1521 1422 1401
1391 1566 1551 1560
2809 2974 3003 2975

HCP 11A′′ 567 691 705 700
951 958 949 950

HCN 11A′′ 941 990 988 991
1496 1528 1507 1525

C3H4O 11A′′ 250 264 242 259
333 296 293 293
488 509 500 503
582 510 519 507
644 721 635 686
909 939 951 958
1266 1092 1088 1081
1133 1380 1315 1310

CH2O 11A′′ 683 567 689 635
899 885 891 912
1177 1300 1251 1217
1321 1358 1300 1313
2851 2991 2960 2979
2968 3085 3050 3072

CCl2 11B1 303 270 299 300
634 628 639 623

SiF2 11B1 252 243 253 249
860 710 772 750
984 823 886 866

MEA 73 68 62
RMSE 102 103 85

Table D.16: Vibrational frequencies obtained using the aug-cc-PVTZ basis set

before and after approximate projection.
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Chapter 4 Supplemental Information

E.1 CAM-B3LYP electron density differences

The CAM-B3LYP density differences, see Fig. E.1, are in excellent agreement for

both PIMOM and LR-TDDFT for the S0, LR-TD-CAM-B3LYP S1, and PIMOM

S1 optimized geometries. The CAM-B3LYP PIMOM density differences are very

similar to the B3LYP PIMOM density differences, again showing that the PI-

MOM method is not as subject to the functional dependencies of the LR-TDDFT

procedure.
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APPENDIX E. CHAPTER 4 SUPPLEMENTAL INFORMATION

Figure E.1: The structure of the methylene blue chromophore and the CAM-

B3LYP density difference between the ground and S1 excited state at the ground

state S0, LR-TDDFT S1, and PIMOM S1 optimized geometries.
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E.2 Tables

The electronic excitation energies in eV for S1 and S2 obtained using B3LYP and

CAM-B3LYP functionals using PIMOM and LR-TDDFT are summarized below

in Tables E.1 and E.2.

Electornic State EPIMOM
V ertical EPIMOM

Adiabatic ELR−TDDFT
V ertical ELR−TDDFT

Adiabatic

S1 1.62 1.58 2.48 2.39

S2 2.16 2.01 2.61 -a

a Optimizing the S2 state from different starting points repeatedly led

to the S1 state.
Table E.1: B3LYP S1 and S2 vertical and adiabatic excitation energies in eV ob-

tained using PIMOM and LR-TDDFT approaches.

Electornic State EPIMOM
V ertical EPIMOM

Adiabatic ELR−TDDFT
V ertical ELR−TDDFT

Adiabatic

S1 1.90 1.84 2.62 2.59

S2 2.39 2.20 3.00 2.83

Table E.2: CAM-B3LYP S1 and S2 vertical and adiabatic excitation energies in eV

obtained using PIMOM and LR-TDDFT approaches.

E.3 Optimized Geometries
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Ground State CAM-B3LYP/6-31G*

SCF=-1182.32200279Eh

1 1

H 0.89120 4.751684 2.433144

H 0.00000 6.261148 2.205119

H 0.89120 4.751684 2.433144

H 0.00000 7.087077 0.299734

H 0.89122 6.227235 0.960052

H 0.89122 6.227235 0.960052

H 0.00000 7.087077 0.299734

H 0.89122 6.227235 0.960052

H 0.89122 6.227235 0.960052

H 0.00000 6.261148 2.205119

H 0.89120 4.751684 2.433144

H 0.89120 4.751684 2.433144

H 0.00000 4.451592 2.078282

H 0.00000 4.451592 2.078282

H 0.00000 2.195415 3.030460

H 0.00000 2.195415 3.030460

H 0.00000 2.731716 1.903001

H 0.00000 2.731716 1.903001

C 0.00000 5.196966 1.979127

C 0.00000 6.197028 0.325947

C 0.00000 6.197028 0.325947

C 0.00000 5.196966 1.979127

C 0.00000 3.592793 1.421727

C 0.00000 3.592793 1.421727

C 0.00000 2.346574 1.956890

C 0.00000 2.346574 1.956890

C 0.00000 2.627807 0.826086

C 0.00000 2.627807 0.826086

C 0.00000 3.778985 0.002038

C 0.00000 3.778985 0.002038

C 0.00000 1.172389 1.144619

C 0.00000 1.172389 1.144619

C 0.00000 1.364357 0.275364

C 0.00000 1.364357 0.275364

N 0.00000 0.000000 1.768399

N 0.00000 5.015293 0.532319

N 0.00000 5.015293 0.532319

S 0.00000 0.000000 1.352160
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Ground State B3LYP/6-31G*

SCF=-1182.77678750Eh

1 1

H 0.89221 4.783111 2.441572

H 0.00000 6.294299 2.209406

H 0.89221 4.783111 2.441572

H 0.00000 7.119983 0.298272

H 0.89217 6.258097 0.963361

H 0.89217 6.258097 0.963361

H 0.00000 7.119983 0.298272

H 0.89217 6.258097 0.963361

H 0.89217 6.258097 0.963361

H 0.00000 6.294299 2.209406

H 0.89221 4.783111 2.441572

H 0.89221 4.783111 2.441572

H 0.00000 4.465572 2.085866

H 0.00000 4.465572 2.085866

H 0.00000 2.204905 3.037830

H 0.00000 2.204905 3.037830

H 0.00000 2.747041 1.905664

H 0.00000 2.747041 1.905664

C 0.00000 5.228471 1.986384

C 0.00000 6.229265 0.328190

C 0.00000 6.229265 0.328190

C 0.00000 5.228471 1.986384

C 0.00000 3.608236 1.425854

C 0.00000 3.608236 1.425854

C 0.00000 2.354488 1.963229

C 0.00000 2.354488 1.963229

C 0.00000 2.642056 0.827877

C 0.00000 2.642056 0.827877

C 0.00000 3.798246 0.000237

C 0.00000 3.798246 0.000237

C 0.00000 1.177196 1.150179

C 0.00000 1.177196 1.150179

C 0.00000 1.373614 0.276506

C 0.00000 1.373614 0.276506

N 0.00000 0.000000 1.779984

N 0.00000 5.042486 0.533711

N 0.00000 5.042486 0.533711

S 0.00000 0.000000 1.363323
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LR-TD-S1-CAM-B3LYP/6-31G*

E= -1181.910361 Eh

1 1

H 0.89070 4.733462 2.445155

H 0.00000 6.247990 2.233201

H 0.89070 4.733462 2.445155

H 0.00000 7.092278 0.335206

H 0.89066 6.239307 0.932947

H 0.89066 6.239307 0.932947

H 0.00000 7.092278 0.335206

H 0.89066 6.239307 0.932947

H 0.89066 6.239307 0.932947

H 0.00000 6.247990 2.233201

H 0.89070 4.733462 2.445155

H 0.89070 4.733462 2.445155

H 0.00000 4.466472 2.075012

H 0.00000 4.466472 2.075012

H 0.00000 2.214144 3.037376

H 0.00000 2.214144 3.037376

H 0.00000 2.714809 1.891444

H 0.00000 2.714809 1.891444

C 0.00000 5.186372 1.995391

C 0.00000 6.206523 0.296569

C 0.00000 6.206523 0.296569

C 0.00000 5.186372 1.995391

C 0.00000 3.605672 1.420476

C 0.00000 3.605672 1.420476

C 0.00000 2.357907 1.962788

C 0.00000 2.357907 1.962788

C 0.00000 2.621635 0.813044

C 0.00000 2.621635 0.813044

C 0.00000 3.781921 0.002222

C 0.00000 3.781921 0.002222

C 0.00000 1.172920 1.164285

C 0.00000 1.172920 1.164285

C 0.00000 1.356729 0.254080

C 0.00000 1.356729 0.254080

N 0.00000 0.000000 1.826558

N 0.00000 5.019121 0.549281

N 0.00000 5.019121 0.549281

S 0.00000 0.000000 1.356550
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LR-TD-S1 B3LYP/6-31G*

E= -1182.376500 Eh

1 1

H 4.77589 2.422273 0.891647

H 6.29042 2.201788 0.000000

H 4.77589 2.422273 0.891647

H 7.12749 0.291204 0.000000

H 6.27222 0.974638 0.892012

H 6.27222 0.974638 0.892012

H 7.12465 0.449626 0.000000

H 6.27669 0.834046 0.889322

H 6.27669 0.834046 0.889322

H 6.23582 2.347323 0.000000

H 4.71807 2.533039 0.892143

H 4.71807 2.533039 0.892143

H 4.47318 2.102921 0.000000

H 4.52020 2.030167 0.000000

H 2.23186 3.079537 0.000000

H 2.27590 3.019467 0.000000

H 2.73450 1.871760 0.000000

H 2.69222 1.905217 0.000000

C 5.22652 1.968801 0.000000

C 6.23870 0.338386 0.000000

C 6.24379 0.190556 0.000000

C 5.17796 2.088815 0.000000

C 3.61149 1.447253 0.000000

C 3.65647 1.379538 0.000000

C 2.36434 2.002964 0.000000

C 2.39231 1.940063 0.000000

C 2.63997 0.792451 0.000000

C 2.62997 0.823752 0.000000

C 3.80060 0.018647 0.000000

C 3.80995 0.029640 0.000000

C 1.16222 1.212640 0.000000

C 1.20111 1.174253 0.000000

C 1.37186 0.232997 0.000000

C 1.34698 0.215603 0.000000

N 0.01263 1.862341 0.000000

N 5.05125 0.518405 0.000000

N 5.04364 0.635481 0.000000

S 0.00000 1.321534 0.000000
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PIMOM-S1-CAM-B3LYP/6-31G*

E= -1181.938075 Eh

1 1

H 0.89072 4.739399 2.441615

H 0.00000 6.254125 2.230489

H 0.89072 4.739399 2.441615

H 0.00000 7.097357 0.332279

H 0.89058 6.240921 0.934324

H 0.89058 6.240921 0.934324

H 0.00000 7.097357 0.332279

H 0.89058 6.240921 0.934324

H 0.89058 6.240921 0.934324

H 0.00000 6.254125 2.230489

H 0.89072 4.739399 2.441615

H 0.89072 4.739399 2.441615

H 0.00000 4.468218 2.077716

H 0.00000 4.468218 2.077716

H 0.00000 2.210733 3.033980

H 0.00000 2.210733 3.033980

H 0.00000 2.718988 1.888384

H 0.00000 2.718988 1.888384

C 0.00000 5.192452 1.993810

C 0.00000 6.211251 0.298621

C 0.00000 6.211251 0.298621

C 0.00000 5.192452 1.993810

C 0.00000 3.609423 1.420571

C 0.00000 3.609423 1.420571

C 0.00000 2.356335 1.959934

C 0.00000 2.356335 1.959934

C 0.00000 2.624531 0.810091

C 0.00000 2.624531 0.810091

C 0.00000 3.784185 0.002648

C 0.00000 3.784185 0.002648

C 0.00000 1.177989 1.160173

C 0.00000 1.177989 1.160173

C 0.00000 1.359558 0.253437

C 0.00000 1.359558 0.253437

N 0.00000 0.000000 1.829982

N 0.00000 5.023833 0.547372

N 0.00000 5.023833 0.547372

S 0.00000 0.000000 1.365869
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PIMOM-S1 B3LYP/6-31G*

E= -1182.406008 Eh

1 1

H 0.89157 4.772054 2.449406

H 0.00000 6.288722 2.234005

H 0.89157 4.772054 2.449406

H 0.00000 7.130790 0.327902

H 0.89135 6.270414 0.939506

H 0.89135 6.270414 0.939506

H 0.00000 7.130790 0.327902

H 0.89135 6.270414 0.939506

H 0.89135 6.270414 0.939506

H 0.00000 6.288722 2.234005

H 0.89157 4.772054 2.449406

H 0.89157 4.772054 2.449406

H 0.00000 4.481309 2.084472

H 0.00000 4.481309 2.084472

H 0.00000 2.220048 3.041047

H 0.00000 2.220048 3.041047

H 0.00000 2.735978 1.892631

H 0.00000 2.735978 1.892631

C 0.00000 5.225373 2.000192

C 0.00000 6.242974 0.302334

C 0.00000 6.242974 0.302334

C 0.00000 5.225373 2.000192

C 0.00000 3.623856 1.424136

C 0.00000 3.623856 1.424136

C 0.00000 2.363677 1.965886

C 0.00000 2.363677 1.965886

C 0.00000 2.639788 0.813618

C 0.00000 2.639788 0.813618

C 0.00000 3.801953 0.004244

C 0.00000 3.801953 0.004244

C 0.00000 1.182113 1.164540

C 0.00000 1.182113 1.164540

C 0.00000 1.369710 0.255913

C 0.00000 1.369710 0.255913

N 0.00000 0.000000 1.833022

N 0.00000 5.052080 0.548463

N 0.00000 5.052080 0.548463

S 0.00000 0.000000 1.372003
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Table F.1: DFT predicted relative energies of 17-tet electronic excitations of Gd2O

using PIMOM. States for which only single point energies are listed did not con-

verge upon optimization.
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Table F.2: DFT predicted relative energies of 15-tet electronic excitations of Gd2O

using PIMOM. States for which only single point energies are listed did not con-

verge upon optimization.

Table F.3: DFT predicted relative energies of 13-tet electronic excitations of Gd2O

using PIMOM. States for which only single point energies are listed did not con-

verge upon optimization.
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Table F.4: DFT predicted relative energies of electronic states of Gd2O
– using

PIMOM. States for which only single point energies are listed did not converge

upon optimization.
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