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STOCHASTIC PROPERTIES OF THE CHIRIKOV-TAYLOR MAPPING* 

Henry D. I. Abarbane1, Celso Grebogi, Allan N. Kaufman 

lawrence Berke ley Laboratory, University of Ca 1 i forn i a 
Berkeley, California 94720 

The 11 S tandard" mapping 

In+l = In+ (k/2n) sin 2n8n 

8n+ 1 "' 6n + In+ 1 
(mod 1) 

LAWRENCE 

LIBRARY AND 

arises in many problems in plasma dynamics. We have studied the 

statistical properties of a single orbit, for various values of the 

parameter k > 4, i.e .• vJe11 i'lithin the stochastic domain. For most 

tests. we code the orbit by coarse-graining !-space into 10 equal cells, 

and expressing the orbit as a 11 Semi-infinite" sequence of (N > 10
4

) 

d i g i ts • e • g . 8 • 1 • 4 • 4 • 7 , 9. 7 • 8 • 7. 2. 2. 3 • 5 • 5 • 1. 5 • 5. 3 , 2, . • • 

We then examine various joint and conditional probabilities. by counting 

the relative frequency of finite sequences. For example, P(3,5) is the 

relative frequency of the 2-d i gi t sequence 3, 5. 

First we test for ergodicity by comparing P(a) for all a= 0,1. •. 9; 

we find them all equal (to within expected fluctuations), demonstrating 

essential ergodicity, fork> 4. Next we test for statistical 

independence of I-values m iterations apart. and find it form~ 8 at k 

= s. form~ 6 at k = 7.5. form~ 1 at k =50. A related test is for 

the Markov amnesia time mA: form~ mA' the conditional 

probabilities obeys the Markov assumption for the mth iterate of the 

mapping. We find that mA = 5 fork= 7.5. Under Markov and 

non-~~arkov conditions. we evaluate the transition matrix P(bja) and its 

associated entropy. We relate the latter to the Kolrnogorov-Sinai 

entropy and to the Lyapunov exponent. Finally, without 

coarse-graining. we evaluate the autocorrelation function <:exp 2;ri(In+m- In)> 

as a function of discrete m and continuous k. 

*'b'Jork supported by the Fusion Energy Division of the U. S. Department of 

Energy under contract No. W-7405-ENG-48. 
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DISCLAIMER 

This document was prepared as an account of work sponsored by the United States 
Government. While this document is believed to contain conect information, neither the 
United States Government nor any agency thereof, nor the Regents of the University of 
California, nor any of their employees, makes any wananty, express or implied, or 
assumes any legal responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not 
infringe privately owned rights. Reference herein to any specific commercial product, 
process, or service by its trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the 
United States Government or any agency thereof, or the Regents of the University of 
California. The views and opinions of authors expressed herein do not necessarily state or 
reflect those of the United States Govemment or any agency thereof or Regents of the 
University of Califomia. 




