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Natural killer (NK) cells are circulating group 1 innate lymphocytes (ILCs) that play a 

critical role during herpesvirus infection in mice and humans1-3. Although historically 

categorized as innate immune cells, circulating and tissue-resident group 1 ILCs can 

exhibit memory responses to mouse cytomegalovirus (MCMV)-associated glycoproteins 

through expression of germline encoded activating receptors4-6. NK cells possess traits 

of adaptive immunity, such as memory formation. However, the molecular mechanisms 

by which NK cells persist to form memory cells are not well understood. In chapter 2, we 

used single cell RNA sequencing to identify two distinct effector NK cell (NKeff) 

populations following mouse cytomegalovirus (MCMV) infection. Ly6C- memory 

precursor NK cells displayed enhanced survival during the contraction phase in a Bcl2-

dependent manner, and differentiated into Ly6C+ memory NK cells. MP NK cells exhibited 
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distinct transcriptional and epigenetic signatures compared to Ly6C+ NKeff cells, with a 

core epigenetic signature shared with MP CD8+ T cells enriched in ETS1 and Fli1 DNA-

binding motifs. Until recent years, studying gene function intrinsic to innate immune cell 

function was limited to Cre-inducible murine models. In order to increase the speed at 

which we can study gene function, we developed a novel method in Chapter 3 to study 

gene function in multiple innate immune cell linages during viral infection using a quick 

and robust protocol. Using this method, we were able to identify Fli1, a transcription factor, 

which controls memory precursor (MP) Natural Killer cell formation during viral infection. 

Fli1 was induced by STAT5 signaling ex vivo, and increased Bim levels in early effector 

NK cells following viral infection. Collectively, these results suggest that a NK cell-intrinsic 

checkpoint controlled by Fli1 limits MP NK formation by regulating early effector NK cell 

fitness during viral infection. In addition to transcriptional regulation, NK cells undergo 

dynamic chromatin remodeling during development and in response to viral infection6,7. 

However, the epigenetic regulators that are responsible for these genome-wide chromatin 

changes are unknown. In chapter 4, we identify ubiquitously transcribed tetratricopeptide 

repeat, X chromosome (UTX) as a critical regulator of the NK cell regulome. Deletion of 

UTX in NK cells results in global transcriptional changes and differences in chromatin 

accessibility at several gene loci involved in NK cell development, homeostasis, and 

effector function. Together, these results identify UTX as a critical epigenetic regulator of 

NK cells in mice. In summary, our work has developed a method for studying gene 

function in innate immune cells, identified novel transcriptional regulation of MP NK cells 

during memory NK cell formation and profiled epigenetic regulation of NK cell effector 

function during viral infection. 
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Chapter 1: Introduction 

Adaptive features of innate immunity, the transcriptional and epigenetic regulation of 

Natural Killer cells during pathogenesis and the importance of genetic editing as a tool 

to understand immune cell gene function 

  



 2 

The innate immune system is a conserved host defense mechanism between plants, 

invertebrate and mammals8. Innate immune cells in mammals are found in nearly all 

organs, where specialized myeloid and lymphoid cells can become activated in response 

to physical breaks in barrier tissues, infiltration of infected cells or transformed malignant 

cells9. During pathogen encounter, germline encoded activating receptors such as pattern 

recognition receptors found on macrophages and dendritic cells, or natural cytotoxicity 

receptors found on Natural Killer (NK) cells can initiate an immune response in concert 

with the adaptive immune system to clear the pathogen or transformed cell and return the 

tissue to homeostasis9. NK cells were first defined, over 40 years ago, by their “Natural” 

ability to kill tumor cells in vitro10. NK cells are now also recognized to be important for 

protection against viral infection and for tissue homeostasis11. In mice, NK cells are 

defined based on the cell surface expression of NK1.1, with the absence of cell surface 

expression of other lineage (Lin) defining markers, including CD3, CD14, CD19, and T 

cell receptor (TCR) proteins11. Lin-NK1.1+ cells were found to be heterogeneous for the 

expression of activating and inhibitory Ly49 receptors11.  

During Murine Cytomegalovirus (MCMV) infection, NK cells can exhibit features of 

adaptive memory demonstrated by a subset of epigenetically distinct Ly49H+ NK cells 

which persist months post-infection and retain enhanced cytotoxicity against secondary 

MCMV infection in an antigen-dependent manner12. Prior to this finding, adaptive 

immunity has only been found in B and T cells, which require antigen receptor 

rearrangement to generate the diversity of receptors capable of recognizing the 

pathogen12. During infection, naive T cells undergo activation and proliferation, giving rise 

to progeny with effector and memory fates that can mediate short and long-term 



 3 

protection13. Studies on CD8 T cell responses during lymphocytic choriomeningitis virus 

(LCMV) infection have revealed heterogeneity among effector T cells that determines, to 

some degree, the likely hood that a cell is programmed to survive and become a memory 

T cell or undergo apoptosis after executing effector functions14-16. CD8 T cells with high 

IL-7 receptor (IL-7R) expression and low KLRG1 expression (IL-7RhighKLRG1low) have a 

much higher propensity to form memory T cells and are considered memory precursor 

(MP) cells, while nearly all IL-7RlowKLRG1high CD8 T cells undergo apoptosis after 

pathogen clearance and can be considered terminally differentiated14, 17, 18. However, it 

should be appreciated that these markers are not completely exclusive and do not capture 

the full degree of heterogeneity that is present among effector CD8 T cells. For example, 

some KLRG1high cells can be found after the resolution of an infection at a memory 

timepoint19. It remains incompletely understood if a collection of surface markers can 

entirely define memory precursor and terminal effector CD8 T cell populations during viral 

infection. However, in our studies in Chapter 2, we identify the first evidence of any 

surface marker which can define memory precursor NK cells during viral infection. 

 Previous studies over the last 10 years have demonstrated the adaptive features of NK 

cells during mouse and human cytomegalovirus infections12. In both mice and humans, 

stochastically expressed germline-encoded activating and inhibitory receptors as well as 

developmental subsets generate naive NK cell diversity and heterogeneity during 

homeostasis4, 20, 21. Furthermore, heterogeneity within the naive Ly49H+ NK cell pool can 

influence NK cell responses to MCMV. This involves preferential expansion of NK cells 

with a history of recombination-activating gene (RAG) expression, NK cells that lack 

expression of killer cell lectin-like receptor G1 (KLRG1) or the inhibitory receptor NKR-
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P1B22-24, and NK cells with a longer history of NKp46 expression25.  Although subsets of 

naïve NK cells have been found to preferentially form Ly49H+ effector NK (NKeff) cells 

following MCMV infection, whether similar heterogeneity exists within expanded NKeff 

cells remains unresolved. In Chapter 2, we found heterogeneity among the NKeff pool 

using single cell sequencing. Furthermore, by examining differentially expressed surface 

markers in the NKeff pool, we identified two subsets on Nkeff cells defined by Ly6C. Ly6C– 

NK cells showed enhanced persistence in a BCL2-dependent manner. By examining 

differentially accessible regions of chromatin between the Ly6C NK cell subsets, using 

the assay for transposase-accessible chromatin using sequencing (ATAC-seq), we 

identified Friend of leukemia 1 (Fli1) as an important negative regulator during MP NK 

cell formation. Fli1 is considered a pro-oncogene and is embryonic lethal in mouse 

studies. The role of Fli1 is not well understood in NK cell biology. One study suggests 

heterozygous deletion of Fli1 in mice results in an increase of NK cell numbers during 

development26. A recent study in T cells revealed Fli1 restrained effector T cell formation 

and deletion of Fli1 enhanced effector T cell responses without compromising memory T 

cell formation. Therefore, we found the role of Fli1 of particular interest in NK cells, in 

Chapter 2, we profiled the effect of genetic deletion Fli1 in NK cells and the upstream 

signals which induce Fli1 during MCMV infection. 

To understand these molecular mechanisms and others, we developed a novel protocol 

using CRISPR cas9 to interrogate gene function in primary murine NK cells, outlined in 

Chapter 3. Current strategies to specifically manipulate gene expression in the mouse 

innate immune system have been confounded by non-lineage specific Cre mouse 

transgenic lines. In the NK lineage, Ncr1Cre mice induce gene deletion in NK cells, type 1 
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innate lymphoid cells (ILC1), and a subset of ILC3 27. Thus, the prevalent issue of non-

specific gene targeting of innate immune cells significantly limits the precise mechanistic 

understanding of the innate immune system in models of host defense and disease in 

vivo. Recent advances in CRISPR-Cas9 genome editing provide and alternative gene 

manipulation tool that can be used on enriched primary immune cells 28. Cas9 is a DNA 

endonuclease that can bind to a complementary region of the genome through its 

associated guide RNA (gRNA) to generate double strand breaks in the DNA that result in 

insertions and/or deletions (indels) in coding regions of proteins to permanently suppress 

their expression 29. In Chapter 3, we describe an optimized strategy for non-viral CRISPR-

Cas9 ribonucleoprotein (cRNP) genomic editing of primary mouse innate immune cells. 

Using these optimized conditions, we were able to achieve high knockout (KO) efficiency 

of cell surface proteins, intracellular signaling proteins, and transcription factors in innate 

immune cells using cRNP complexes. Furthermore, we describe two in vivo adoptive 

transfer models using cRNP-edited naive NK cells and dendritic cell precursors to reveal 

mechanistic details of antiviral gene function in these cell types during mouse 

cytomegalovirus (MCMV) infection. This general gene editing strategy may be further 

adapted to other primary immune cell types and in vivo transfer models to investigate 

protective or pathologic biological processes in the mammalian innate immune system.  

In addition to transcriptional changes, NK cells undergo dynamic chromatin remodeling 

during development and in response to viral infection6,7. However, the epigenetic 

regulators that are responsible for these genome-wide chromatin changes are unknown. 

While previous work has identified distinct transcriptional and epigenetic states of mouse 

and human NK cells during development and viral infection6,7, 30, the factors that control 
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the epigenetic landscape of NK cells during these processes remain unclear. In Chapter 

4, our analysis of mice with NK cell-specific deletion of ubiquitously transcribed 

tetratricopeptide repeat, X chromosome (UTX) revealed increased peripheral immature 

NK numbers with a defect in effector responses to MCMV infection. UTX is a member of 

the Jumonji-C (JmjC) family of histone demethylases and is found on the X-chromosome. 

UTX functions by removing repressive methyl groups from histone H3K27 to promote 

gene transcription. However, the gene programs controlled by UTX are likely cell and 

context dependent. Therefore, we were interested in defining the role of UTX in NK cells 

during MCMV infection. In Chapter 4, we used ATAC-seq along with bulk RNA 

sequencing (RNA-seq) identified UTX-mediated changes in chromatin accessibility at 

several gene loci involved in NK cell development, homeostasis, and effector function. 

Together, these results identify UTX as a critical epigenetic regulator of NK cells in mice. 
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Abstract 
 
Natural killer (NK) cells are innate lymphocytes that possess traits of adaptive immunity, 

such as memory formation. However, the molecular mechanisms by which NK cells 

persist to form memory cells are not well understood. Using single cell RNA sequencing, 

we identified two distinct effector NK cell (NKeff) populations following mouse 

cytomegalovirus (MCMV) infection. Ly6C- memory precursor (MP) NK cells displayed 

enhanced survival during the contraction phase in a Bcl2-dependent manner, and 

differentiated into Ly6C+ memory NK cells. MP NK cells exhibited distinct transcriptional 

and epigenetic signatures compared to Ly6C+ NKeff cells, with a core epigenetic signature 

shared with MP CD8+ T cells enriched in ETS1 and Fli1 DNA-binding motifs. Fli1 was 

induced by STAT5 signaling ex vivo, and increased Bim levels in early effector NK cells 

following viral infection. These results suggest that a NK cell-intrinsic checkpoint 

controlled by Fli1 limits MP NK formation by regulating early effector NK cell fitness during 

viral infection.  
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Introduction 

The ability of the immune system to remember previous pathogen encounters by 

executing a specific and robust secondary response upon re-exposure to pathogen-

associated antigens is termed immunological memory. During infection, this memory 

response is largely performed by the selective clonal proliferation and long-term 

persistence of adaptive lymphocytes that express somatically recombined antigen 

receptors (e.g. T and B cells). Adaptive lymphocytes form antigen-specific memory cells 

that are able to epigenetically maintain activation-induced transcriptional changes 

following clearance of pathogens31, 32. Coordination of stable epigenetic, transcriptional, 

and metabolic changes during T cell activation results in the cell-intrinsic capacity to form 

memory cells31, 33, 34. The kinetics of the adaptive immune response to infection consist 

of three distinct phases: clonal expansion, contraction and memory formation. During the 

contraction phase 90–95% of all expanded effector cells are eliminated through cell-

intrinsic apoptosis, leaving memory T and B cells that persist long-term in the host35. 

Previous studies have demonstrated that expanded CD8+ T cell populations consist of 

shorter-lived terminal effectors (TEs) that display decreased persistence during the 

contraction phase, and a smaller proportion of memory precursors (MPs) that contribute 

to the self-renewing memory CD8+ T cell pool14, 15, 35, 36. However, whether MP-like cell 

states exist within the innate immune system is unknown.  

Natural killer (NK) cells are circulating group 1 innate lymphocytes (ILCs) that play 

a critical role during herpesvirus infection in mice and humans1-3. Although historically 

categorized as innate immune cells, circulating and tissue-resident group 1 ILCs can 

exhibit memory responses to mouse cytomegalovirus (MCMV)-associated glycoproteins 
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through expression of germline encoded activating receptors4-6. Furthermore, NK cells 

exhibit clonal proliferation and persistence of a long-lived population of memory cells with 

enhanced protective capacity after secondary MCMV infection12, 37. In C57BL/6 mice, a 

subset of naïve Ly49H+ NK cells initiate this adaptive response after recognition of the 

MCMV-encoded glycoprotein m1576, 38, 39. In both mice and humans, stochastically 

expressed germline-encoded activating and inhibitory receptors as well as developmental 

subsets generate naïve NK cell diversity and heterogeneity during homeostasis4, 20, 21. 

Furthermore, heterogeneity within the naïve Ly49H+ NK cell pool can influence NK cell 

responses to MCMV. This involves preferential expansion of NK cells with a history of 

recombination-activating gene (RAG) expression, NK cells that lack expression of killer 

cell lectin-like receptor G1 (KLRG1) or the inhibitory receptor NKR-P1B22-24, and NK cells 

with a longer history of NKp46 expression25.  Although subsets of naïve NK cells have 

been found to preferentially form Ly49H+ effector NK (NKeff) cells following MCMV 

infection, whether similar heterogeneity exists within expanded NKeff cells remains 

unresolved. Furthermore, whether a subset of NKeff cells preferentially survives to form 

memory cells, and the molecular mechanisms that regulate memory cell fate in NK cells 

remain poorly understood.  

Using single cell RNA sequencing (scRNAseq), we identified a MP-like 

transcriptional state of NKeff cells following MCMV-driven expansion in vivo. We provide 

further evidence that Ly6C- NKeff cells preferentially survive the contraction phase to 

generate memory NK cells in a Bcl2-dependent manner. MP NK cells displayed distinct 

transcriptional and epigenetic signatures compared to Ly6C+ NKeff cells, with an 

overlapping epigenetic signature shared with MP CD8+ T cells enriched in ETS1 and Fli1 
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binding motifs. Fli1 regulated MP NK cell formation by promoting Bim levels in early 

effector NK cells to decrease the fitness of expanding NK cells during viral infection. 

These results suggest that memory NK cells, similar to memory T cells, are generated by 

a subset of epigenetically distinct MP cells that preferentially survive during the 

contraction phase of the response to viral infection and identify Fli as a critical regulator 

of MP NK cell formation.  

 

Innate lymphoid cells (ILCs) are rapid producers of both proinflammatory and regulatory 

cytokines in response to local injury, inflammation, pathogen infection, or commensal 

microbiota perturbation40-42. The ability of ILCs to quickly respond to tissue stress and 

inflammation underpins their critical role in regulating tissue homeostasis and repair 

during infection or injury3, 43. Recent evidence suggests that ILCs contain developmentally 

imprinted open chromatin landscapes of stimulation-responsive elements (regulomes) 

that underpin their rapid responsiveness to environmental stimuli7, 44-46. However, the 

factors that maintain the “poised” epigenetic state of these elements during development 

and homeostasis are not well understood.  

Natural Killer (NK) cells are cytotoxic group 1 innate lymphocytes that protect 

against viral infection and cancer formation through production of cytotoxic molecules (i.e. 

granzyme B) and cytokines such as interferon (IFN)-γ4, 11. While previous work has 

identified distinct transcriptional and epigenetic states of mouse and human NK cells 

during development and viral infection6,7, 30, the factors that control the epigenetic 

landscape of NK cells during these processes remain unclear. Here, we identify 
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ubiquitously transcribed tetratricopeptide repeat, X chromosome (UTX; also known as 

Kdm6a) as a critical regulator of the NK cell regulome. Analysis of mice with NK cell-

specific deletion of UTX revealed increased peripheral immature NK numbers with a 

defect in effector responses to mouse cytomegalovirus (MCMV) infection. Assay for 

transposase-accessible chromatin using sequencing (ATAC-seq) along with bulk RNA 

sequencing (RNA-seq) identified UTX-mediated changes in chromatin accessibility at 

several gene loci involved in NK cell development, homeostasis, and effector function. 

Together, these results identify UTX as a critical epigenetic regulator of NK cells in mice.  
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Results 

Time-resolved scRNA-seq analysis reveals a MP-like NK cell state following MCMV 

infection  

To determine whether transcriptional heterogeneity exists within NKeff cells following viral 

infection, we adoptively transferred splenic Ly49H+ NK cells into recipient Ly49H-/- mice 

and infected with MCMV. On day (D)7 post-infection (PI), NKeff cells were sorted and then 

profiled using 10x Genomics Chromium droplet scRNA-seq (Extended Data Fig. 1a). 

The resulting NKeff single cell dataset included 2,430 cells that were clustered based on 

differential expression of marker genes and visualized using a uniform manifold 

approximation and projection (UMAP) plot (Fig. 1a, Supplementary Table 1). Clustering 

analysis revealed 2 distinct clusters of NKeff cells defined by differential expression of 

transcription factors (Zeb2, Id2, Irf8, Runx3), regulators of cell survival (Gpx8, Shisa5, 

Bcl2), and cell surface proteins (Cx3cr1, Cd7, Ly6e) (Fig. 1c, Extended Data Fig. 1b). 

While previous studies have identified two subsets of naïve mouse NK cells utilizing 

scRNA-seq20, these subsets did not account for the distinct clusters of NKeff cells identified 

within our dataset, because all Ly49H+ NK cells analyzed displayed a mature phenotype 

(CD27-CD11b+) on D7 PI (Extended Data Fig. 1c). Gene ontology enrichment analysis 

indicated that specific pathways were differentially regulated between the two NKeff cell 

clusters. Notably, significant terms related to regulation of apoptosis were enriched in 

cluster 1 in comparison to cluster 0, with cluster 1 expressing more transcripts of the pro-

survival gene Bcl2 than cluster 0 (Fig. 1b,c). These results suggested that transcriptional 

heterogeneity existed within NKeff cells following viral infection, and that a specific effector 

cell state may preferentially persist during the contraction phase. Following MCMV-

induced clonal proliferation, Ly49H+ NK cells undergo a contraction phase from D7 to D28 
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PI during which most NKeff undergo Bim-mediated apoptosis47. In order to address 

whether certain NKeff cell states could persist during the contraction phase, adoptively 

transferred Ly49H+ NK cells were sorted on D14 PI and profiled using scRNA-seq. 

Combining this dataset with Ly49H+ NK cells analyzed from D7 PI resolved 4,399 cells 

that formed six distinct clusters which were visualized by UMAP dimensional reduction 

(Fig. 1d, Supplementary Table 2). While the majority of cells comprising clusters 1,2 

(Cx3cr1, Gpx8, Cma1) and 4 (Plac8, Gzmk, Thy1) were derived from D7 PI NKeff cells, 

Cluster 0 (Cx3cr1, Sell, Cma1) and 5 (CD69, Ifng, Nfkbia) predominantly contained cells 

from D14 PI NK cells and resembled terminally-differentiated and activated NK cells 

respectively (Fig. 1d, Extended Data Fig. 1d). Notably, cluster 3 (Shisa5, Bcl2a1b, Il2rb) 

contained a mix of cells from both D7 and D14 PI that were enriched in genes associated 

with response to stress and programmed cell death, suggesting that a distinct NKeff cell 

state may persist during the contraction phase (Fig. 1d, Extended Data Fig. 1d,e).  

To test this hypothesis in silico, we utilized RNA velocity analysis48 to determine 

the time-resolved transcriptional fates of D7 PI NKeff cells (Extended Fig. 2a). Projection 

of the velocity field arrows onto the UMAP plot extrapolated future states of NKeff cells 

showing 4 distinct manually averaged trajectories (Extended Fig. 2b). Both clusters 2 

and 4 transitioned through cluster 1 to cluster 3 (trajectory 1), while a subset of cluster 3 

cells did not show directionality to any other cell state (trajectory 2) suggesting that cluster 

3 represented a distinct cell state of NKeff (Extended Fig. 2a,b). RNA velocity analysis 

also suggested that cluster 0 represented an end stage of NKeff differentiation as both 

cluster 2 (trajectory 3) and a subset of cells from cluster 3 (trajectory 4) showed strong 

directionality toward this cell state (Extended Fig. 2a,b). Monocle pseudotime analysis 
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further corroborated in silico trajectories 1 and 4, showing that cluster 1 likely represented 

a transition state between cluster 4 and 3 on D7 PI, and that cluster 3 cells differentiated 

to cluster 0 on D14 PI (Extended Fig. 2c). Trajectory 1 was defined by increased 

expression of Bcl2 and Il2rb, while trajectory 4 was defined by increased expression of 

genes associated with NK cell terminal maturation such as Zeb2 and Irf820, 49(Extended 

Fig. 2d). Because cluster 3 represented a distinct NKeff cell state that persisted during the 

contraction phase and could putatively differentiate to the majority of NK cells present on 

D14 PI, we then tested whether cluster 3 represented a MP-like NK cell state using MP 

and TE CD8+ T cell RNA-seq datasets described previously (GSE111902). Indeed, 

cluster 3 showed the highest enrichment for the MP CD8+ T cell gene expression module 

score, while cluster 0 scored the highest for the TE CD8+ T cell gene module score (Fig. 

1e). Thus, these data suggest that D7 PI NKeff cells contain a mixture of MP-like and other 

NKeff cell states following viral infection.  

 

Memory Ly6C+ NK cells are derived from Ly6C- MP NK cells 

To determine whether a distinct MP NK cell subset could be identified in vivo, we analyzed 

cell surface expression of several genes predicted by our scRNA-seq dataset to be 

differentially expressed at D7 PI. While several cell surface proteins identified (CD44, 

Sca1, NKG2D, CD16) did not display bimodal expression in effector NK cells, there were 

clear positive and negative populations of Ly6C and CX3CR1 NKeff cells on D7 PI (Fig. 

2a). To test whether either of these markers could identify a subset of  NKeff cells with 

enhanced persistence during the contraction phase, we sorted congenically distinct Ly6C- 

and Ly6C+ or CX3CR1- and CX3CR1+ Ly49H+ NKeff cells at D7 PI and adoptively 
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transferred equal mixtures of each into naïve Ly49H-/- mice (Fig. 2b). While we did not 

observe a change in the frequencies of CX3CR1- and CX3CR1+ NKeff cells 12 days post-

transfer (Extended Data Fig. 3a), there was a significant increase in the frequency of 

recovered Ly6C- compared to Ly6C+ NK cells on D12 following transfer. (Fig. 2c). These 

results were not due to differences in trafficking or proliferation of adoptively transferred 

Ly6C- NKeff cells, as the percentage of adoptively transferred Ly6C- and Ly6C+ Ly49H+ 

NK cells remained similar in peripheral organs at various timepoints PI, and we did not 

observe differences in the frequencies of Ki-67+ Ly6C- or Ly6C+ Ly49H+ NK cells on D7, 

D10, or D14 PI (Extended Data Fig. 3b-d). We also did not observe differences in single 

cell metabolic heterogeneity using SCENITH50, or differential induction of mitophagy 

through analysis of TMRE and MitoGreen staining between Ly6C+ and Ly6C- NKeff at 

various timepoints during the contraction phase51 (Extended Data Fig. 4a,b). 

Furthermore, D14 PI Ly6C+ and Ly6C- NKeff cells both displayed enhanced production of 

IFN-g upon platebound antibody stimulation, and adoptively transferred D7 PI Ly6C+ and 

Ly6C- NKeff cells both rescued Ly49H-/- mice from lethal MCMV challenge (Extended 

Data Fig. 4c,d). The observed enhanced survival phenotype was found to be intrinsic to 

Ly6C- NKeff cells, as co-adoptive transfer of congenically distinct Ly6C- and Ly6C+ NKeff 

cells led to a higher ratio of Ly6C- to Ly6C+ NK cells 12 days post transfer into distinct 

Ly49H-/- hosts that previously received adoptively transferred naïve NK cells and were 

infected with MCMV (Fig. 2d,e). These results suggest that Ly6C- NKeff cells persist to a 

greater extent than Ly6C+  NKeff cells during the contraction phase to preferentially form 

memory NK cells.  
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Previous studies have suggested >95% of MCMV-induced memory NK cells are 

Ly6C+ on D28 PI52, 53. However, our adoptive transfer data suggested that Ly6C- NKeff 

give rise to the majority of memory NK cells present 12 days following transfer, suggesting 

that Ly6C+ NKeff likely do not represent MP NK cells (Fig. 2c,e). Notably, RNA velocity 

analysis indicated that a subset of MP-like NK cells transitioned to a terminal cell state 

that represented the majority of memory NK cells on D14 PI (Extended Data Fig. 2a-d). 

These results suggested that the Ly6C- NKeff population was likely enriched in the MP-

like NK cell state identified by our scRNA-seq analysis. In support of this hypothesis, the 

percentage and numbers of adoptively transferred Ly6C- Ly49H+ NK cells declined over 

time in the blood (Fig. 3a-c) and peripheral organs by D28 PI (Extended Data Fig. 4e). 

Further examination of adoptively transferred Ly6C+ and Ly6C- NKeff cells demonstrated 

that while a majority of the surviving Ly6C+ memory NK cells were derived from D7 PI 

Ly6C- NKeff cells 12 days post transfer, ~80% of D7 Ly6C- NKeff cells upregulated Ly6C 

while Ly6C+ NKeff did not lose expression of Ly6C (Fig. 3d,e). These results suggest that 

D7 PI Ly6C- NKeff cells (referred to as MP NK cells hereafter) preferentially persist and  

differentiate into Ly6C+ memory NK cells during the contraction phase of the response to 

MCMV.  

 
Bcl2 is required for the survival of NKeff cells during the contraction phase  

To determine the mechanisms of MP NK cell persistence following MCMV infection, we 

adoptively transferred CD45.1+Ly49H+ NK cells into Ly49H-/- mice, infected with MCMV, 

sorted Ly6C+ and Ly6C- Ly49H+ NK cells from the spleens of the Ly49H-/- mice on D7 PI 

and performed RNA sequencing (RNA-seq). RNA-seq analysis identified 43 differentially 

expressed genes (DEGs) between Ly6C+ NKeff and MP NK cells, with MP NK cells 



 19 

displaying increased expression of Bcl2 and the transcription factor Zbtb33 (Fig. 4a,b 

and Supplementary Table 3). Conversely, Ly6C+ NKeff cells displayed increased 

expression of the cell cycle inhibitor Cdkn1b (Fig. 4b).  Analysis of common DEGs 

between MP vs TE CD8+ T cells and MP NK cells vs Ly6C+ NKeff cells revealed higher 

expression levels of Bcl2 between MP CD8+ T cells and MP NK cells (Extended Fig. 5a). 

However, MP CD8+ T cells did not share an overlapping core transcriptional signature 

with MP NK cells. Instead, MP CD8+ T cells expressed high levels of Tcf7, Id3, P2rx7, 

and Espn, which have been associated with early memory T cell progenitor stemness 

programs previously54 (Extended Fig. 5b). In confirmation of our RNA-seq dataset,  MP 

NK cells expressed higher levels of the pro-survival molecule Bcl255, whereas pro-

apoptotic Bim levels were similar when compared to Ly6C+ NKeff (Fig. 4c). Notably, bulk 

D7 PI NKeff cells displayed lower levels of Bcl2 compared to naïve NK cells (Fig. 4d,e), 

and were highly dependent on Bcl2 activity for survival as evidenced by increased release 

of intracellular cytochrome c following Bcl2 inhibition ex vivo (Fig. 4f).To determine 

whether Bcl2 was required for the persistence of Ly49H+ NK cells during the contraction 

phase, we generated high efficiency CRISPR ribonucleoprotein (cRNP)-mediated 

deletion of Bcl2 in primary mature NK cells56 (Fig. 4g). Bcl2 cRNP-edited naïve (CD45.2) 

Ly49H+ NK cells were co-adoptively transferred with control Rosa26-edited (CD45.1) 

Ly49H+ NK cells into Ly49H-/- mice and subsequently infected with MCMV. We observed 

a significant survival defect in Bcl2-deficient NK cells during the contraction phase (D7-

D28 PI) (Fig. 4h). Together, these data suggest that higher levels of Bcl2 in MP NK cells 

may contribute to their enhanced persistence during the contraction phase of the 

response to MCMV infection.  
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MP NK cells display a distinct epigenetic signature enriched in Fli1 binding motifs 

To determine the mechanisms of MP NK cell formation following MCMV infection, we 

adoptively transferred CD45.1+Ly49H+ NK cells into Ly49H-/- mice, infected with MCMV, 

sorted Ly6C+ and Ly6C- Ly49H+ NK cells from the spleen of the Ly49H-/- mice on D7 PI 

and performed ATAC sequencing (ATAC-seq). ATAC-seq analysis identified 811 

significantly differentially accessible (DA) peaks between Ly6C+ NKeff and MP NK cells 

(Fig. 5a, Supplementary Table 4). Using gene ontology analysis, we found that MP NK 

cells displayed an increase in accessible peaks associated with genes implicated in 

MAPK signaling while Ly6C+ NKeff cells showed increased accessibility in genes 

associated with the endosome and golgi (Fig. 5b). Next, we generated a core MP 

lymphocyte epigenetic signature consisting of 114 peaks that were significantly DA in MP 

CD8+ T and MP NK cells compared to TE CD8+ T cells and Ly6C+ NKeff (Fig. 5c, 

Supplementary Table 5). Peaks with greater accessibility in MP lymphocytes were 

associated with genes enriched in positive regulation of lymphocyte activation and 

differentiation such as the transcription factor Lef1, the chemokine receptor Cxcr3, and 

Bcl2 (Fig. 5d and Extended Data Fig. 6a-c). Together, these results suggest that MP 

NK cells display a common epigenetic signature shared with MP CD8+ T cells that is 

enriched in genes associated with T cell memory formation and effector function. To 

determine core transcriptional regulators of MP lymphocyte formation, we performed 

HOMER motif analysis of DA peaks shared between MP CD8+ T cells and MP NK cells. 

We found that MP DA peaks were enriched in ETS1 and Fli1 binding motifs compared to 

Ly6C+ NKeff and CD8+ TE cell DA peaks that were enriched in Tbet, Runx1 and Runx2 
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binding motifs (Fig. 5e). These data indicated that MP NK cells display a distinct 

epigenetic signature compared to Ly6C+ NKeff, and share a core epigenetic signature with 

MP CD8+ T cells.  

Our ATAC-seq analysis suggested that Fli1 may be a critical transcriptional 

regulator of MP NK cells. Therefore, we examined whether mature NK cells express Fli1 

during MCMV infection. RNA-seq analysis demonstrated that Fli1 was repressed early 

during viral infection, but subsequently increased during the expansion phase of the 

response on D4 PI (Fig. 6a). A recent study found that IL-2 and IL-15 levels remain 

elevated in MCMV-infected tissues until D4 PI44, suggesting that these cytokines may 

induce Fli1 expression. Using the RNA-seq datasets from this study, we determined that 

splenic NK cells stimulated with IL-2 and IL-15 ex vivo induced Fli1 transcripts while IL-

12 and IL-18 stimulated NK cells decreased Fli1 expression (Fig 6b). To determine 

whether IL-2 or IL-15 induce Fli1 levels in mature NK cells, we examined Fli1 protein 

levels by western blot in purified splenic NK cells after 48 h culture with increasing doses 

of IL-2 or IL-15. While we observed that Fli1 was induced by both IL-2 and IL-15 in a 

dose-dependent manner in splenic NK cells, IL-15 induced higher Fli1 protein levels than 

IL-2 at each concentration (Fig 6c). Further analysis of previously published ATAC-seq 

and STAT5 ChIP-seq data sets44 revealed that IL-2 and IL-15 stimulation of splenic NK 

cells increased accessibility of peaks within the Fli1 locus that overlapped with enriched 

Stat5 ChIP-seq peaks, suggesting that Stat5 may directly induce Fli1 expression in NK 

cells in response to IL-2 or IL-15 stimulation ex vivo (Fig 6d). To test this possibility, we 

stimulated splenic NK cells with IL-15 in the presence of a Stat5 inhibitor or vehicle 

control. Indeed, Stat5 inhibition resulted in a ~50% reduction of Fli1 protein (Fig 6e), 
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suggesting that Fli1 protein levels are induced in mature NK cells by STAT5 signaling via 

IL-15 and/or IL-2 ex vivo.  

 

Fli1 regulates BIM levels in early effector NK cells to limit MP NK cell formation 

To determine the significance of Fli1 in regulating MP NK cells, we ablated Fli1  

in mature NK cells using CRISPR cRNPs (Fig. 7a). We then adoptively transferred control 

or Fli1-edited Ly49H+ NK cells mixed at a 1:1 ratio into Ly49H- mice and infected with 

MCMV 16 hours later. After D3 PI, Fli1-deficient NK cells represented a greater frequency 

of adoptively transferred Ly49H+ NK cells at all time points analyzed and persisted in 

greater numbers in the blood and peripheral organs on D28 PI (Fig. 7b-d). While the 

frequency of Fli1-deficient NKeff cells increased compared to control edited cells on D7 PI,  

there was a greater impact of Fli-deficiency on the frequency of MP NK cells compared 

to Ly6C+ NKeff. These results suggested that Fli1 restricts the formation of MP NK cells in 

addition to limiting NKeff formation (Fig. 7e). We hypothesized that the effects of Fli1 loss 

could be attributed to either increased proliferation or prolonged survival of adoptively 

transferred Ly49H+ cells. Analysis of adoptively transferred Fli1-deficient Ly49H+ NK cells 

on D3 PI did not reveal differences in CTV dilution,  proliferation kinetics, or Ki-67 staining 

(Fig. 7f-h), suggesting that Fli1 does not control proliferation of Ly49H+ NK cells following 

viral infection. Instead, examination of Bim and Bcl2 protein by flow cytometry revealed 

that Fli1-deficient NK cells expressed significantly decreased levels of pro-apoptotic Bim 

versus control edited NK cells, while displaying similar levels of Bcl2 on D3 PI (Fig. 7i). 

This increased Bim/Bcl2 ratio in Fli1-deficient NK cells coupled with their increased 
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persistence in vivo suggested that Fli1 restricts the fitness of early effector NK cells 

through regulation of Bim levels during viral infection (Extended Data Fig. 7a,b).  

 

 

Discussion 

We utilized single cell sequencing to identify a MP-like NK cell state following 

mouse cytomegalovirus (MCMV) infection. Ly6C– NKeff cells displayed enhanced survival 

during the contraction phase and were determined to be the main precursors of Ly6C+ 

memory NK cells. MP NK cells displayed distinct transcriptional and epigenetic signatures 

compared to Ly6C+ NKeff cells, with increased protein expression of Bcl2. While Bcl2 was 

required for the survival of Ly49H+ NK cells during the contraction phase, Stat5 signaling 

likely induced Fli1 in early effector NK cells to increase Bim levels and restrict the 

formation of MP NK cells.  

Time-resolved trajectory analysis of our scRNA-seq data suggested that a subset 

of D7 PI NKeff cells transition to a cell state enriched in the MP CD8+ T cell transcriptional 

signature. Although bulk RNA-seq analysis demonstrated that MP CD8+ T cells and MP 

NK cells did not display overlapping gene signatures, they both display higher expression 

of Bcl2 transcript and protein, which is required for effector T cells to preferentially survive 

during the contraction phase of the anti-viral response57, 58. These data suggest that Mcl1 

expression, which is required for NK cell survival during homeostasis55, 59, is not sufficient 

to inhibit apoptosis in NKeff cells due to the decreased levels of Bcl2 observed on D7 PI. 

The discrepancy between our bulk RNA-seq and scRNA-seq data may be explained by 

the possibility that D7 PI Ly6C- NKeff cells contain a mixture of transitional NKeff and MP 
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NK cells rather than a homogenous MP cell state identified by scRNA-seq. Furthermore, 

because a small frequency of adoptively transferred Ly6C+ NKeff persist during the 

contraction phase, it is possible that D7 PI Ly6C+ NKeff contain a small fraction of 

transitional NKeff that survive to generate memory NK cells on D14 PI. Irrespective of 

these points, our adoptive transfer data suggest that the majority of memory NK cells 

present on D19 PI are derived from D7 PI Ly6C- NKeff cells, making this a functional MP 

population.  

RNA velocity analysis suggested that MP-like NK cells undergo continuous 

differentiation to a terminally differentiated state on D14 PI, which could explain the 

constant decay of memory NK cell numbers observed in all studies to date following the 

expansion phase in response to MCMV infection60. Indeed, monocle trajectory analysis 

identified Zeb2 expression increasing towards the terminally differentiated memory NK 

cell state on D14 PI, and Zeb2 has been implicated in the terminal maturation of naïve 

NK cells during homeostasis as well as the terminal differentiation of effector CD8+ T cells 

following viral infection49, 61, 62. However, our results indicate that Zeb2 is required for the 

expansion of NKeff cells, but not the terminal differentiation of MP-like NK cells (data not 

shown). Similarly, Id2 has been shown to maintain the terminal differentiation of effector 

CD8+ T cells through sustained repression of central memory-associated transcriptional 

programs in addition to regulating NK cell development and epigenetic regulation of 

effector functionality63-66. While we observed higher expression of Id2 in the D7 PI MP-

like NK cell cluster from our scRNA-seq analysis, we did not observe an increase in MP 

NK cells following inducible deletion of Id2 during the contraction phase following MCMV 

infection (data not shown). Together, these findings suggest that there may be important 
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epigenetic differences between effector NK and CD8+ T cells that dictate lineage specific 

terminal differentiation programs, although future studies will be necessary to support this 

hypothesis.  

Our ATAC-seq dataset revealed that Ly6C+ NKeff and TE CD8+ T cells share 

common enrichment in Runx1, Tbet, and Runx2 binding motifs, with Ly6C- NKeff and MP 

CD8+ T cells show enrichment for Fli1 and ETS1 binding motifs. While Tbet and Runx1 

are important for NK cell survival during homeostasis and MCMV infection67, 68, the 

precise roles of these transcription factors during NKeff terminal differentiation will need to 

be studied in further detail. In mouse and human NK cells, ETS-1 has been shown the be 

required for mature NK cell development and regulation of gene involved in apoptosis, 

and can be induced by IL-2/IL-15 signaling in human NK cells69-71. Similarly, we found 

that Stat5 signaling induced expression of Fli1 in mature mouse NK cells in response to 

IL-2 and IL-15 ex vivo. Interestingly, CRISPR-mediated deletion of Fli1 in mature naïve 

NK cells leads to decreased Bim levels and a greater persistence of early effector NK 

cells following MCMV infection, with a larger proportion of MP NK cells persisting through 

the contraction phase as a result. This finding suggests that Fli1 acts as a repressor of 

MP NK cell formation, likely to limit bystander immunopathology of expanded Ly49H+ NK 

cells following clonal proliferation. Similarly, Fli1-deficient CD8+ T cells accumulate more 

effector cells following LCMV infection72, implicating Fli1 as a critical intrinsic checkpoint 

regulator of effector lymphocyte formation. While future studies will be needed to 

determine the epigenetic and/or transcriptional mechanisms by which Fli1 represses early 

effector lymphocyte fitness, these results identify an important regulator of effector 

lymphocyte formation.  Thus, understanding the transcriptional and epigenetic pathways 
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that induce MP states in NK cells could inform strategies aimed at enhancing adaptive 

NK cell adoptive immunotherapies.  
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Figure 1. Single cell RNA sequencing reveals two clusters of NKeff cells following 

MCMV infection.  
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Ly49H+ NK cells were transferred into naïve Ly49H-/- mice and infected with MCMV i.p. 

16 hours later. TCRb-CD3–NK1.1+Ly49H+KLRG1+ NK cells were sorted on D7 and D14 

PI. Cells were immediately processed using 10x Genomics Chromium droplet single cell 

RNA sequencing. (a) UMAP plot of 2,430 D7 PI NKeff cells colored by cluster identities. 

Each dot represents an individual cell. (b) Gene Ontology (GO) enrichment analysis of 

upregulated genes in cluster 0 compared to cluster 1 from D7 PI NKeff cells. Terms were 

considered statistically significantly enriched if -log10(padj)<0.05. (c) Violin plots showing 

the relative expression of six differentially expressed genes in the two clusters of D7 PI 

NKeff cells. Each dot represents a cell. (d) UMAP plot of 4,399 cells combined from D7 

and D14 PI NKeff cells, colored by timepoint analyzed (top) and cluster identity based on 

differential gene expression (bottom). Each dot represents an individual cell.  (e) UMAP 

plot showing memory precursor (MP) and terminal effector (TE) CD8+ T cell gene module 

scores (top) and violin plots showing the distribution of MP and TE gene module scores 

for each cluster (bottom). 
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Figure 2. Ly6C- NKeff cells preferentially persist following MCMV infection.  

 

Splenic Ly49H+ NK cells were transferred into Ly49H-/- mice i.v. and infected i.p with 

MCMV 16 hours after adoptive transfer. (a) Histograms of indicated cell surface marker 

expression from D7 PI Ly49H+ NKeff cells (red) compared to isotype controls (black). (b) 

Experimental schematic. A mixture of purified WT splenic CD45.1 and CD45.2 Ly49H+ 

NK cells were transferred into Ly49H-/- mice and infected i.p with MCMV 16 hours after 
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adoptive transfer. On D7 PI, TCRβ-CD3–NK1.1+Ly49H+KLRG1+CD45.1+Ly6C+ and 

TCRβ-CD3–NK1.1+Ly49H+KLRG1+CD45.2+Ly6C– NKeff were sorted and then transferred 

into naïve Ly49H-/- hosts at a 1:1 ratio. Recipient spleens were harvested 12 days post 

transfer and analyzed by flow cytometry. (c) Representative flow cytometry plots and 

statistical analysis of co-adoptively transferred Ly6C+ (CD45.1) and Ly6C- (CD45.2) 

Ly49H+ NK cell subsets before transfer (post sort) and harvested from recipient Ly49H-/- 

mice on D12 (post transfer). Change from post sort frequency (middle) and numbers 

(right) of recovered cells 12 days post transfer. (d) Experimental schematic. Indicated 

CD45.1 and CD45.2 NKeff cell subsets were transferred into Ly49H-/- hosts that were 

previously adoptively transferred with CD45.1 x CD45.2 naïve NK cells and infected with 

MCMV 7 days prior. (e) Quantification of the change in frequency of co-adoptively 

transferred Ly6C+ (CD45.1) and Ly6C– (CD45.2) Ly49H+ NK cells subsets harvested from 

recipient mice on D12 (post transfer). Data are representative of 2-3 independent 

experiments with n = 3 mice per group. Samples were compared using two-tailed 

Student’s t test with Welch’s correction, assuming unequal SD, and data points are 

presented as individual mice with the mean ± SEM (***p < 0.001, ****p < 0.0001).  
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Figure 3. Ly6C- NKeff cells differentiate into Ly6C+ memory NK cells.  

 

(a-c) Ly49H+ NK cells were adoptively transferred into Ly49H-/- mice and infected with 

MCMV i.p. 16 hours later. (a) Representative flow plots and (b) frequency of adoptively 

transferred Ly49H+ Ly6C- NK cells at indicated timepoints following MCMV infection. (c) 

Absolute numbers of Ly6C+ and Ly6C- Ly49H+ NK cells in the blood at indicated 

timepoints post MCMV infection. (d) Representative flow plots showing Ly6C expression 

in indicated adoptively transferred NKeff cell subsets from Fig. 2C on D12 post transfer. 

(e) Frequency of Ly6C- to Ly6C+ conversion or vice versa at D12 post transfer. Data are 

representative of 2-3 independent experiments with a-c,e: n = 3 mice per group. Samples 

were compared using two-tailed Student’s t test with Welch’s correction, assuming 

unequal SD, and data points are presented as individual mice with the mean ± SEM (*p 

< 0.05, **p < 0.01, ****p < 0.0001).  
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Figure 4. MP NK cells are transcriptionally distinct and require Bcl2 for optimal 

survival during the contraction phase of the response to MCMV.  
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(a-b) Splenic Ly49H+ NK cells were transferred into Ly49H-/- mice i.v. and infected i.p with 

MCMV 16 hours after adoptive transfer. Splenic TCRβ-CD3–NK1.1+KLRG1+Ly49H+Ly6C+ 

and TCRβ-CD3–NK1.1+KLRG1+Ly49H+Ly6C– NKeff were sorted from recipient mice on 

D7 PI. Sorted NK cells were immediately processed for mRNA extraction, library 

preparation and sequencing. (a) Heatmap showing differentially expressed genes 

between Ly6C+ and Ly6C– D7 PI NKeff cells (padj < 0.05). (b) Normalized read counts of 

selected genes shown in (a). (c) MFI of Bcl2 and Bim in D7 PI Ly6C+ and Ly6C– NKeff 

cells. (d) Representative histogram and (e) MFI of intracellular Bcl2 expression in naïve 

(D0) and D7 PI Ly49H+ NKeff cells. (f) Quantification of the frequency of intracellular 

cytochrome c negative cells following Bcl2 inhibition with ABT-199 in naïve and D7 PI 

Ly49H+ NKeff cells ex vivo. (g,h) IL-15 pre-activated congenically distinct NK cells were 

electroporated in the presence of either Rosa26 NTC cRNP (CD45.1) or Bcl2 cRNP 

(CD45.2) before being transferred i.v. into Ly49H-deficient recipients at a 1:1 ratio. (g) 

BCL2 protein expression shown by histogram of Bcl2 cRNP or Rosa26 NTC RNP 

CRISPR edited NK cells 3 days post gene edit ex vivo. (h) Recipient mice were infected 

i.p with MCMV 16 hours after adoptive transfer. Quantification of adoptively transferred 

Ly49H+ NTC cRNP or Bcl2 cRNP-edited NK cells in the blood of recipient mice at various 

timepoints PI. Data are representative of 2-3 independent experiments with n = 3-4 mice 

mice per group. Samples were compared using two-tailed Student’s t test with Welch’s 

correction, assuming unequal SD, and data points are presented as individual mice with 

the mean ± SEM ( *p < 0.05, **p < 0.01, ****p < 0.0001).  
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Figure 5. MP NK cells share a core epigenetic signature with MP CD8+ T cells.  
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Splenic Ly49H+ NK cells were adoptively transferred into Ly49H-/- mice i.v. and infected 

i.p with MCMV 16 hours after adoptive transfer. Splenic TCRβ-CD3–

NK1.1+KLRG1+Ly49H+Ly6C+ and TCRβ-CD3–NK1.1+KLRG1+Ly49H+Ly6C– NKeff were 

sorted from recipient mice on D7 PI. Sorted NK cells were immediately processed for 

ATAC library preparation and sequencing. (a) Heatmap showing differentially accessible 

peaks between Ly6C+ and Ly6C– NKeff cells. Peaks with padj <  0.15 were plotted. (b) GO 

enrichment analysis on genes related to differentially accessible peaks in Ly6C+ and 

Ly6C– NKeff cells. Terms were considered statistically significantly enriched if                           

-log10(padj)<0.05. (c) Heatmap showing common differentially accessible peaks in the 

comparisons of  Ly6C– to Ly6C+ NKeff cells and MP to TE CD8+ T cells (padj <0.05). (d) 

Normalized read counts of peaks related to selected genes which have differential 

accessibility between indicated NKeff cells (top) and T cells (bottom). (e) HOMER motif 

analysis displaying common transcription factor binding site motifs in differentially 

accessible peaks between D7 PI Ly6C- NKeff and MP CD8+ T cells and D7 PI Ly6C+ NKeff 

and TE CD8+ T cells. Samples were compared using two-tailed Student’s t test with 

Welch’s correction, assuming unequal SD, and data points are presented as individual 

mice with the mean ± SEM ( *p < 0.05, **p < 0.01, ***p <0.001).  
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Figure 6. Fli1 is induced by IL-15-mediated STAT5 signaling in mature NK cells.  

 

(a) Normalized read counts from bulk RNA-seq analysis of Ly49H+ NK cells at indicated 

time points PI. (b) Normalized read counts of Fli1 in splenic NK cells 3 hours after 
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indicated cytokine stimulation ex vivo. (c) Western blot showing Fli1 and β-actin loading 

control protein levels in unstimulated, IL-2-stimulated, or IL-15-stimulated splenic NK 

cells. (d) Upper two rows, ATAC-seq peaks in the Fli1 locus; Lower two rows, STAT5 

ChIP-seq peaks in the Fli1 locus in unstimulated or IL-2/IL-15-stimulated splenic NK cells. 

(e) Western blot showing Fli1 and β-actin loading control protein levels in IL-15-stimulated 

+ DMSO, or IL-15 stimulated + STAT5 inhibitor (CAS 285986-31-4) treated splenic NK 

cells. Samples were compared using two-tailed Student’s t test with Welch’s correction, 

assuming unequal SD. (a,b) data points are presented as individual mice with the mean 

± SEM ( *p < 0.05, **p < 0.01). (c,e) Data represent 2-3 independent experiments with: n 

= 3 mice pooled per data point with the mean ± SEM ( *p < 0.05, **p < 0.01). 

 

  



 38 

Figure 7. Fli1 restricts the formation of MP NK cells during viral infection.  
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(a) Protein levels of Fli1 shown by western blot of Fli1 cRNP or Rosa26 NTC cRNP 

CRISPR edited NK cells 3 days after editing ex vivo. (b-i) IL-15 pre-activated congenically 

distinct NK cells were electroporated in the presence of either Rosa26 NTC cRNP 

(CD45.1) or Fli1 cRNP (CD45.2) before being transferred i.v. into Ly49H-deficient 

recipients at a 1:1 ratio. Recipient mice were infected i.p with MCMV 16 hours after 

adoptive transfer. (b) Quantification of adoptively transferred Ly49H+ NTC cRNP or Fli1 

cRNP-edited NK cells in the blood of recipient mice at various timepoints PI. (c) The 

percentage and (d) number of Ly49H+ NTC cRNP or Fli1 cRNP-edited NK cells are 

quantified in the spleen, lung, liver, and blood of D28 recipient mice.  (e) The percentage 

of Ly6C- or Ly6C+ NK cells is shown in Ly49H+ NTC cRNP or Fli1 cRNP-edited NK cells 

at various timepoints PI. (f,g) Fli1 cRNP or Rosa26 NTC cRNP CRISPR edited NK cells 

were labeled with CTV dye before being transferred i.v. into Ly49H-deficient recipients 

and splenic NK cells were isolated on D3 PI. (f) Representative histograms displaying 

CTV dilution of Fli1 cRNP and NTC cRNP Ly49H+ NK cells. (g) Quantification of division, 

proliferation and expansion index calculated using FlowJo V10 software. (h,i) Splenic NK 

cells were isolated Day 3 PI. Dot plots displaying quantification of (h) %Ki-67+ and (i) MFI 

of Bim, Bcl2 and Bcl2/Bim ratio in Fli1 cRNP and NTC cRNP Ly49H+ NK cells. (a) Data 

represent 2 independent experiments with: n = 3 mice per group. (b-i) Data represent 2-

3 independent experiments with: n = 3-4 mice per group. Samples were compared using 

two-tailed Student’s t test with Welch’s correction, assuming unequal SD, and data are 

presented as individual mice with the mean ± SEM (*p < 0.05, **p < 0.01, ***p < 0.001, 

****p < 0.0001) 
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Extended Data Figure 1. Phenotypic and single cell sequencing analysis of naïve, 

D7 PI and D14 PI Ly49H+ NK cells.  
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(a) Gating strategy to sort adoptively transferred TCRβ-CD3–NK1.1+KLRG1+Ly49H+ NK 

cells from the spleen of recipient Ly49H-/- mice on D7 and D14 following MCMV infection. 

(b) Representative flow plots of cell surface expression of CD27, CD11b, NK1.1 and 

KLRG1 on naïve (left) and D7 PI (right) TCRβ-CD3–NK1.1+Ly49H+ NKeff cells. (c-e) 

Ly49H+ NK cells were adoptively transferred into Ly49H-/- mice and infected with MCMV 

i.p. 16 hours later. TCRβ-CD3–NK1.1+Ly49H+KLRG1+ NK cells were sorted on D7 and 

D14 PI. Cells were immediately processed for single cell sequencing using 10x Genomics 

Chromium droplet single cell RNA sequencing. (c) Heatmap showing the top differentially 

expressed genes between the two clusters of D7 PI NK cells (padj < 0.05). (d) Heatmap 

showing the top differentially expressed genes between the six clusters from NK cells at 

D7 and D14 PI (padj < 0.05). (e) GO enrichment analysis of marker genes for each cluster 

from (d). Terms were considered statistically significantly enriched if -log10(padj)<0.05. 
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Extended Data Figure 2. Time-resolved putative differentiation pathways of NKeff 

and MP NK cells during MCMV infection.  

 

(a-d) Ly49H+ NK cells were adoptively transferred into Ly49H-/- mice and infected with 

MCMV i.p. 16 hours later. TCRβ-CD3–NK1.1+Ly49H+KLRG1+ NK cells were sorted on D7 

and D14 PI. Cells were immediately processed for single cell sequencing using 10x 

Genomics Chromium droplet single cell RNA sequencing. (a) RNA-velocity analysis of 

D7 and D14 NKeff cell clusters with velocity field arrows projected onto the UMAP plot. (b) 

Arrows show the local average velocity evaluated on a regular grid and indicate the 

extrapolated future states of cells. (c) Monocle pseudotime analysis of NK cell clusters, 
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indicating cluster identities (left) and pseudotime (right). (d) Scatter plot displaying relative 

expression (y-axis) of selected genes along pseudotime (x-axis).  
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Extended Data Figure 3. NKeff subsets do not demonstrate differential trafficking or 

proliferation following MCMV infection.  

 

WT splenic CD45.1 and CD45.2 Ly49H+ NK cells were transferred into Ly49H-/- mice, and 

infected with MCMV i.p. 16 hours later. 7 days after MCMV infection, TCRβ-CD3–

NK1.1+Ly49H+KLRG1+CD45.1+CX3CR1+ and TCRβ-CD3–

NK1.1+Ly49H+KLRG1+CD45.2+CX3CR1– NKeff were sorted and then transferred into 

naïve Ly49H-/- hosts at a 1:1 ratio. Recipient spleens were harvested 12 days post transfer 

and analyzed by flow cytometry. (a) Quantification of the change in frequency of CX3CR1+ 

(CD45.1) and CX3CR1– (CD45.2) Ly49H+ NK cells subsets from recipient mice on D12 

(post transfer). (b-d) Splenic WT Ly49H+ NK cells were transferred into Ly49H–/– mice 

and infected with MCMV i.p. 16 hours later. (b) Quantification of Ly6C+ and Ly6C- Ly49H+ 
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NK cells from the indicated peripheral organs at various timepoints PI and (c) D10 PI. (d) 

Quantification of Ki-67+ Ly49H+ splenic NK cells at D10 PI. (a) Data represent 2 

independent experiments with n = 4 mice per group. (b-d) Data represent 2 independent 

experiments with n = 6 mice per group. Samples were compared using two-tailed 

Student’s t test with Welch’s correction, assuming unequal SD, and data points are 

presented as individual mice with the mean ± SEM (ns = not significant).  
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Extended Data Figure 4. Ly6C+ and Ly6C– NKeff cells do not display differences in 

mitophagy, cell-intrinsic metabolism and memory functionality.  
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(a-e) Splenic Ly49H+ NK cells were transferred into Ly49H-/- mice i.v. and infected i.p with 

MCMV 16 hours after adoptive transfer. (a) Single cell metabolic analysis of naïve (top) 

or D7 PI (bottom) NKeff using SCENITH. (b) MFI for tetramethylrhodamine ethyl ester 

(TMRE) staining (top) or MitoTracker Green staining (bottom) in adoptively transferred 

Ly49H+ NK cells from recipient spleens at the indicated time points PI. (c) Percentage of 

IFN-γ+ naïve or adoptively transferred D14 PI Ly6C+ or Ly6C– Ly49H+ NK cells following 

no stimulation or 4hr stimulation ex vivo with anti-NK1.1 monoclonal platebound antibody. 

(d) 2.5 x 103  D7 PI sorted TCRβ-CD3–NK1.1+KLRG1+CD45.1+Ly49H+Ly6C+ or TCRβ-

CD3–NK1.1+KLRG1+CD45.1+Ly49H+Ly6C- NK cells were adoptively transferred i.v. into 

naïve Ly49H-/- mice and infected with MCMV 7 days later. (d) Kaplan-Meier survival 

curves of Ly49H-/- mice that received PBS or indicated sorted NK cell populations i.v. (e) 

The number of Ly6C+ and Ly6C– Ly49H+ NK cells was quantified in various organs at D28 

PI.  (a-c,e) Data represent 2-3 independent experiments with n = 3 mice per group. 

Samples were compared using two-tailed Student’s t test with Welch’s correction, 

assuming unequal SD, and data are presented as individual points with the mean ± SEM. 

(d) Data are pooled from 2 independent experiments with n = 4–5 mice per group per 

experiment. Data points are presented as individual mice. Conditions were compared 

using the Log-rank (Mantel-Cox) test with correction for testing multiple hypotheses. (**p 

< 0.01, ***p < 0.001).  
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Extended Data Figure 5. MP NK cells are transcriptionally distinct from MP CD8 T 

cells.  

 

Splenic Ly49H+ NK cells were transferred into Ly49H-/- mice i.v. and infected i.p with 

MCMV 16 hours after adoptive transfer. Splenic TCRβ-CD3–NK1.1+KLRG1+Ly49H+Ly6C+ 

and TCRβ-CD3–NK1.1+KLRG1+Ly49H+Ly6C– NKeff were sorted from recipient mice on 

D7 PI. Sorted NK cells were immediately processed for mRNA extraction, library 

preparation and sequencing. (a) Differentially expressed genes common between MP 

Ly6C–  NK  and Ly6C+ NKeff cells compared to MP and TE CD8+ T cells (padj < 0.05). (b) 

Normalized read counts of selected genes in indicated cell types.  
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Extended Data Figure 6. MP NK cells and MP CD8+ T cells display similar chromatin 

accessibility at specific gene loci.  

 

ATAC sequencing reads from Fig. 5 in the indicated cell subsets mapping to the (a) Bcl2 

locus and (b) Cxcr3 locus. Highlighted peaks represent differentially accessible peaks 

(padj <0.15). (c) GO term analysis from differentially accessible peaks shared between 

MP NK  cells and MP CD8+ T cells. Terms were considered statistically significantly 

enriched if -log10(padj)<0.05. Data are representative of three independent replicates for 

MP and TE CD8+ T cells, D7 PI Ly6C- NKeff and two independent replicates for D7 PI 

Ly6C+ NKeff.  
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Extended Data Figure 7. Proposed model of MP NK cell formation and mechanism 

of Fli1 induction.  

 

(a) IL-15 stimulated NK cells signal through STAT5 to induce Fli1 expression. During 

infection, Fli1 increases Bim levels to limit the number of early effector NK cells 

contributing to the D7 effector pool. In the absence of Fli1, Bim levels are reduced while 
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BCL2 is unaffected, allowing more early effector NK cells to persist and form MP NK cells. 

(b) In the contraction phase post D7, MP NK cells continually give rise to Ly6C+ memory 

NK cells. The majority of D7 PI Ly6C+ NK cells undergo cell death, while a small number 

can become Ly6C+ memory cells. Lacking an stem-like transcriptional program, the pool 

of MP cells is depleted over time. 

 

Contact for Reagent and Resource Sharing 
 
Further information and requests for resources and reagents should be directed and will 
be fulfilled by the Lead Contact, Timothy O’Sullivan (tosullivan@mednet.ucla.edu) 
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Methods 

 
Mice 

Mice were bred at UCLA in accordance with the guidelines of the Institutional Animal Care 

and Use Committee (IACUC). The following mouse strains were used this study: C57BL/6 

(CD45.2) (Jackson Labs, #000664), B6.SJL (CD45.1) (Jackson Labs, #002114), Klra8-/- 

(Ly49H-deficient). Experiments were conducted using 6-8 week old age- and gender-

matched mice in accordance with approved institutional protocols.  

 
MCMV infection  

MCMV (Smith) was serially passaged through BALB/c hosts three times, and then 

salivary gland viral stocks were prepared with a dounce homogenizer for dissociating the 

salivary glands of infected mice 3 weeks after infection. Experimental mice in studies were 

infected with MCMV by i.p. injection of 7.5 x 103 plaque-forming units (PFU) in 0.5 mL of 

PBS. In other experiments, Ly49H–/– mice were intravenously injected with 25,000 sort 

purified D7 PI Ly49H+ NK cells or PBS as control. 7 days later, recipient mice were 

infected with MCMV by i.p. injection of 7.5 x 103 plaque-forming units (PFU) in 0.5 mL of 

PBS. Mice were monitored and weighed daily and sacrificed when body weight decreased 

10% from initial weight. 

 
Isolation and enrichment of mouse NK cells 

Mouse spleens, livers, lungs, lymph nodes, and blood were harvested and prepared into 

single cell suspensions as described previously11. Splenic single cell suspensions were 

lysed in red blood cell lysis buffer and resuspended in EasySep™ buffer (Stemcell). To 

avoid depleting Ly6C+ NK cells we developed a custom antibody cocktail as 
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follows:  splenocytes were labeled with 10 μg per spleen of biotin conjugated antibodies 

against CD3 (17A2), CD19 (6D5), CD8 (53-6.7), CD88 (20/70), Ly6G (1A8), SiglecF 

(S17007L), TCRb (H57-597), CD20 (SA275A11), CD172a (P84) and magnetically 

depleted from total splenocyte suspensions with the use of anti-biotin coupled magnetic 

beads (Biolegend).  

 
Cell sorting and Adoptive Transfer Experiments 

Isolated splenic NK cells were sorted using Aria-H Cytometer. NK cells were sorted to > 

95% purity. Approximately 2 × 105 enriched NK cells were injected intravenously into 

mice. In adoptive co-transfer experiments, equal numbers of Ly49H+ NK cells from each 

population (CD45.1+ and CD45.2+) were injected into recipients 16 hours prior to MCMV 

infection. In other experiments, TCRβ-CD3–NK1.1+Ly49H+KLRG1+CD45.1+CX3CR1+ and 

TCRβ-CD3–NK1.1+Ly49H+KLRG1+CD45.2+CX3CR1– or TCRβ-CD3–

NK1.1+Ly49H+KLRG1+Ly6C+ and TCRβ-CD3–NK1.1+Ly49H+KLRG1+Ly6C– D7 PI NKeff 

were sorted and then transferred at a 1:1 ratio into naïve or D7 PI Ly49H-/- hosts that had 

received CD45.1 x CD45.2 Ly49H+ NK cells 7 days prior to MCMV infection. Adoptively 

transferred cells were recovered by harvesting recipient mouse splenic NK cells, 

preforming magnetic enrichment, and analysis by flow cytometry at various time points 

post-transfer. 

 
Guide RNA Design 

Synthetic gRNAs were purchased from SYNTHEGO. gRNA sequences were derived 

from a mouse whole genome CRISPR library described previously73. 10 gRNA 

sequences from this dataset were ranked according to predicted indel percentage and 
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low off-target score using the inDelphi machine-learning algorithm for each gene target74. 

The top 3-7 guides were validated for high indel percentages by Sanger sequencing and 

protein knockdown by western blot before utilization in experiments.  

 
Electroporation and cRNP complex formation  

gRNAs (Synthego) were diluted to 100 µM (100 pMol/μL) in 1x TE buffer (Sythego). 1.2 

uL (120 pMol) of gRNA, 0.9 uL of 100 μM Alt-R® Cas9 Electroporation Enhancer (IDT) 

and 3.9 uL water were added to a 1.5 mL tube per sample for a total of 6 μL. 1 μL of 

recombinant Cas9 (20 pMol) (Synthego) was added to 5 μL water in a separate 1.5 mL 

tube. 6 μL of diluted Cas9 was added to 6 μL of gRNA-enhancer mixture for a total of 12 

μL cRNP complex at a 1:3 molar ratio. The cRNP complex was allowed to incubate for at 

least 10 minutes at room temperature (RT) and electroporated using the Neon 

Transfection system (Thermo-Fisher) as described previously56, 75. Cells were then 

incubated at 37°C for either 10 minutes before adoptive transfer or 90 minutes before 

centrifugation and resuspension in complete media supplemented with 50 ng rmIL-15 for 

culturing in vitro. Cells were cultured in vitro for 3 days following electroporation prior to 

reading out gene editing efficiency by flow cytometry or sanger sequencing. 

 
Ex vivo stimulation of lymphocytes 

For plate-bound antibody stimulation experiments, ~5 x 105 isolated NK cells were 

stimulated with 4 mg/mL precoated antibody against NK1.1 (PK136)  for 4 hours in 

complete media containing Brefeldin A (1:1000; BioLegend) and Monensin (2uM; 

BioLegend). Cells were cultured in media alone as a negative control. In cytokine 

stimulation experiments, isolated NK cells were incubated with various concentrations of 
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mouse IL-15 or IL-2, in the presence or absence of 100 uM CAS 285986-31-4 STAT5 

inhibitor (Millipore Sigma). 

 
Adoptive transfer cRNP experiments 

Adoptive NK cell co-transfer studies were performed by injecting a total of 1 x 106 NK 

cells; Rosa26 cRNP-edited WT, and gene x cRNP-edited WT NK cells purified from 

spleens of congenically distinct WT mice (CD45.1, CD45.1.2 or CD45.2) into Ly49H–/– 

mice 16 hours prior to MCMV infection.  

 

Proliferation assays 

CellTrace™ Violet (CTV) stock solution was prepared per the manufacturers’ instructions 

(Thermo) and diluted at 1:1000 in 37C PBS. Isolated NK cells were incubated in 0.5mL 

of diluted CTVsolution for 10 minutes at 37C. The solution was quenched with 10X the 

volume of CR-10 media. Cells were then washed and injected i.v. Division, proliferation 

and expansion indexes were quantified using FlowJo V10 software using the following 

calculations. Division Index: Total Number of Divisions / The number of cells at start of 

culture. Proliferation Index: Total Number of Divisions / Cells that went into division. 

Division Index: Total Number of Divisions / The number of cells at start of culture. 

 

Flow Cytometry 

Cells were analyzed for cell-surface markers using fluorophore-conjugated antibodies 

(BioLegend, eBioscience). Cell surface staining was performed in 1X PBS and 

intracellular staining was performed by fixing and permeabilizing using the eBioscience 

Foxp3/Transcription Factor kit for intranuclear proteins or BD Cytofix/Cytoperm kits for 
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cytokines. Flow cytometry was performed using the Attune NxT Acoustic Focusing 

cytometer and data were analyzed with FlowJo software (BD). Cell surface and 

intracellular staining was performed using the following fluorophore-conjugated 

antibodies: CD45.1 (A20), CD45.2 (104), NK1.1 (PK136), KLRG1 (2F1), TCRβ (H57-

597), CD3 (17A2), Ly49H (3D10), IFN-γ (XMG1.2), Ly6C (HK1.4), CD44 (IM7), CD16 

(93), Sca-1 (E13-161.7), CX3CR1 (SA011F11), NKG2D (CX5), BCL2 (BCL/10C4), 

CD11b (M1/70), CD27 (LG.3A10), Bim (C34C5), Ki-67 (16A8), Cytochrome-C (6H2.B4). 

For mitochondrial dyes, NK cells were enriched from spleens as described above, stained 

with cell-surface antibodies, and then incubated with various dyes in Hank’s balanced salt 

solution plus Mg and Ca as follows: 100 nM Mitotracker Green (Life Technologies) for 30 

min at 37°C to measure mitochondrial mass or 100 nM TMRE (Thermofisher) for 30 min 

at 37°C to measure mitochondrial membrane potential. BH3 profiling was performed as 

previously described76. Briefly, purified NK cells were resuspended in MEB buffer (150 

mM Mannitol 10 mM HEPES-KOH, 50 mM KCl, 0.02 mM EGTA, 0.02 mM EDTA, 0.1 % 

BSA, 5 mM Succinate). 50μl of cell suspension (1 × 105 cells/well) were plated in wells 

holding 50 μL MEB buffer containing 0.002% digitonin and BCL2 inhibitor ABT-199. 

Plates were then incubated at 25°C for 50 min. Cells were then fixed with 4% 

paraformaldehyde for 10min, followed by neutralization with N2 buffer (1.7M Tris, 1.25M 

Glycine pH 9.1) for 5min. Samples were stained for 1 hour with 20 μL of staining solution 

(10% BSA, 2% Tween 20 in PBS) containing anti-cytochrome c (BioLegend). Immediately 

afterwards, cytochrome c release was quantified using Attune Flow Cytometer. 

 
Single Cell Metabolism assay (SCENITH) 
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To profile single cell metabolic responses, 95 uL of purified NK cells in complete media 

were plated at 0.1-0.5x106 cells/mL in v-bottom 96-well plates. Experimental triplicates 

were performed in all conditions. Wells were then treated with Control (DMSO), 2-Deoxy-

D-Glucose (DG) final concentration 100mM, Oligomycin (O) final concentration 1 mM, or 

a sequential combination of DG and O at the final concentrations mentioned. As negative 

control, the translation initiation inhibitor Harringtonine was added (Harringtonine, 2 

mg/mL). Puromycin (final concentration 10 mg/mL) is added immediately after the 

metabolic inhibitor treatment. After puromycin treatment, cells were washed in cold PBS 

and stained for surface markers. Intracellular staining of puromycin was achieved using 

a custom anti-puromycin antibody27 was performed by incubating cells during 1h at 4°C 

diluted in permeabilization buffer. 

 
PCR and Sanger Sequencing 

DNA from NK cells was isolated using DNeasy Blood and Tissue kits (Qiagen). DNA 

concentration was measured using the NanoDrop OneC Microvolume UV-Vis 

Spectrophotometer (Thermo Scientific) and then diluted to 50 ng/μl in water before PCR 

amplification of cRNP-targeted genomic regions of approximately 500-1000 base pairs. 

PCR samples from WT and cRNP-edited cells were submitted for Sanger sequencing 

(GENEWIZ) and then indel percentage was calculated using ICE analysis (SYNTHEGO).  

 
10x Library Preparation, Sequencing, and Alignment  

Single cell RNA-sequencing libraries were generated with the Chromium Single Cell 3′ v2 

(Day 7) and v3 (Day 14) assay (10X Genomics). Libraries were sequenced using the 

HighSeq 4000 platform (Illumina) to a depth of approximately 300 million reads per library 
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with 2x50 read length. Raw reads were aligned to mouse genome (mm10) and cells were 

called using cellranger count (v3.0.2).  

 

scRNA-seq Cell Clustering 

The R package Seurat (v3.1.)77 was used to cluster the cells. Cells with less than 100 

genes detected or more than 10% mitochondrial gene expression were first filtered out 

as low-quality cells. The gene counts for each cell were divided by the total gene counts 

for the cell and multiplied by a scale factor 10,000, then natural-log transformation was 

applied to the counts. The FindVariableFeatures function was used to select variable 

genes with default parameters. The ScaleData function was used to scale and center the 

counts in the dataset. Principal component analysis (PCA) was performed on the variable 

genes, and 20 principal components were used for cell clustering (resolution = 0.5) and 

uniform manifold approximation and projection (UMAP) dimensional reduction. The 

cluster markers were found using the FindAllMarkers function. Module scores were 

calculated using the AddModuleScore function with default parameters. In the 

comparison between D7 and D14 PI NK cells, the FindIntegrationAnchors and 

IntegrateData functions were used to find anchors and integrate the D7 and D14  PI 

datasets, and the other steps were the same as described above. 

 

RNA velocity analysis 

To estimate the RNA velocities of single cells, velocyto48 was used to distinguish 

unspliced and spliced mRNAs in each sample. The python package scVelo78 was then 

used to recover the directed dynamic information by leveraging RNA splicing information. 
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Specifically, the data was first normalized using the filter_and_normalize function. The 

first- and second-order moments were computed for velocity estimation using the 

moments function. The velocity vectors were obtained using the velocity function. The 

velocities were projected into a lower-dimensional embedding using the velocity_graph 

function. Finally, the velocities were visualized in the UMAP embedding using the 

velocity_embedding_stream function. All scVelo functions were used with default 

parameters.  

 

Pseudo-time trajectory construction 

Pseudo-time trajectories were constructed using the R package Monocle79 (version 

2.10.1). The raw counts for cells in the intended cell types were extracted and normalized 

by the estimateSizeFactors and estimateDispersions functions with the default 

parameters. Genes with average expression larger than 0.5 and detected in more than 

10 cells were retained for further analysis. Variable genes were determined by the 

differentialGeneTest function with a model against the cell type identities. The top 2,000 

variable genes with the lowest adjusted p value were used to order the cells. The orders 

were determined by the orderCells function, and the trajectory was constructed by the 

reduceDimension function with default parameters.  

 

Bulk RNA Sequencing 

RNA was isolated from the cells using RNeasy Mini kit (Qiagen) and used to generate 

RNA-seq libraries followed by sequencing using Illumina HighSeq 4000 platform (single 

end, 50bp). The reads were mapped with STAR80 (version 2.5.3.a) to the mouse genome 
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(mm10). The counts for each gene were obtained by using –quantMode GeneCounts 

commands in STAR, and the other parameters during alignment were set to default. 

Differential expression analyses were carried out using DESeq281  (version 1.24.0) with 

default parameters. Genes with adjusted p value <0.05 were considered significantly 

differentially expressed. Sequencing depth normalized counts were used to plot the 

expression values for individual genes. The T cell bulk RNA-seq datasets were 

downloaded from GEO (GSE111902),82 and the same DESeq2 procedure were applied. 

Genes with the absolute log2 fold change >0.5 and adjusted p value <0.05 in both NK 

cell and T cell datasets were plotted in Figure 5C. Cytokine stimulated bulk NK RNA-seq 

datasets were downloaded from GEO (GSE140044)44. 

 

ATAC-seq analysis 

For ATAC-Seq, 50,000 cells per sample were lysed to collect nuclei and treated with Tn5 

transposase (Illumina) for 30 minutes at 37°C with gentle agitation. The DNA was isolated 

with DNA Clean & Concentrator Kit (Zymo) and PCR amplified and barcoded with 

NEBNext High-Fidelity PCR Mix (New England Biolabs) and unique dual indexes 

(Illumina). The ATAC-Seq library amplification was confirmed by real-time PCR, and 

additional barcoding PCR cycles were added as necessary while avoiding 

overamplification. Amplified ATAC-Seq libraries were purified with DNA Clean & 

Concentrator Kit (Zymo). The purified libraries were quantified with Kapa Library Quant 

Kit (KAPA Biosystems) and quality assessed on 4200 TapeStation System (Agilent). The 

libraries were pooled based on molar concentrations and sequenced on an Illumina 

HighSeq 4000 platform (paired end, 100bp). 
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ATAC-seq fastq files were trimmed to remove low-quality reads and adapters using 

Cutadapt83 (version 2.3). The reads were aligned to the reference mouse genome (mm10) 

with bowtie284 (version 2.2.9). Peak calling was performed with MACS285 (version 2.1.1). 

The peaks from all samples were merged into a single bed file, peaks from different 

samples that were closer than 10bp were merged into a single peak. HTseq86 (version 

0.9.1) was used to count the number of reads that overlap each peak per sample. The 

peak counts were analyzed with DESeq281 (version 1.24.0) to identify differentially 

accessible genomic regions. Peaks with adjusted p value <0.15 were considered 

significantly differentially accessible. The peak counts were visualized with IGV, version 

2.5.0. The differentially accessible peaks were analyzed using the findMotifsGenome.pl 

function from homer87 (version 4.9.1) to identify enriched cis-regulatory motifs of 

transcription factors. The T cell ATAC-seq datasets were downloaded from GEO 

(GSE111902), the same pipeline described above were used to analyze the datasets. 

Cytokine stimulated NK cell ATAC-seq datasets were downloaded from GEO 

(GSE140044) and visualized using the same pipeline described above. Peaks in the T 

cell ATAC-seq datasets with adjusted p value <0.05 were considered significantly 

differentially accessible. Significant peaks with the same change directions in the NK and 

T cell datasets were plotted in Figure 6C. 

 

ChIP-seq analysis 

STAT5 ChIP-seq datasets derived from IL-15/IL-2 stimulated splenic NK cells were 

downloaded from GEO (GSE140044)44 and visualized using IGV, version 2.5.0. 
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Western blot 

Protein was extracted from enriched primary splenic NK cells using Pierce RIPA buffer 

(Thermo-Fisher) with Halt protease inhibitor cocktail (Thermo-Fisher) and protein 

concentration was quantified using the Pierce BCA Protein Assay kit (Thermo-Fisher). 

Samples were electrophoresed on NuPage Novex 4–12% Bis-Tris Protein Gels, 

transferred to PVDF membranes, and blocked for one hour at room temperature with 5% 

w/v nonfat milk in 1X TBS and 0.1% Tween-20. Immunoblots were performed using rabbit 

anti-Fli1 (Abcam ab133485), rabbit anti-β-actin (Cell Signaling CST4970), and rabbit anti-

GAPDH (Millipore Sigma G9545). Proteins were detected using the SuperSignal West 

Pico PLUS ECL kit (Thermo-Fisher) and visualized using the Azure Biosystems c280 

imager. Band density was quantified using ImageJ version 1.53. 

 

Statistical Analyses  

For graphs, data are shown as mean ± SEM, and unless otherwise indicated, statistical 

differences were evaluated using a Student’s t test with Welch’s correction to assume a 

non-normal variance in our data distribution. Samples were compared using the Log-rank 

(Mantel-Cox) test with correction for testing multiple hypotheses. p < 0.05 was considered 

significant. Graphs were produced and statistical analyses were performed using 

GraphPad Prism. 

  

Data Availability 

Sequencing datasets are accessible from GEO with accession number GSE176208  
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Abstract 
 
CRISPR (clustered, regularly interspaced, short palindromic repeats) genome 

engineering has become a powerful tool to functionally investigate the complex 

mechanisms of immune system regulation. While decades of work have aimed to 

genetically reprogram innate immunity, current approaches are often inefficient or 

nonspecific, limiting their use in innate immune cells in vivo. Here, we describe an 

optimized strategy for non-viral CRISPR-Cas9 ribonucleoprotein (cRNP) genomic editing 

of primary innate lymphocytes (ILCs) and myeloid lineage cells that results in an almost 

complete loss of single or double target gene expression from a single electroporation. 

Furthermore, we describe in vivo adoptive transfer mouse models that can be utilized to 

screen for gene function during viral infection using cRNP-edited naïve NK cells and bone 

marrow-derived dendritic cell precursors. Using these methods, we demonstrate that 

XCR1+ conventional dendritic cells (cDC1) are sufficient and necessary for host protection 

to mouse cytomegalovirus (MCMV) in a MyD88-dependent manner. This scalable method 

will enhance target gene discovery and offer a specific and simplified approach to gene 

editing in the innate immune system.  
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Introduction 

The mammalian immune system consists of both tissue-resident and circulating immune 

cells. Tissue-resident innate immune cells, such as dendritic cells (DCs), can produce a 

wide-variety of effector molecules that can directly or indirectly limit pathogen spread and 

tumor growth in tissue microenvironments 3, 88, 89. Innate lymphoid cells (ILCs) are tissue-

resident cells that produce both proinflammatory and regulatory cytokines in response to 

local injury, inflammation, pathogen infection, or commensal microbiota perturbation 41. 

However, persistent inflammatory signals can also lead to unrestrained activation of 

innate immunity that is associated with inflammatory pathologies such as Crohn’s disease 

(CD), chronic obstructive pulmonary disease (COPD), Type II diabetes mellitus (T2D), 

and systemic lupus erythematosus (SLE) 4, 41. Although understanding and harnessing 

the cellular and molecular mechanisms that regulate the innate immune system hold 

promise for the treatment of several inflammatory disorders, a mechanistic understanding 

of the mammalian innate immune system has been limited by suboptimal cell lineage 

gene targeting strategies.   

Current models to specifically manipulate gene expression in the mouse innate 

immune system have been confounded by non-lineage specific Cre mouse transgenic 

lines. For example, LysMCre, Csf1rCre, and Cx3cr1Cre mice (commonly used to target 

macrophage populations) contain overlapping expression profiles in several other 

myeloid lineage cells based on previous fate mapping studies 90, making a Cre-transgenic 

line specific for macrophages currently impossible. Furthermore, mouse transgenic Cre 

lines used to selectively target dendritic cells in vivo, such as ItgaxCre and Zbtb46Cre, 

express the transgene in dendritic cells, macrophages, and NK cells (Itgax) 90, or 



 89 

conventional type 1 (cDC1) and type 2 (cDC2) dendritic cells, as well as endothelial cells 

(Zbtb46) 91, 92. While Xcr1Cre mice can be used to selectively target and ablate cDC1 93, 

there are no current tools to specifically target gene expression in cDC2 in vivo. In the 

ILC lineage, Ncr1Cre mice induce gene deletion in natural killer (NK) cells, type 1 innate 

lymphoid cells (ILC1), and a subset of ILC3 27. While genetic strategies exist for ablation 

of each individual ILC lineage in vivo 3, 94, 95, there are currently no tools available for 

specific genetic manipulation in primary ILCs without off-target effects in other cell types 

or potential cell-extrinsic effects derived from whole body knockout (KO) mice. Thus, the 

prevalent issue of non-specific gene targeting of innate immune cells significantly limits 

the precise mechanistic understanding of the innate immune system in models of host 

defense and disease in vivo.  

Recent advances in CRISPR-Cas9 genome editing provide and alternative gene 

manipulation tool that can be used on enriched primary immune cells 28. Cas9 is a DNA 

endonuclease that can bind to a complementary region of the genome through its 

associated guide RNA (gRNA) to generate double strand breaks in the DNA that result in 

insertions and/or deletions (indels) in coding regions of proteins to permanently suppress 

their expression 29. Specifically, viral and non-viral based strategies have been used to 

manipulate gene expression in purified primary human and mouse adaptive lymphocytes 

by lentiviral or retroviral overexpression of Cas9 and gRNA sequences, or electroporation 

of a Cas9: gRNA ribonucleoprotein complex (cRNP) 28, 96-99. While these approaches 

have been used to elucidate novel gene function in mammalian adaptive lymphcytes, 

whether CRISPR-Cas9 gene editing techniques can be used to delete gene expression 

in primary innate immune cells in vivo is currently not well understood. Here, we describe 
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an optimized strategy for non-viral cRNP genomic editing of primary mouse innate 

immune cells. Optimal voltage parameters were determined for maximal Cas9 protein 

electroporation efficiency and viability of primary innate leukocytes. Using these optimized 

conditions, we were able to achieve high KO efficiency of cell surface proteins, 

intracellular signaling proteins, and transcription factors in innate immune cells using 

cRNP complexes. Furthermore, we describe two in vivo adoptive transfer models using 

cRNP-edited naïve NK cells and dendritic cell precursors to reveal mechanistic details of 

antiviral gene function in these cell types during mouse cytomegalovirus (MCMV) 

infection. This general gene editing strategy may be further adapted to other primary 

immune cell types and in vivo transfer models to investigate protective or pathologic 

biological processes in the mammalian innate immune system.  
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Results 
 
Optimized cRNP electroporation of primary splenic innate immune cells  

To determine the optimized electroporation efficiencies for Cas9 in primary leukocytes, 

mouse splenocytes were electroporated using the Neon transfection system. Because 

we determined that primary leukocytes display maximal viability at an electroporation 

pulse width of 1 x 20ms (data not shown), we first tested a range of voltages to optimize 

the maximal frequency of intracellular Cas9+ leukocytes following electroporation. While 

freshly isolated splenic NK and T cells had lower electroporation efficiencies of Cas9 with 

increasing voltage, overnight activation with interleukin (IL)-15 in vitro increased the 

frequency of intracellular Cas9+ cells to ~80% in both NK and T cells at all voltages tested 

(Fig. 1a and Extended Data Fig. 1a,b). In contrast, freshly isolated splenic macrophages 

and conventional type 1 (cDC1) and 2 (cDC2) dendritic cells displayed similar frequencies 

of intracellular Cas9+ cells following electroporation when compared to splenocytes 

stimulated with M-CSF or FLT3-L overnight at all voltages tested (Fig. 1b and Extended 

Data Fig. 1c). Furthermore, increased concentrations of Cas9 present in the 

electroporation buffer decreased the frequency of intracellular Cas9+ lymphocytes, with a 

much more severe reduction in NK cells (~40% reduction) than CD4+ and CD8+ T cells 

(~20% reduction) at a constant voltage (Fig. 1c). However, splenic macrophages, cDC1, 

and cDC2 did not display a similar dose dependent decrease in the frequency of 

intracellular Cas9+ cells, suggesting that splenic myeloid lineages have an increased 

capacity of intracellular Cas9 delivery following electroporation at a constant voltage (Fig. 

1d). Although our results suggested that splenocytes could be reliably used to measure 

intracellular Cas9 following electroporation in all leukocyte populations tested, it remained 
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possible that these results may not precisely reflect the response of purified leukocytes. 

However, purified NK cells displayed a similar frequency of intracellular Cas9+ cells as 

NK cells from splenocytes, suggesting that the presence of other leukocytes in a 

splenocyte single cell suspension does not inhibit intracellular Cas9 uptake following 

electroporation (Extended Data Fig. 1d). These results reveal cell-intrinsic differences in 

resting and cytokine stimulated leukocyte electroporation efficiencies of Cas9 that need 

to be optimized for each cell type and condition of interest.  

 

Efficient cRNP-mediated gene editing in primary circulating and tissue-resident 

innate immune cells ex vivo  

Group 1 ILCs consist of circulating NK cells and tissue-resident ILC1 that confer host 

protection during viral infection and liver injury 3, 4, 100, while also contributing to tissue 

pathology during intestinal inflammation and obesity 101-103. However, there are currently 

no genetic tools to selectively ablate gene expression in NK cells or ILC1 4. In order to 

achieve specific gene deletion in group 1 ILCs, we first purified splenic NK cells and found 

that electroporation at 1900V led to the highest frequency of viable intracellular Cas9+ NK 

cells (Fig. 2a). These results were not influenced by NK cell maturation, because all 

developmental stages of splenic NK cells displayed similar frequencies of intracellular 

Cas9+ cells (Extended Data Fig. 2b). We next determined that electroporation of purified 

IL-15 pre-activated splenic NK cells in the presence of 40pMol Cas9 : 120pMol gRNA 

Klrb1c (NK1.1) cRNP complex yielded the highest KO efficiency (~90%) (Fig. 2b-e). 

Purified IL-15 pre-activated NK cells and ILC1 from the liver also displayed high 

frequencies of NK1.1- cells (~80%) using the same conditions, suggesting that cRNP 
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gene editing is not limited to specific group 1 ILCs or lymphocytes from distinct tissues 

(Fig. 2f). However, we observed that gene KO efficiency in primary NK cells is highly 

dependent on the individual guide RNA (gRNA) used and the type of recombinant Cas9. 

We found that poor efficiency guides targeting similar Klrbc1 exons could be pooled 

together in separate cRNP complexes within a single electroporation to achieve similar 

KO efficiencies as the highest efficiency cRNP complex, similar to a previous report in 

primary T cells 99 (Extended Data Fig. 2b,c). Furthermore, we observed that different 

lymphocyte populations could achieve varying levels of KO efficiency using the same 

Thy1.2 (CD90) cRNP complex (Fig. 2g). Together, these results suggest that cell lineage-

intrinsic differences as well as gRNA editing efficiency contribute to overall KO efficiency 

following cRNP electroporation in primary lymphocytes.  

 Given our results with group 1 ILCs, we next tested a range of voltages and Cas9 

concentrations that would lead to optimized cRNP-mediated gene editing in myeloid 

lineage cells. Bone marrow derived macrophages (BMDM) and cDC1 (BMDC1) did not 

differ in the frequency of intracellular Cas9+ cells following electroporation at all voltages 

tested, similar to splenic macrophages and dendritic cells (Fig. 3a and Fig. 1b). However, 

higher voltages sequentially decreased the viability of both BMDM and BMDC1, 

suggesting that electroporation at 1900V was optimal (Fig. 3b). Indeed, electroporation 

of CD11b+ BMDM or CD11c+ BMDC1 with 40pMol Cas9 : 120pMol gRNA Itgam cRNP 

complex or Itgax cRNP complex lead to (~90% KO, CD11b) and (~95% KO, CD11c) in 

BMDM and BMDC1 respectively (Fig. 3c,d). Although slightly higher KO efficiencies were 

achieved with a higher concentration of Cas9 and gRNA cRNP complex, this reduced cell 

viability in BMDM and BMDC1, suggesting that a 40pMol Cas9 : 120pMol gRNA cRNP 
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complex and electroporation at 1900V was ideal for maximal gene deletion efficiency and 

viability for both cell types (Fig. 3d,e). These results were corroborated by high efficiency 

gene KOs of CD11c and CD11b in primary splenic dendritic cells and macrophages 

respectively (Fig. 3f). To test whether multiple cRNP complexes could be complexed 

together in a single electroporation to generate double KO innate immune cells, we 

electroporated IL-15 pre-activated purified splenic NK cells in the presence of Klrb1c and 

Thy1.2 cRNP complexes. 3 days post activation with IL-15 in vitro, we observed that 

~55% of NK cells were NK1.1-CD90- (Fig. 4a,b). Similarly, ~77% of bone marrow-derived 

macrophages electroporated in the presence of CD11b and β2M cRNP complexes and 

stimulated with interferon (IFN)-γ were CD11b-MHCI- (Fig. 4c,d). Together, these results 

suggest that our cRNP gene editing method can be used to efficiently create single and 

double KO primary innate leukocytes.  

 

cRNP editing in NK cells and cDC1 for in vitro functional assays 

To demonstrate the utility of this gene editing approach in vitro, we chose to target the 

transcription factor Stat4, which is essential for IL-12-mediated IFN-γ production in 

primary NK cells 3, 104. Similar to Stat4-/- NK cells, Stat4 cRNP-edited NK cells displayed 

a significant decrease in IFN-γ production following stimulation with IL-12 ex vivo when 

compared to a control Rosa26 cRNP (WT NTC) NK cells (Fig. 5a-c). Previous studies 

have suggested that tumor-intrinsic production of the cyclic dinucleotide 2’3’-cGAMP can 

activate dendritic cells to mediate anti-tumor immunity in a type I interferon-dependent 

manner 105, 106. However, whether cGAMP can also stimulate the production of other anti-

tumor cytokines in cDC1 is not well understood. Using bone marrow-derived dendritic cell 
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precursors from Il12p40YFP reporter mice, we observed that stimulation with the cyclic 

dinucleotide 2’3’-cGAMP significantly increased the frequency of YFP+ BMDC1 (Fig. 5d-

f). IL-12 production by BMDC1 required Tmem173 (STING) signaling, because Tmem173 

cRNP-edited BMDC1 displayed similar frequencies of YFP+ cells when compared to 

unstimulated controls (Fig. 5e,f).  These results were unlikely due to cRNP-extrinsic 

effects on cDC1 activation or maturation, because resting Rosa26 cRNP-edited (NTC) 

cDC1 displayed a similar phenotype and background YFP+ frequency as resting unedited 

controls (Extended Data Fig. 3a,b).  Thus, our gene editing system revealed that cDC1 

robustly produced IL-12 in response to extracellular cGAMP in a STING dependent 

manner in vitro.  

 

Adoptively transferred cRNP-edited primary innate immune cells can be used to 

elucidate gene function in vivo 

While previous studies have used cRNP gene editing in adaptive immune cells to 

elucidate gene function during in vitro functional assays 96, 99, there are currently no 

models to assay the function of cRNP-edited genes in innate immune cells in vivo. To 

address this issue, we modified an adoptive transfer system whereby congenically distinct 

Ly49H+ NK cells can be transferred to Ly49H-/- hosts to generate effector and memory 

NK cells following MCMV infection 6 (Fig. 6a). Specifically, IL-15 pre-activated splenic 

Ly49H+ NK cells were electroporated in the presence of either Rosa26 cRNP (NTC) or 

Stat4 cRNP complexes and adoptively transferred into Ly49H-/- mice at a 1:1 ratio. 

Following MCMV infection of recipient mice, we observed that Stat4 cRNP-edited NK cells 

failed to expand on D7 post-infection (P.I.) and generated significantly fewer memory NK 
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cells on D28 P.I., similar to a previous study 104 (Fig. 6b,c). The expansion phenotype of 

Stat4 cRNP-edited NK cells was not due to off-target effects or influence from congenic 

mouse strains, as Stat4 cRNP-edited NK cells failed to expand to a similar extent as co-

transferred congenically distinct Stat4-/- NK cells (Fig. 6d and Extended Data Fig. 4a,b). 

These results suggest that adoptively transferred cRNP-edited primary NK cells can 

reliably be used to assay gene function during NK cell effector and memory responses to 

MCMV in vivo.  

 Previous studies have shown that the transcription factor Batf3 is essential for 

cDC1 development and protection against viral infection and tumor development 89. 

However, Batf3 is expressed in CCR6+ ILC3, cDC2, and macrophage subsets in vivo 

(Immgen), and the functional contribution of Batf3 in these subsets is not well understood 

in vivo. Thus, the precise contribution of cDC1 during host protection during viral infection 

is not well defined.  To determine the role of cDC1 during viral infection, we used 

XCR1Cre/+ x LsLDTA (hereafter referred to as cDC1-/-) mice that specifically ablate XCR1+ 

cDC1 93, 107. While XCR1+/+ x LsLDTA (hereafter referred to as WT) littermates were 

protected against MCMV challenge, all cDC1-/- mice rapidly succumbed to MCMV 

infection by D7 P.I., indicating an early essential contribution of cDC1 to host protection 

following MCMV infection (Fig. 6e). In order to generate an in vivo transfer model for 

cRNP-edited cDC1, we tested whether D9 in vitro cultured BMDC precursors could 

generate mature cDC1 in cDC1-/- mice. Following adoptive transfer of congenically distinct 

BMDC, we observed that XCR1+CD11b- cDC1 reconstituted cDC1-/- mice in peripheral 

organs, albeit to a lesser extent than endogenous cDC1 present in WT littermate controls 

(Extended Data Fig. 5). Because CD11c+ cell-intrinsic MyD88 expression has been 
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shown to be essential for host protection during viral infection 108, we then tested whether 

cDC1-intrinsic MyD88 signaling was sufficient for host protection during MCMV infection 

(Fig. 6f). While adoptively transferred NTC cRNP-edited BMDC were sufficient to rescue 

cDC1-/- mice, MyD88 cRNP-edited cDC precursors failed to rescue cDC1-/- mice in a 

similar manner as untransferred control cDC1-/- mice (Fig. 6g). These results suggest that 

cDC1-intrinsic MyD88 signaling is sufficient for host protection to MCMV. Thus, these 

adoptive transfer models of cRNP-edited primary innate immune cells can be used and 

modified in future studies to reliably elucidate gene function in the innate immune system 

in vivo.  
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Discussion 

Using the Neon electroporation system, we define the conditions necessary for 

electroporation of cRNP complexes in naïve and cytokine-activated mouse leukocytes. It 

is important to note that we detected minimal nuclear localized Cas9 in leukocytes two 

hours post-electroporation (data not shown), suggesting that our optimized conditions are 

specific to cytoplasmic incorporation of Cas9 in leukocytes at this timepoint. Irrespective 

of these findings, we demonstrate that cytoplasmic Cas9 can be used to optimize cRNP 

gene KO efficiencies and cell viability by varying electroporation voltage conditions. This 

degree of customization may prove to be more beneficial to optimize new immune cell 

types rather than by using proprietary pulse codes from other electroporation platforms. 

We observed cell type specific differences in Cas9 electroporation efficiencies and KO 

frequencies using set electroporation voltages and concentrations of Cas9 : gRNA cRNP 

complexes. These results may be due to stochastic variations in the epigenetic state of 

each cell lineage that may impact editing efficiency at a given genomic loci, or cell-intrinsic 

differences in cell surface protein turnover following in vitro culture with specific activating 

cytokines. Future studies will be necessary to determine the mechanisms behind cell type 

specific electroporation and cRNP-editing efficiencies. Furthermore, utilization of gRNA 

sequences derived from recent whole genome based CRISPR-Cas9 KO libraries 73 

suggests that many gRNAs have low KO efficiencies for certain genes tested (e.g. Klrb1c) 

when used as a cRNP complex to edit electroporated primary lymphocytes. Thus, whole 

genome based CRISPR screens in primary T cells may not accurately reflect KO 

efficiencies in primary innate immune cells and need to be verified independently with 

validated gRNA sequences in a cell type-specific manner. Together, our results reveal 



 99 

important cell type specific differences that will need to be considered when performing 

cRNP-based gene editing in primary immune cells.  

Although viral-based strategies have been used to elucidate novel gene regulatory 

networks in mouse bone marrow-derived dendritic cells 109, 110, these approaches require 

the use of transgenic Cas9 mouse strains and lentiviral or retroviral transduction (which 

induce cell death during selection of the CRISPR gRNA pool to achieve low multiplicity of 

infection). Because it is not well understood how the overall frequency of random 

mutagenic effects from stochastic viral integration into the host genome or high levels of 

cell death present in these cultures might affect native signaling pathways of CRSPR 

Cas9-edited dendritic cells in vitro, viral vector-based gene editing strategies may come 

with several caveats. Similarly, overexpression of both Cas9 and gRNA sequences could 

lead to prolonged gene editing activity of Cas9, leading to an increased chance of off-

target effects 111, 112. Our optimized cRNP genome editing approach in innate immune 

cells improves on viral based strategies by limiting cell death due to high efficiency gene 

deletion without the need for selection, and minimizes Cas9 off-target activity due to the 

rapid intracellular degradation of cRNP complexes 111, 112. Furthermore, future studies 

coupling whole transcriptome sequencing with validated high indel-inducing cRNPs will 

eliminate the need for in vitro or in vivo whole genome CRISPR screens that would be 

otherwise impossible in rare innate immune cells, such as tissue-resident ILCs. 

Therefore, our studies provide a framework for efficient and practical gene editing that 

eliminates several key caveats from previous CRISPR gene editing approaches in innate 

immune cells.  
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Our study describes the use of two in vivo adoptive transfer models that can be 

used to elucidate the molecular mechanisms of memory NK cell formation and cDC1 

responses to viral infection. However, cRNP-edited primary NK cells and bone marrow 

derived cDC precursors could be used in several additional in vivo models. For instance, 

Ncr1Cre x Eomesfl/fl mice selectively lack circulating NK cells 113, and could be used with 

adoptively transferred cRNP-edited NK cells to precisely understand the gene regulatory 

networks induced during anti-tumor responses, obesity, and fetal development 114-116. In 

addition, we observed congenically distinct cDC2 in peripheral organs of WT mice 

following adoptive transfer of D9 BMDC i.v. (data not shown). Adoptive transfer of D9 

BMDC into cDC2-deficient mice, such as Zbtb46Cre x Irf4fl/fl 117, could potentially be used 

to elucidate cDC2-specific gene regulatory networks in vivo. Furthermore, mouse models 

of inducible monocyte-macrophage deletion, such as Lyz2Cre x Csf1rLsL-DTR 118, might also 

be able to be reconstituted with cRNP-edited bone marrow derived macrophages to 

elucidate macrophage specific gene networks in vivo, although future work will be 

necessary to confirm these proposed models. Together, a wide variety of in vivo models 

of lineage-specific ablation can be coupled with cRNP-edited primary innate immune cells 

to overcome previous experimental limitations of gene deletion in specific innate immune 

lineages in vivo.  

Our finding that XCR1+ cDC1 are sufficient and necessary to protect against 

MCMV infection is supported by previous studies demonstrating Batf3 and Irf8-dependent 

cDC1 are essential for host protection during viral infection 3, 89. However, our results 

expand on these previous findings because the roles of Batf3 and Irf8 in cDC2 are not 

well defined and could not be previously excluded during host responses to viral infection. 
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Similarly, recent studies have suggested that TLR7/9 signaling through MyD88 in CD11c+ 

cells is required for host protection against MCMV 108. Because CD11c is expressed in 

TLR7/9-expressing macrophages, cDC1, and cDC2 90 Immgen), our results using cRNP-

edited cells suggest that cDC1 expression of MyD88 is sufficient for host protection to 

MCMV. MyD88 signaling likely acts upstream of IL-12 production in cDC1, which is 

essential for group 1 ILC production of IFN-γ to suppress viral replication and confer host 

protection at initial sites of infection 3. Thus, cRNP-mediated gene editing serves as a 

useful approach to rapidly elucidate gene function in the innate immune system in vivo. 

This general gene editing strategy may be further adapted in future studies to other 

primary immune cell types and in vivo transfer models to investigate protective or 

pathologic biological processes in the mammalian innate immune system.  
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Figure 1. Optimized electroporation of Cas9 in mouse splenic leukocytes.  

 

(A-B) Mouse splenocytes were either freshly harvested (naïve) or cultured for 16 hours 

with mouse IL-15 (activated NK and T cells), FLT3-L (activated cDC1, cDC2), or M-CSF 

(activated macrophage) in complete media and subsequently electroporated in the 

presence of 40pMol Cas9 protein. Frequency of intracellular Cas9+ naïve and activated 

(A) NK (TCRβ-CD3-NK1.1+), T cells  (TCRβ+CD3+NK1.1-), (B) macrophages (TCRβ-CD3-

NK1.1-CD64+CD11b+), cDC1 (TCRβ-CD3-NK1.1-CD64-CD11b-XCR1+), and cDC2 

(TCRβ-CD3-NK1.1-CD64-CD11b+XCR1-) following electroporation at the indicated 
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voltages (C-D) Splenocytes were either freshly harvested (macrophage, cDC1, cDC2) or 

cultured for 16 hours with mouse IL-15 (NK, CD4+, CD8+ T cells) and 

subsequently electroporated in the presence of various amounts of Cas9 protein. 

Frequency of intracellular Cas9+ (C) activated NK, CD4+ T (TCRβ+CD3+CD4+NK1.1-), 

CD8+ T cells (TCRβ+CD3+CD8+NK1.1-), (D) naïve macrophages, cDC1, and cDC2 

following electroporation at 1900V in the presence of the indicated concentration of Cas9 

protein. Data are representative of 2 independent experiments of 3 mice per group. 
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Figure 2. Efficient cRNP complex-mediated gene deletion in primary mouse group 
1 ILC’s.  

 

(A-E) Purified splenic NK cells were cultured for 16 hours with mouse IL-15 in complete 

media or freshly isolated before electroporation. (A) Frequency of intracellular Cas9+ NK 

cells and percent viable NK cells 2 hours following electroporation of 5 x 105 IL-15 pre-

activated NK cells each at the indicated voltages compared to un-electroporated controls. 
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(B-C) Percentage of NK1.1- IL-15 pre-activated NK cells 3 days after electroporation of 

with 40 pMol Cas9 : 120 pMol gRNA Klrb1c cRNP complex compared to un-

electroporated controls with (B) varying voltages or (C) concentrations of Cas9 in the 

Klrb1c cRNP complex. (D) Representative histogram of NK1.1 expression and (E) 

Percentage of NK1.1- NK cells 3 days after electroporation of 5 x 105 IL-15 pre-activated 

activated or freshly isolated naive cells compared to un-electroporated controls. (F) 

Representative histograms and frequency of NK1.1 expression 3 days after 

electroporation of 2.5 x 105 IL-15 pre-activated purified liver NK cells (TCRβ-CD3-

NK1.1+CD49b+CD200r-) or ILC1 (TCRβ-CD3-NK1.1+CD49b-CD200r+) with 40 pMol Cas9 

: 120pMol gRNA Klrb1c cRNP complex compared to un-electroporated controls. (G) 

Percentage of indicated CD90- cells 3 days after electroporation of 2.5 x 105 IL-15 pre-

activated activated liver NK, NKT (TCRβ+CD3+NK1.1+) and T cells with various 40 pMol 

Cas9:120pMol gRNA Thy1.2 cRNP complexes compared to un-electroporated controls. 

Data are representative of 3 independent experiments of 3 mice per group. 
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Figure 3. High efficiency gene deletion of primary and bone marrow-derived 

myeloid cells using cRNP complexes.  

 

(A) Frequency of intracellular Cas9+ bone marrow-derived macrophage (BMDM) or bone 

marrow-derived cDC1 (BMDC1) 2 hours post-electroporation with 40pMol Cas9. (B) 
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Percent of viable BMDM or BMDC1 4 or 6 days, respectively, after electroporation of 1 x 

106 cells at indicated voltages with or without Cas9. (C-F) BMDC or BMDM were 

electroporated at 1900V in the presence of 40pMol Cas9 : 120pMol gRNA unless 

indicated otherwise. (C) Representative histogram of CD11c expression 6 days after 

electroporation of 1 x 106 BMDC1. (D) Percent of CD11c- BMDC1 and CD11b- BMDM 

and (E) viable cells 4 or 6 days, respectively, post electroporation of 1 x 106 cells at the 

indicated concentrations of Cas9 present in cRNP complex. (F) Frequencies of primary 

splenic CD11c- cDC1, cDC2 and CD11b- macrophages 4 days post electroporation. Data 

are representative of 3 independent experiments or 3 mice per group. 
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Figure 4. cRNP complex-mediated double gene ablation in ILCs and myeloid cells.  

 

(A-D) NK cells, BMDC and BMDM were electroporated at 1900V in the presence of 

40pMol Cas9 : 120pMol gRNA cRNP1 and 40pMol Cas9 : 120pMol gRNA cRNP2 

complexes (A) Representative flow plots of NK cell NK1.1 and CD90 expression 3 days 

after electroporation of 5 x 105 cells (right) or control un-electroporated cells (left). (B) 

Percent of NK1.1-, CD90- or NK1.1- and CD90- (“Both”) NK cells (C-D) BMDM and BMDC1 

were stimulated with 20ng/mL IFN-γ for 48h in vitro (C) Representative flow plots of 

BMDM CD11b and MHC-I expression 4 days after electroporation of 1 x 106 cells (right) 

or control un-electroporated cells (left). (D) Percent of CD11c-, MHC-I-, or CD11c- and 

MHC-I- (“Both”) BMDC1 cells 6 days after electroporation of 1 x 106 cells (left). Percent of 
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CD11b-, MHC-I-, or CD11b- and MHC-I- (“Both”) BMDM cells depicted in (C) (right). Data 

are representative of 2 independent experiments of 3 mice per group. 
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Figure 5. cRNP-edited innate immune cells are functionally deficient in vitro  

 

(A-C) Briefly, congenically distinct purified NK cells from WT (CD45.1, CD45.1 x CD45.2) 

or Stat4-/- (CD45.2) mice were electroporated at 1900V in the presence of either Rosa26 

cRNP (NTC) or Stat4 cRNP complexes, mixed and equal ratios, and cultured in vitro with 

IL-15 for 3 days before stimulation with our without IL-12 in the presence of brefeldin A 

and monensin (A) Schematic of experiment  (B) Representative flow plots of intracellular 

IFN-γ expression in IL-12 stimulated NTC cRNP-edited, Stat4 cRNP-edited NK cells, and 

NTC cRNP-edited Stat4-/- NK cells 5 hours following stimulation (C) Percentage of IFN-
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γ+ cells for indicated experimental groups (D-F) Briefly, Il12p40YFP D9 BMDC were either 

electroporated in the presence or absence of Tmem173 cRNP complexes and cultured 

for an additional 6 days in DC medium before stimulation with DC media (unstim) or DC 

media containing 2’3’-cGAMP for 36 hours. (D) Schematic of experiment.  (E) 

Representative flow plots of cDC1 YFP production from unstimulated, 2’3’-cGAMP 

stimulated, and Tmem173 cRNP-edited + 2’3’-cGAMP stimulated conditions. (F) 

Percentage of YFP+ cDC1 shown for indicated conditions. Data are representative of 2 

independent experiments of 3 mice per group. Samples were compared using an 

unpaired, two-tailed Student’s t test with Welch’s correction, and data are presented as 

the mean ± SEM (**p < 0.01,***p < 0.001, ****p < 0.0001). 
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Figure 6. cRNP-edited innate immune cells can be used to elucidate antiviral gene 

function in vivo  

 

(A-C) IL-15 pre-activated splenic WT Ly49H+ NK cells were electroporated in the 

presence of either Rosa26 cRNP (NTC) (CD45.1 x CD45.2) or Stat4 cRNP complexes 

(CD45.1) and adoptively transferred i.v. into Ly49H-deficient recipients at a 1:1 ratio. 

Recipient mice were infected i.p with MCMV 16 hours after adoptive transfer. (A) 

Schematic of experiment. (B) Representative flow plots of indicated Ly49H+ NK cells pre-

injection (left) and at D7 P.I. (right). (C) Quantification of adoptively transferred Ly49H+ 
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Rosa26 cRNP (NTC) or Stat4 cRNP-edited NK cells in the blood of recipient mice at 

various timepoints P.I. (D) IL-15 pre-activated splenic WT Ly49H+ NK cells or Stat4-/- 

(CD45.2) were electroporated in the presence of either Rosa26 cRNP (NTC) (CD45.1 x 

CD45.2) or Stat4 cRNP complexes (CD45.1) and adoptively transferred i.v. into Ly49H-

deficient recipients at a 1:1:1 ratio and subsequently infected with MCMV. Representative 

flow plots of blood Ly49H+ NK cells pre-injection and at indicated days P.I. (E) WT or 

cDC1-/- mice were infected with MCMV i.p. Kaplan-Meier survival curves of each indicated 

cohort. (F,G) Briefly, 1 x 107 D9 BMDC were electroporated in the presence of either 

Rosa26 cRNP (NTC) or Myd88 cRNP complexes and transferred into recipient cDC1-/- 

mice 3 days before MCMV infection. (F) Schematic of experiment. (G) Kaplan-Meier 

survival curves of each indicated cohort. Data are representative of 2 independent 

experiments of n = 3-4 mice per group (*p < 0.05, ***p < 0.001). 
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Extended Data Figure 1. Optimization of electroporation conditions for Cas9 in 

primary leukocytes  

 

(A-D) Mouse splenocytes were either freshly harvested (naïve) or cultured for 16 hours 

with mouse IL-15 (activated NK and T cells) in complete media and 

subsequently electroporated in the presence of 40pMol Cas9 protein.  (A) Frequency of 
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intracellular Cas9+ activated primary NK, CD4+ T, and CD8+ T cells following 

electroporation at the indicated voltages. Frequency of intracellular Cas9+ (B) activated 

NK, CD4+ T, and CD8+ T cells or (C) naive splenic macrophages, cDC1, and cDC2 

following electroporation at the indicated cell numbers. (D) Frequency of intracellular 

Cas9+ NK cells following electroporation of bulk splenocytes or purified NK cells. Data are 

representative of 2 independent experiments of 3 mice per group. 
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Extended Data Figure 2. Optimization of cRNP-mediated gene editing in primary 

NK cells.  

 

(A-C) Purified splenic NK cells were cultured for 16 hours with rmIL-15 in complete media. 

(A) Frequency of intracellular Cas9+ activated NK cell subpopulations after 

electroporation at the indicated voltages. (B) Percent of NK1.1- NK cells 3 days after 

electroporation of 5 x 105 activated NK cells in the presence of various NK1.1 cRNP 

complexes. (C) Percent of NK1.1- NK cells 3 days after electroporation of 5 x 105 activated 
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NK cells in the presence of selected guides and Cas9 from different manufacturers. Data 

are representative of 2 independent experiments of 3-5 mice per group. Samples were 

compared using an unpaired, two-tailed Student’s t test with Welch’s correction, and data 

are presented as the mean ± SEM.  
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Extended Data Figure 3. cRNP-editing of BMDC1 does not cause phenotypic 

defects or spontaneous activation  

 

Briefly, Il12p40YFP D9 BMDC were either electroporated in the presence or absence of 

Rosa26 cRNP complexes and cultured for an additional 6 days in DC medium before 

stimulation with DC media (unstim) or DC media containing 2’3’-cGAMP for 36 hours. (A) 

Representative flow plots of un-edited or Rosa26 cRNP-edited BMDC1 phenotypes. (B) 

Percentage of IL-12+ cDC1 shown for indicated conditions. Data are representative of 2 

independent experiments of 3 mice per group. Samples were compared using an 

unpaired, two-tailed Student’s t test with Welch’s correction, and data are presented as 

the mean ± SEM (*p < 0.05, **p < 0.01,***p < 0.001, ****p < 0.0001). 
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Extended Data Figure 4. Adoptively transferred Ly49H+ Rosa26 (NTC) cRNP-edited 

NK cells do not display differences during MCMV infection (A-B)  

IL-15 pre-activated congenically distinct NK cells were electroporated in the presence of 

Rosa26 NTC cRNP before being transferred i.v. into Ly49H-deficient recipients at a 1:1 

ratio. (A) Representative flow plots of NTC cRNP-edited NK cells pre-injection (left) and 

from blood Ly49H+ NK cells D7 P.I. with MCMV (right). (B) Frequencies of indicated blood 

Ly49H+ NK cells at indicated days PI. Data are representative of 2 independent 

experiments of 3 mice per group. 
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Extended Data Figure 5. Reconstitution of cDC1-/- mice with congenically distinct 

BMDC.  

 

(A) Representative flow plots showing conventional dendritic cell populations from the 

adipose tissue, spleen, and lungs of WT, cDC1-/-, and cDC1-/- mice reconstituted with 1 x 

107 CD45.1 D9 BMDC. Tissues were isolated and analyzed 4 days after transfer. Data 

are representative of 2 independent experiments of 3 mice per group. 
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Methods 
 
Mice 

Mice were bred at UCLA in accordance with the guidelines of the institutional Animal Care 

and Use Committee (IACUC). The following mouse strains were used this study: C57BL/6 

(CD45.2) (Jackson Labs, #000664), B6.SJL (CD45.1) (Jackson Labs, #002114), Klra8-/- 

(Ly49H-deficient), Il12btm1.1Lky/J (Il12p40YFP), Xcr1-Cre 93, Rosa26-LSL-DTA, and Stat4-/-

. Experiments were conducted using 6-8 week old age- and gender-matched mice in 

accordance with approved institutional protocols.  

 

Viruses and In vivo Infection Models 

MCMV (Smith) was serially passaged through BALB/c hosts three times, and then 

salivary gland viral stocks were prepared with a dounce homogenizer for dissociating 

the salivary glands of infected mice 3 weeks after infection. Experimental mice in 

studies were infected with MCMV by i.p. injection of 7.5 x 103 plaque-forming units 

(PFU) in 0.5 mL of PBS.  

 

Isolation of mouse leukocytes 

Mouse spleens, livers, lungs, adipose tissue and bone marrow were harvested and 

prepared into single cell suspensions as described previously 3, 101. For purified NK and 

ILC1 isolation, liver or splenic single cell suspensions were resuspended in EasySep™ 

buffer (Stemcell) and processed using the EasySep™ Mouse NK Cell Isolation Kit 

according to the manufacturers protocol. Isolated cells were then cultured in CR-10 (RMPI 

1640 + 25 mM HEPES + 10% FBS, 1% L-glutamine, 1% 200 mM sodium pyruvate, 1% 
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MEM-NEAA, 1% penicillin-streptomycin, 0.5% sodium bicarbonate, 0.01% 55 mM 2-

mercaptoethanol) supplemented with 50ng rmIL-15 (Peprotech). 

 

In vitro bone marrow-derived macrophages and cDC1 culture 

To generate bone marrow derived macrophages and dendritic cells, bone marrow 

leukocytes were resuspended at 1.5x107 cells/10mL in DC media (RMPI 1640 + 25mM 

HEPES + 10% FBS, 1% L-glutamine, 1% 200mM sodium pyruvate, 1% MEM-NEAA, 1% 

penicillin-streptomycin, 0.5% sodium bicarbonate, 0.01% 55 mM 2-mercaptoethanol 

supplemented with 200 ng/mL FLT3-L and 50 ng/mL GM-CSF) or macrophage media 

(DMEM + 10%FBS, 1% L-glutamine, 1% penicillin-streptomycin, 0.5% sodium pyruvate, 

supplemented with 50 ng/ml M-CSF and then plated in 10cm non-TC treated culture 

dishes (Corning). BMDC were cultured for 9 days in DC media with an additional 5 mL of 

DC media added on D5. Media was changed on D9 and BMDC1 were used for 

experiments on D15 as described previously 119. BMDM are cultured for 7 days in 

macrophage media, with a media change on D3.  

 

Guide RNA Design 

Synthetic gRNAs were purchased from SYNTHEGO. gRNA sequences were derived 

from a mouse whole genome CRISPR library described previously 73. 10 gRNA 

sequences from this dataset were ranked according to predicted indel percentage and 

low off-target score using the inDelphi machine-learning algorithm for each gene target 

74. The top 3-7 guides were validated for high indel percentages by sanger sequencing 

before utilization in experiments.  
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cRNP complex formation  

gRNAs (Synthego) were diluted to 100µM (100 pMol/μL) in 1x TE buffer. 1.2uL (120 pMol) 

of gRNA, 0.9uL of 100μM Alt-R® Cas9 Electroporation Enhancer (IDT) and 3.9 uL water 

were added to a 1.5mL tube per sample for a total of 6μL. 2μL of recombinant Cas9 

(Synthego or QB3 Macrolab) was added to 4μL water in a separate 1.5mL tube. 6μL of 

diluted Cas9 was added to 6μL of gRNA-enhancer mixture for a total of 12μL cRNP 

complex at a 1:3 molar ratio. The cRNP complex was allowed to incubate for at least 10 

minutes at room temperature (RT). For double KO experiments, 3μL of diluted Cas9 was 

added to 3μL of each gRNA-enhancer mixture at a 1:3 molar ratio and complexed 

separately at RT.  

 

Electroporation 

cRNP complexes and 5 x 105 - 3 x 106 leukocytes resuspended in 100μL of Buffer T were 

mixed and electroporated using the Neon Transfection system (Thermo-Fisher) at pulse 

code (20ms x 1 pulse) using 100ul Neon tips (Thermo-Fisher) at various voltages (1800-

2200V). Immediately following electroporation, cells were slowly pipetted into 1.5mL 

Eppendorf tubes containing pre-warmed culture media (CR-10 with 50ng rmIL-15 for NK 

cells, DC media, or Macrophage media) and inverted several times to dilute the T buffer. 

Cells were then incubated at 370C for 90 minutes before centrifugation and resuspension 

in cell specific media before culturing in vitro. Cells were cultured in vitro for 3-6 days 

following electroporation prior to reading out gene editing efficiency by flow cytometry or 

sanger sequencing. 
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Adoptive transfer experiments 

BMDC were cultured until D9 and then 1 x 107 cells were transferred i.v. into recipient 

cDC1-/- mice 3 days before MCMV infection. In other experiments, BMDC were cultured 

in vitro until D9, electroporated and then rested for 10 minutes and 5 x 106 cells were 

transferred into cDC1-/- recipient mice 3 days before MCMV infection. Adoptive NK cell 

co-transfer studies were performed by injecting a total of 1 x 106 NK cells; Rosa26 cRNP-

edited Stat4-/-, Rosa26 cRNP-edited WT, and Stat4 cRNP-edited WT NK cells purified 

from spleens of congenically distinct WT mice (CD45.1, CD45.1.2 or CD45.2) into Klra8–

/– mice 16 hours prior to MCMV infection.  

 

Flow Cytometry 

Cells were analyzed for cell-surface markers using fluorophore-conjugated antibodies 

(BioLegend, eBioscience,). Cell surface staining was performed in 1x PBS and 

intracellular staining was performed using the eBioscience Foxp3/Transcription Factor 

Kit. Flow cytometry was performed using the Attune NxT and data were analyzed with 

FlowJo software (Tree Star). Cell surface and intracellular staining was performed using 

the following fluorophore-conjugated antibodies: CD45.1 (A20), CD45.2 (104), NK1.1 

(PK136), CD49b (DX5), KLRG1 (2F1), TCRβ (H57-597), CD3 (17A2), Ly49H (3D10), 

CD200r1 (OX-110), CD8α (53–6.7), CD4 (GK1.5), IFN-γ (XMG1.2), I-A/I-E 

(M5/114.15.2), CD19 (ID3), CD11c (N418), CD11b (M1/70), CD64 (X54-5/7.1), XCR1 

(Zet), Ly6G (1A8), and Cas9 (7A9-3A3 Cell Signaling Technology).  
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Ex vivo stimulation of lymphocytes 

~5 x 105 NK cells were stimulated for 5 hours in CR-10 containing 50ng/mL rmIL-15, 

Brefeldin A (1:1000; BioLegend) and Monensin (2uM; BioLegend) with or without 

recombinant mouse IL-12 (20 ng/ml; Peprotech). ~1 x 106 BMDC1 were stimulated for 

36h in DC media with or without 2’3’-cGAMP (5 μg/mL; InvovGen). Cells were cultured in 

media alone as a negative control. 

 

PCR and Sanger Sequencing: 

DNA from primary leukocytes was isolated using the DNeasy Blood and Tissue kits 

(Qiagen). DNA concentration was measured using the NanoDrop OneC Microvolume UV-

Vis Spectrophotometer (Thermo Scientific) and then diluted to 50 ng/μl in water before 

PCR amplification of cRNP-targeted genomic regions of approximately 500-1000 base 

paris. PCR samples from WT and cRNP-edited cells were submitted for sanger 

sequencing (GENEWIZ) and then indel percentage was calculated using ICE analysis 

(SYNTHEGO) (see Supplementary Table 1).  

 
Statistical analyses  

For graphs, data are shown as mean ± SEM, and unless otherwise indicated, statistical 

differences were evaluated using a Student’s t test with Welch’s correction to a assume 

a non-normal variance in our data distribution. p < 0.05 was considered significant. 

Graphs were produced and statistical analyses were performed using GraphPad Prism. 

Data Availability 

The data that support the findings of this study are available from the corresponding 

author upon request.  
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Abstract 

Natural killer cells are circulating type 1 innate lymphocytes that protect against viral 

infection and cancer. While it is now clear that NK cells display distinct epigenetic states 

during development and activation, the factors that control the epigenetic programming 

of NK cells during these processes are not well understood. Here, we show that the 

H3K27me3 histone demethylase UTX epigentically regulates NK cells in a cell-intrinsic 

and demethylase-independent manner by regulating the chromatin accessibility of gene 

loci involved in homeostasis and effector function. As a consequence, mice with NK cell-

specific UTX deficiency displayed an increase in peripheral immature NK cell cells that 

express higher levels of Bcl-2. Furthermore, UTX-deficient NK cells produce lower 

amounts of interferon (IFN)-γ and granzyme B following MCMV infection, resulting in 

increased mortality. These findings reveal UTX as an essential regulator of NK cell 

homeostatic and effector epigenetic programs.  
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Introduction 

Innate lymphoid cells (ILCs) are rapid producers of both proinflammatory and regulatory 

cytokines in response to local injury, inflammation, pathogen infection, or commensal 

microbiota perturbation40-42. The ability of ILCs to quickly respond to tissue stress and 

inflammation underpins their critical role in regulating tissue homeostasis and repair 

during infection or injury3, 43. Recent evidence suggests that ILCs contain developmentally 

imprinted open chromatin landscapes of stimulation-responsive elements (regulomes) 

that underpin their rapid responsiveness to environmental stimuli7, 44-46. However, the 

factors that maintain the “poised” epigenetic state of these elements during development 

and homeostasis are not well understood.  

Natural Killer (NK) cells are cytotoxic group 1 innate lymphocytes that protect 

against viral infection and cancer formation through production of cytotoxic molecules (i.e. 

granzyme B) and cytokines such as interferon (IFN)-γ4, 11. While previous work has 

identified distinct transcriptional and epigenetic states of mouse and human NK cells 

during development and viral infection6,7, 30, the factors that control the epigenetic 

landscape of NK cells during these processes remain unclear. Here, we identify 

ubiquitously transcribed tetratricopeptide repeat, X chromosome (UTX; also known as 

Kdm6a) as a critical regulator of the NK cell regulome. Analysis of mice with NK cell-

specific deletion of UTX revealed increased peripheral immature NK numbers with a 

defect in effector responses to mouse cytomegalovirus (MCMV) infection. Assay for 

transposase-accessible chromatin using sequencing (ATAC-seq) along with bulk RNA 

sequencing (RNA-seq) identified UTX-mediated changes in chromatin accessibility at 
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several gene loci involved in NK cell development, homeostasis, and effector function. 

Together, these results identify UTX as a critical epigenetic regulator of NK cells in mice.  
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Results 

UTX regulates NK cell development  

NK cells undergo dynamic chromatin remodeling during development and in response to 

viral infection6,7. However, the epigenetic regulators that are responsible for these 

genome-wide chromatin changes are unknown. To address these questions, we analyzed 

transcriptomes of naïve and activated NK cells following MCMV infection using previously 

published datasets7. This analysis revealed dynamic regulation of multiple epigenetic 

regulators, including the H3K27me3 demethylase Kdm6a (UTX) (data not shown)120. 

Flow cytometric analysis of UTX protein levels in NK cells during MCMV confirmed 

increased UTX levels on Day 4 (D4) post-infection (PI) compared to uninfected controls 

(D0), suggesting that UTX may regulate NK cell anti-viral function (Extended Data Fig. 

1a). To test this possibility, we generated mice with conditional deletion of UTX in NK 

cells (Kdm6afl/fl x Ncr1Cre, referred to as UTXNKD hereafter), and confirmed reduced UTX 

protein levels in UTXNKD NK cells by flow cytometry (Extended Data Fig. 1b,c).  

Analysis of naïve UTXNKD mice revealed a significant increase in the percentage 

and absolute numbers of NK cells in all peripheral organs tested (Fig. 1a-c). To determine 

whether these results were due to altered development of peripheral NK cells, we 

analyzed CD27 and CD11b expression, which can be used to identify 4 stages of NK cell 

maturation in mice121. Percentages and absolute numbers of immature CD27-CD11b- NK 

cells were increased, while more mature CD27+CD11b+ NK cells were decreased in the 

spleen of UTXNKD mice (Fig. 1d,e). However, the absolute numbers of terminally 

differentiated mature CD27-CD11b+ NK cells were increased in UTXNKD mice, suggesting 
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that NK cell maturation is not influenced by loss of UTX. (Fig. 1e,f). To determine whether 

the developmental changes observed in NK cells from UTXNKD mice were cell-intrinsic, 

we produced mixed bone marrow chimeric (mBMC) mice, where congenically-distinct WT 

(CD45.1+) and UTXNKD (CD45.2+) cells developed in the same host environment. Indeed, 

we observed an increased percentage of immature CD27-CD11b- NK cells and a 

decreased percentage of more mature CD27+CD11b+ NK cells derived from UTXNKD bone 

marrow (Fig. 1g). Together, these data indicate that UTX may control NK cell fitness at 

distinct stages of development.   

 

UTX regulates NK cell homeostasis and effector function  

NK cell homeostasis is balanced by proliferation in response to homeostatic cytokines 

and cell-intrinsic apoptosis following terminal differentiation122, 123. We therefore 

investigated whether the observed increase in NK cells present in UTXNKD mice may 

reflect a hyper-proliferative state of UTX-deficient NK cells. In contrast to this hypothesis, 

UTXNKD mice displayed decreased percentages of Ki67+ splenic NK cells at all maturation 

stages (Fig. 2a,b). Similarly, UTX-deficient NK cells displayed less CFSE-dilution in 

response to IL-15 ex vivo, suggesting that the increased number of NK cells present in 

UTXNKD mice was not due to enhanced proliferative capacity (Fig. 2c-e). Previous studies 

have shown that the mitochondrial-associated pro-survival molecule Bcl-2 antagonizes 

the pro-apoptotic molecule Bim to promote NK cell survival during homeostasis15,55. To 

test whether altered Bcl-2 or Bim levels could account for increased numbers of NK cells, 

we analyzed intracellular levels of Bcl-2 and Bim in splenic NK cells harvested from 
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UTXNKD mice and littermate controls. We found that while UTX-deficient NK cells 

displayed a modest increase in intracellular Bim levels, Bcl-2 levels were significantly 

increased (Fig. 2f-h). This resulted in higher observed Bcl-2:Bim ratios across all 

maturation stages, excluding terminally differentiated CD27-CD11b+ NK cells (Fig. 2i,j). 

Thus, UTX regulates NK cell development and homeostasis through reduction of Bcl-2 

levels to restrict the fitness of immature NK cells.  

To investigate whether UTX influences other NK cell functions in vivo, we 

challenged WT and UTXNKD mice with MCMV. In spite of increased peripheral NK cell 

numbers, we observed that UTXNKD mice rapidly succumbed to a sublethal dose of murine 

cytomegalovirus (MCMV) while all littermate controls survived, indicating that UTX may 

also regulate NK cell effector function (Fig. 3a). To determine whether UTX-deficient NK 

cells displayed a cell-intrinsic defect in effector molecule production, WT 

(CD45.1+):UTXNKD (CD45.2+) mBMC mice were infected with MCMV. Indeed, UTX-

deficient splenic NK cells displayed a marked defect in IFN-γ and granzyme B production 

on D1.5 PI (Fig. 3b). Similarly, intracellular staining revealed a significant defect in IFN-γ 

production in UTX-deficient NK cells following stimulation with IL-12 and IL-18 (Fig. 3c,d), 

indicating that UTX-deficient NK cell effector responses are defective in response to 

proinflammatory cytokines produced during viral infection.  Because NK cell development 

is perturbed by the loss of UTX in a cell-intrinsic manner, the observed defect in anti-viral 

effector responses in total NK cells may represent an overabundance of immature NK 

cells with reduced effector capacity. To investigate this possibility, we analyzed NK cell 

maturation stages in the spleen of MCMV-infected WT (CD45.1+):UTXNKD (CD45.2+) 

mBMC mice. While UTX-deficient mature CD27-CD11b- NK cells displayed reductions in 



 138 

IFN-γ and granzyme B production on a per-cell basis in the spleen of infected mice, 

immature CD27-CD11b- NK cells did not reduce IFN-γ production and increased 

granzyme B levels compared to WT controls (Fig. 3e,f). Together, these results suggest 

that UTX regulates the anti-viral effector response in a maturation-stage specific manner 

during MCMV infection.  

 

UTX regulates NK cell developmental and effector gene expression through control 

of chromatin accessibility  

As a histone demethylase, UTX may control NK cell development and effector gene 

expression programs by catalyzing the removal of a methyl group from H3K27me3 (a 

repressive histone mark) to poise chromatin for active gene expression120. To test this 

possibility, we used mice that express a catalytically inactive UTX (UTX “demethylase-

dead” or UTXDMD), with H1146A and E1148A point mutations in the UTX catalytic 

domain124. However, we observed that UTXDMD and WT controls displayed similar 

frequencies and absolute numbers of splenic NK cells (Fig. 4a-c). Moreover, UTXDMD and 

WT NK cells displayed similar proportions of NK cell maturation subsets in contrast to NK 

cells derived from UTXNKD mice (Fig. 4d,e). To confirm whether this phenotype was not 

influenced by loss of UTX demethylase activity in other cell types, we generated mBMC 

mice in which WT and UTXDMD NK cells developed in the same host. Analysis of splenic 

NK cells revealed similar NK subset frequencies between WT and UTXDMD NK cells (Fig. 

4f), suggesting that loss of NK cell-intrinsic UTX demethylase activity is inconsequential 

for NK cell development. To investigate whether UTX demethylase activity influences NK 

cell effector function, we stimulated WT, UTXNKD and UTXDMD NK cells with IL-12 and IL-
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18 ex vivo. While UTXNKD NK cells displayed a loss of IFN-γ production following 

proinflammatory cytokine stimulation, we did not observe a difference between WT and 

UTXDMD NK cells, suggesting UTX demethylase activity is also dispensable for optimal 

NK cell effector function (Fig. 4g).  

Previous studies have shown that UTX can interact with the SWI/SNF complex to 

mediate general chromatin remodeling in a demethylase-independent manner125. To test 

this possibility, we performed Assay for Transposase-Accessible Chromatin using 

sequencing (ATAC-seq) on sort-purified WT (CD45.1+) and UTX-deficient (CD45.2+) NK 

cells from WT:UTXNKD mBMC mice. ATAC-seq revealed 4230 significant peaks with 

decreased accessibility and 2143 with increased accessibility in UTXNKD compared to WT 

NK cells (Fig. 5a, Supplementary Table 1). DAVID gene ontology analysis126 identified 

differentially accessible peaks associated with apoptotic and proliferative pathways 

(Extended Data Fig. 2a). Furthermore, DA peaks were found in genes associated with 

NK cell development (Tbx21, Atg5, Foxo3, Bcl11b, Ets1, Hhex, Nfil3, Tcf7, Zeb2), 

homeostasis (Runx2, Runx1, Bcl2), effector response (Ifng, Ccl5, Csf2, Gzmm, Il10), 

cytokine signaling (Cish, Jak1, Jak2, Nfkb1, Socs3, Socs5, Il12rb2, Il2ra, Stat5b, Stat4) 

and maturation (Thy1, Ly6c2, Klrg1, Cx3cr1)49, 68, 69, 104, 127-133 (Fig. 5b, Extended Data 

Fig. 2b). HOMER (Hypergeometric Optimization of Motif Enrichment) transcription factor 

motif analysis of DA peaks revealed decreased accessibility in motifs bound by AP-1 and 

JunB, transcription factors important for cytokine responsiveness; BATF, which is 

required for peripheral NK cell homeostasis; as well as ETS1 and RUNX1, which are 

important in driving gene programs necessary for NK cell development (Fig. 5c)68, 69, 71, 

134. These data suggest that UTX regulates the chromatin accessibility of several genes 
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known to influence NK cell development, homeostasis and effector responses, while also 

controlling genome-wide accessibility of transcription factor binding sites of transcription 

factors implicated in these processes.  

To determine if the observed chromatin accessibility changes impact gene 

expression, transcriptomic analysis was performed using RNA sequencing on sort-

purified WT (CD45.1+) and UTXNKD (CD45.2+) NK cells from WT:UTXNKD mBMC mice. 

RNA sequencing revealed 397 significant downregulated genes and 246 upregulated 

genes in UTXNKD compared to WT NK cells (Fig. 5d, Supplementary Table 2). In 

accordance with changes in chromatin accessibility, Thy1, Ly6c2, Ldha, Nfil3, Socs3, 

Tcf7 and Ifng transcripts were decreased in UTXNKD NK cells, while Bcl2 transcripts were 

increased (Fig. 5e). Flow cytometric analysis confirmed a significant decrease in CD90 

(Thy1) and Ly6C (Ly6c2) in UTX-deficient NK cells (Fig. 5f,g). Together, these findings 

suggest UTX regulates the accessibility and expression of genes associated with NK cell 

development and effector function.  

  

UTX regulates the chromatin landscape of NK cells during development and 

inflammation   

NK cells undergo dramatic epigenetic remodeling in response to proinflammatory 

cytokines produced during viral infection7, 44. However, whether UTX mediates 

inflammation-induced changes to the NK cell regulome was unknown. To determine this, 

ATAC-seq was performed on NK cells sorted from WT:UTXNKD mBMC mice on D1.5 after 

MCMV infection. Analysis of this dataset revealed 4,026 differentially accessible gene loci 



 141 

in UTXNKD vs. WT NK cells (Fig. 6a, Supplementary Table 3). While gene ontology 

analysis of gene regions with decreased accessibility in UTXNKD revealed similar 

pathways to steady state (e.g., apoptotic processes and regulation of cell proliferation), 

additional pathways involved in inflammation and effector responses (e.g., natural killer 

cell mediated cytotoxicity, Jak-STAT signaling pathway) were identified (Fig. 6b). 

Specifically, UTX deficiency in NK cells on D1.5 PI was associated with decreased 

accessibility at distinct peaks located in the Ifng, Gzmb, and Il2ra loci (Fig. 6c, Extended 

Data Fig. 3a). The decrease in accessibility at the Gzmb locus in UTX-deficient NK cells 

was observed during inflammation (D1.5), but not at steady state (D0).  Similarly, distinct 

peaks in a p300 and H3K27ac-bound putative enhancer region in proximity to a T-bet-

bound region in the Ifng locus displayed decreased accessibility in UTX-deficient NK cells 

specifically during viral-induced inflammation (Extended Data Fig. 3b,c). Furthermore, 

HOMER analysis revealed decreased accessibility of motifs bound by transcription 

factors involved in anti-viral responses (NFkB, IRF8, STAT4), inflammatory cytokine 

responsiveness (STAT1 and STAT5), and NK cell effector function (Eomes, T-bet) (Fig. 

6d)7, 44, 104, 135-137. These results suggest UTX mediates distinct inflammation-induced 

epigenetic modifications in NK cells in addition to its role during development. In support 

of this hypothesis, principal component analysis (PCA) of both D0 and D1.5 PI WT and 

UTX-deficient NK cells revealed distinct epigenetic and transcriptional landscapes, with 

648 genes associated with differentially accessibility and 422 genes differentially 

expressed that were unique to D1.5 PI (Fig. 6e-h, Supplementary Table 4). 

Transcriptomic analysis of differentially accessible genes revealed transcripts that were 

differentially expressed at D0 only (Ifng, Ldha, Nfil3, Socs3), shared between D0 and 
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D1.5 PI (Bcl2, Ccl5, Ly6c2, Tcf7, Thy1, Jak1), and D1.5 PI only (Csf2, Il12rb2, Stat4, 

Tfeb) (Extended Data Fig. 4a-c). Thus, while UTX controls transcription of certain 

effector genes (e.g., Ifng) prior to infection, it also is required for normal expression of 

distinct effector genes during viral-induced inflammation (e.g., Csf2, Il12rb2, Stat4).  

Distinct changes in chromatin accessibility and gene expression suggest that UTX 

may have different roles in different NK cell maturational stages. Indeed, our data suggest 

that UTX differentially regulates IFN-γ protein production at different NK cell maturational 

stages (Fig. 3e). However, it is unknown whether expression of UTX during NK cell 

development is sufficient to epigenetically prime effector loci, or whether continuous 

expression of UTX in NK cells is required to maintain optimal effector programs. To 

explore these questions, we developed a mouse model in which UTX expression can be 

inducibly deleted by tamoxifen administration immediately prior to MCMV infection 

(Kdm6afl/fl x Rosa26CreERT2, referred to as iUTX-/- hereafter). To control for cell-extrinsic 

effects of UTX deletion, mBMC mice were generated with bone marrow from WT 

(CD45.1+) and iUTX-/- (CD45.2+), and UTX deletion in NK cells was confirmed by flow 

cytometry (Extended Data Fig. 5a,b). Similar to results in UTXNKD mice, we observed a 

decrease in the percentage and MFI of IFN-γ in iUTX-/- NK cells compared to WT controls 

on D1.5 PI (Fig. 6i,j). Furthermore, there was a positive correlation (p=0.0138, r2 = 0.814) 

between UTX expression levels and IFN-γ production (Fig. 6k). Together, these findings 

suggest a model in which UTX is required continuously as a central regulator of the NK 

cell regulome to produce rapid and robust anti-viral effector responses (Extended Data 

Fig. 6). 
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Discussion 

In this study, we identify UTX as a critical epigenetic regulator of NK cell development 

and anti-viral immunity. NK cell-specific deletion of UTX was associated with loss of IFN-

γ and granzyme B production following MCMV infection, resulting in increased mortality 

of UTXNKD mice. These findings demonstrate a key role for UTX in controlling NK cell 

effector responses during viral infection. Indeed, inducible deletion of UTX 3 days prior to 

MCMV infection was sufficient to attenuate NK cell IFN-γ production, suggesting that 

continuous UTX expression is required for optimal NK cell effector function. Our data 

indicate that UTX also regulates gene expression associated with NK cell development 

and homeostasis. UTX promotes the expression of Thy1 and Ly6c2, and controls NK cell 

fitness by suppressing Bcl2 expression. Together, these findings identify UTX as a critical 

regulator of NK cell-mediated anti-viral immunity and demonstrate specific roles for UTX 

in priming specific epigentici states in NK cells.  

NK cell-mediated effector functions during viral infection include cytokine 

production (IFN-γ) and cytotoxicity mediated by Granzyme B production138. Our results 

suggest that UTX poises the chromatin landscape of NK cells at rest to quickly respond 

to viral challenge by increasing accessibility of effector loci such as Ifng. As a 

consequence, significant decreases in IFN-γ protein levels were detected at D1.5 PI in 

UTX-deficient NK cells. However, Ifng transcript levels were not differentially expressed 

at D1.5 PI despite lower IFN-γ protein levels at this timepoint. One possibility is that UTX 

may function post-transcriptionally in promoting IFN-γ production in NK cells. In CD8+ T 

cells, UTX regulates the expression of inhibitory receptors without significantly impacting 

transcript levels, implicating a possible post-transcriptional role for UTX in controlling 
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effector programs in cytotoxic lymphocytes139. These results support a model in which 

UTX plays a dual role during viral infection to drive a rapid and robust IFN-γ response: i) 

UTX regulates chromatin accessibility at the Ifng locus at steady-state and ii) alters IFN-

γ expression at the post-transcriptional level during inflammation. Alternatively, it is also 

possible that UTX’s regulation of IFN-γ production is NK cell subset-specific. In support 

of this hypothesis, we identified maturation subset-specific changes in IFN-γ and 

granzyme B levels in NK cells during viral infection. Further studies on sorted NK cell 

subsets by CD27 and CD11b expression will be required to delineate potential subset-

specific roles of UTX in controlling effector gene expression. 

Our findings indicate UTX restricts NK cell numbers at steady state, since NK cells 

are increased with UTX deficiency. Previous studies reported UTX deletion results in 

moderate (CD8+ and CD4+ T cells) or severe (iNKT) decreases in peripheral cell 

numbers139-141. Interestingly, T cell-specific UTX-deficiency is associated with CD8+ T cell 

accumulation during viral infection. Thus, it is possible that UTX-mediated gene programs 

that inhibit CD8+ T cell numbers during inflammation are shared by NK cells at rest139. 

Indeed, increased Bcl2 expression was noted in both UTX-deficient NK cells and UTX-

deficient CD8+ T cells, suggesting that UTX down-regulates this anti-apoptotic factor in 

both of these immune cell lineages. In contrast, UTX may also epighenetically regulate 

lymphocyte homepstasis and effector function in distinct cell-type specific mechanisms. 

In iNKT cells, UTX has been reported to control cell fate through direct control of 

expression of JunB, a transcription factor important in iNKT development141. However, 

our studies using HOMER motif analysis revealed UTX deficiency in NK cells results in 

decreased accessibility of JunB, suggesting in UTX may be acting with JunB to control 



 145 

expression of JunB target genes. Furthermore, In CD4+ T cells, UTX forms multiprotein 

complexes with Brg1, T-bet and Eomes to drive Th1 IFN-γ production19. Our results 

identified a putative enhancer region in the Ifng gene locus bound by p300 and H3K27ac, 

and in proximity to a T-bet-bound site that has decreased in accessibility in UTX-deficient 

NK cells during viral infection. Moreover, HOMER motif analysis showed decreased 

accessibility of T-bet and Eomes binding sites in UTX-deficient NK cells, indicating UTX 

may be form complexes with T-bet, Eomes, and p300 in NK cells. These findings suggest 

UTX may associate with distinct multiprotein complexes in a cell-type specific manner. 

However, further studies are needed to identify multiprotein complexes important in NK 

cell- mediated anti-viral responses.  

Our findings demonstrate that UTX’s H3K27 demethylase activity is dispensable 

for NK cell development and effector function. In CD8+ T cells, UTX binds to enhancer 

and TSS of effector genes to promote effector gene programs in a demethylase-

independent manner139. In contrast, demethylase activity in iNKT cells is required for 

development and function and H3K27 methylation correlated with gene programs 

important for CD4+ T follicular helper cell development140, 142. Thus, while UTX has 

conserved protein interactions within multiple immune cell types, our study reveals NK 

cell-type specific roles UTX plays in order to fine tune inflammatory responses. A previous 

study treated human NK cells with a small molecule inhibitor of H3K27me3 demethylases 

(GSK-J4) and found reduced cytokine expression (IFN-γ, TNF-α, GM-CSF, and IL-10) in 

response to in vitro stimulation143. However, GSK-J4 is not a specific tool for studying 

UTX-mediated mechanisms because it also inhibits Jmjd3, another H3K27me3 

demethylase as well as non-specifically upon other histone demethylases144, thus further 
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studies using more specific genetic modification strategies are needed to understand the 

impact of UTX regulation in human NK cells.    

NK cells are critical for control of CMV infection in humans since NK cell-deficient 

individuals develop disseminated herpesvirus infections1, 145. Sex differences in immune 

response to multiple viruses have been reported, including immune responses to CMV145. 

As an X-linked gene that escapes inactivation, UTX is expressed from two copies of the 

X chromosome in females but only one copy of the X chromosome in males. Thus, it is 

possible that sex differences in anti-viral immunity may be due to differences in UTX 

expression, although this will need to be explored in future studies. UTX deficiency has 

also been associated with Kabuki Syndrome and Turner Syndrome, two human 

conditions associated with immune dysregulation and increased infections. Our findings 

suggest the possibility that UTX deficiency in human NK cells may contribute to 

decreased viral immunosurveillance observed in these patients, although future work will 

be needed to support this hypothesis.  
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Figure 1: UTX controls peripheral NK cell development. a) Representative flow 

cytometry plots of splenocytes from WT and UTXNKD mice, gated on NK cells (CD3,TCRβ-

NK1.1+). b) Percentage and c) absolute numbers of NK cells isolated from the spleen, 

blood, lungs, liver, and bone marrow of WT and UTXNKD mice (n=6-10). d) Representative 

flow cytometry plots from WT and UTXNKD splenic NK cells, gated on maturation subsets 

based on CD11b and CD27 expression (DN: CD27-CD11b-; CD27 SP: CD27+CD11b-; 

DP: CD27+CD11b+; CD11b SP: CD27-CD11b+). e) Percentage and f) absolute numbers 

of each indicated NK subset (n=7). g) Percentage of peripheral blood NK cell maturation 

subsets (DN, CD27 SP, DP, and CD11b SP) from WT:UTXNKD mBMC mice (n=28). Data 

are representative of 2-3 independent experiments. Samples were compared using two-
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tailed Student’s t test with Welch’s correction, assuming unequal SD, and data points are 

presented as individual mice with the mean ± SEM (N.S., Not Significant; *, p <0.05; **, p 

<0.01; ***, p<0.001). 
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Figure 2: UTX regulates NK cell proliferation and apoptosis. a-b) Peripheral blood 

NK cells from WT:UTXNKD mBMC peripheral blood were analyzed for percent Ki67+ in a) 

total NK cells (TCRβ-CD3–NK1.1+) and b) NK cell subpopulations (DN, CD27SP, DP, and 

CD11b) (n=28 recipient mice). c) Representative flow cytometry plot, d) quantification of 

cell divisions, and e) quantification of CFSE expansion, division and proliferation indexes 

of CFSE-labeled splenic NK cells from WT:UTXNKD mBMC mice stimulated ex vivo with 

IL-15 (50 ng/mL) for 4 days. f) Representative flow cytometry plot for Bcl-2 (top) and Bim 

(bottom) of total peripheral blood NK cells from WT:UTXNKD mBMC mice. g) Bcl-2 and 

Bim MFI, and h) Bcl-2/Bim MFI Ratio from flow cytometric analysis of total peripheral 

blood NK cells from WT:UTXNKD mBMC mice. i) Bcl-2/Bim MFI Ratio of NK cell 
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subpopulations. Data represent 2-3 independent experiments. Samples were compared 

using two-tailed Student’s t test with Welch’s correction, assuming unequal SD, and data 

points are presented as individual mice with the mean ± SEM (N.S., Not Significant; *, p 

<0.05; **, p <0.01; ***,  p<0.001; ****, p<0.0001). 
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Figure 3: UTX is required for NK cell anti-viral immunity.  a) Kaplan-Meier survival 

curves of WT and UTXNKD mice infected with MCMV (n=8 per genotype). Mantel-Cox test 

(**, p=0.0093). b) Flow cytometric analysis of percent IFN-γ+, IFN-γ MFI, and GzmB MFI 

in splenic NK cells from uninfected (D0) or D1.5 PI of WT:UTXNKD mBMC mice (n=7). c) 

Representative flow cytometry plot and d) percent IFN-γ+ and IFN-γ MFI of WT and 

UTXNKD splenic NK cells stimulated with IL-12/IL-18 for 5 hours ex vivo (n=5). e) IFN-γ 

and f) GzmB MFI of NK cell subpopulations from WT:UTXNKD mBMC splenic NK cells 

(n=7). Data are representative of 2-3 independent experiments. Samples were compared 

using two-tailed Student’s t test with Welch’s correction, assuming unequal SD, and data 
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points are presented as individual mice with the mean ± SEM (N.S., Not Significant; *, p 

<0.05; **, p <0.01; ***,  p<0.001). 
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Figure 4: UTX regulates NK cell development and effector function in a 

demethylase-independent manner. a) Representative flow plots and b) percentage and 

c) absolute numbers of NK cells (CD3,TCRβ- NK1.1+) in spleens from WT, UTXDMD, and 

UTXNKD mice. d) Representative flow plots of CD11b and CD27 expression and e) % of 

each maturation subset in splenic NK cells from WT, UTXDMD, UTXNKD mice. f) % of each 

maturation subset in splenic NK cells from WT:UTXDMD mBMCs (n=3). g) Percent IFN-γ+ 

and IFN-γ MFI in NK cells from WT, UTXDMD, and UTXNKD mice stimulated with IL-12 and 

IL-18 for 5 hours ex vivo.  Data are representative of 2-3 independent experiments. 

Samples were compared using two-tailed Student’s t test with Welch’s correction, 
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assuming unequal SD, and data points are presented as individual mice with the mean ± 

SEM (N.S., Not Significant; *, p <0.05; **, p <0.01; ***,  p<0.001; ****, p<0.0001). 
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Figure 5: UTX regulates NK cell developmental and effector gene expression 

through control of chromatin accessibility. a) Heatmap of differentially accessible 

peaks identified by ATAC-seq of splenic NK cells from WT:UTXNKD mBMC mice. b) 

Heatmap of differentially expressed transcripts identified by RNA-seq of splenic NK cells 

from WT:UTXNKD mBMC mice. c) HOMER motif analysis displaying transcription factor 

binding sites with decreased accessibility in UTXNKD compared to WT NK cells. d) 

Volcano plot highlighting selected differentially expressed genes (FDR and adjusted p-

value < 0.05). Y-axis depicts Log2 FC and x-axis depicts Log2 mean expression. Shown 

are all expressed genes (TPM>5) comparing transcripts which are up in UTXNKD (top) 

versus down in UTXNKD cells (bottom). e) Normalized read counts of selected genes 

shown in (b). f) Representative flow cytometry for CD90 (Thy1) and Ly6C (Ly6c2) and g) 

%CD90+, and %Ly6C+ in peripheral blood NK cells from WT:UTXNKD mBMC mice (n=5-
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7). Data are representative of 2-3 independent experiments. Samples were compared 

using two-tailed Student’s t test with Welch’s correction, assuming unequal SD, and data 

points are presented as individual mice with the mean ± SEM (*, p <0.05; **, p <0.01; 

***,  p<0.001; ****, p<0.0001).  All genes displayed in heatmaps met the following 

threshold of significance: FDR > 0.05, p < 0.05, and Log2FC > 0.05. 
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Figure 6: UTX regulates NK effector gene accessibility through chromatin 

remodeling at distinct loci during inflammation. a) Heatmap of differentially 

accessible peaks by ATAC-seq of splenic NK cells from WT:UTXNKD mBMC mice D1.5 

PI. All genes displayed in heatmap met the following threshold of significance: FDR > 
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0.05, p < 0.05, and Log2FC ± 0.05. b) Gene Ontology pathway analysis of gene regions 

with decreased accessibility in UTXNKD vs. WT NK cells at D1.5 PI (adjusted p-value < 

0.05). c) Normalized read counts of accessibility at peaks located in the Ifng, Il2ra, and 

Gzmb loci at D1.5 PI. d) HOMER motif analysis displaying TF binding sites with 

decreased accessibility in UTXNKD vs. WT NK cells at D1.5 PI. e,f) Principal component 

analysis (PCA) of epigenetic (ATAC-seq) e) and transcriptional (RNA-seq) f) changes in 

WT and UTXNKD NK cells at D0 and D1.5 PI. Venn diagrams illustrating unique and 

overlapping differentially accessible (DA) peaks from ATAC-seq g) and differentially 

expressed (DE) genes from RNA-seq h). Numbers represent DA peaks or DE genes 

specific to NK cells at D0 only (blue), at D1.5 PI only (red), or shared (overlap). i) 

Representative flow cytometry plot and j) %IFN-γ+ and IFN-γ MFI of splenic NK cells from 

WT:iUTX-/- mBMC (n=6). Data are representative of 2-3 independent experiments. Two-

tailed Student’s t-test with Welch’s correction, assuming unequal SD was performed, and 

data points depict individual mice with the mean ± SEM (**, p<0.01; ***, p<0.001; ****, 

p<0.0001). k) Correlation of IFN-γ vs. UTX MFI in splenic NK cells (n=6). Two-tailed 

correlation of XY data performed. Pearson’s r2 =0.8144, and p = 0.0138.  
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Methods 

Mice 

Mice were bred at UCLA in accordance with the guidelines of the institutional Animal Care 

and Use Committee (IACUC). The following mouse strains were used in this study: 

C57BL/6 (CD45.2) (Jackson Labs, #000664), B6.SJL (CD45.1) (Jackson Labs, 

#002114), Rosa26ERT2Cre, Ncr1Cre, Utxfl/fl, UTX demethylase dead (UTXDMD) which 

harbors two point mutations at H1146A and E1148A (a gift from Kai Ge). UTX is located 

on the X chromosome and escapes inactivation, it is expressed from 2 chromosomal 

copies in females but only one in males. Thus, to control for the number of UTX copies, 

experiments were conducted using 6-8 week old age-matched females in accordance 

with approved institutional protocols. Mixed bone marrow chimeric (mBMC) mice were 

generated by depleting host CD45.1 x CD45.2 mice by intraperitoneal (i.p.) injection of 

busulfan (1mg/mL) at 20mg/kg for 3 consecutive days, which were then reconstituted 24 

hours later with various mixtures of bone marrow cells from WT (CD45.1) and knockout 

(CD45.2) donor mice.  

 

MCMV infection  

MCMV (Smith) was serially passaged through BALB/c hosts three times, and then 

salivary gland viral stocks were prepared with a dounce homogenizer for dissociating the 

salivary glands of infected mice 3 weeks after infection. Experimental mice in studies were 

infected with MCMV by i.p. injection of 7.5 x 103 plaque-forming units (PFU) in 0.5 mL of 

PBS. Mice were monitored and weighed daily and sacrificed when body weight dropped 

over 20% from initial weight. 
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Isolation and enrichment of mouse NK cells 

Mouse spleens, livers, lungs, lymph nodes, and blood were harvested and prepared into 

single cell suspensions as described previously3. Splenic single cell suspensions were 

lysed in red blood cell lysis buffer and resuspended in EasySep™ buffer (Stemcell). To 

avoid depleting Ly6C+ NK cells we developed a custom antibody cocktail as 

follows:  splenocytes were labeled with 10 μg per spleen of biotin conjugated antibodies 

against CD3 (17A2), CD19 (6D5), CD8 (53-6.7), CD88 (20/70), Ly6G (1A8), SiglecF 

(S17007L), TCRβ (H57-597), CD20 (SA275A11), CD172a (P84) and magnetically 

depleted from total splenocyte suspensions with the use of anti-biotin coupled magnetic 

beads (Biolegend).  

 

Ex vivo stimulation of lymphocytes 

~5 x 105 NK cells were stimulated for 5 hours in CR-10 (RPMI 1640 + 25 mM HEPES + 

10% FBS, 1% L-glutamine, 1% 200 mM sodium pyruvate, 1% MEM-NEAA, 1% penicillin-

streptomycin, 0.5% sodium bicarbonate, 0.01% 55 mM 2-mercaptoethanol) , Brefeldin A 

(1:1000; BioLegend) and Monensin (2uM; BioLegend) with or without recombinant mouse 

IL-12 (20 ng/ml; Peprotech) and recombinant mouse IL-18 (10ng/ml; Peprotech) for 5 

hours. Cells were cultured in CR-10 media alone as a negative control (No Treatment or 

NT). 

Proliferation assays 

CellTrace™ CFSE (Thermo) stock solution was prepared per the manufacturers’ 

instructions and diluted at 1:10,000 in 37C PBS. Isolated NK cells were incubated in 

0.5mL of diluted CFSE solution for 5 minutes at 37C. The solution was quenched with 
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10X the volume of CR-10 media. Cells were then washed and plated at 50 ng rmIL-15 

(Peprotech) and cultured for 4 days to assess proliferation. 

 

Flow Cytometry and Cell Sorting 

Cells were analyzed for cell-surface markers using fluorophore-conjugated antibodies 

(BioLegend, eBioscience). Cell surface staining was performed in FACS Buffer (2% FBS 

and 2 mM EDTA in PBS) and intracellular staining was performed by fixing and 

permeabilizing using the eBioscience Foxp3/Transcription Factor kit for intranuclear 

proteins or BD Cytofix/Cytoperm kits for cytokines. Flow cytometry was performed using 

the Attune NxT Acoustic Focusing cytometer and data were analyzed with FlowJo 

software (TreeStar). Cell surface and intracellular staining was performed using the 

following fluorophore-conjugated antibodies: CD45.1 (A20), CD45.2 (104), NK1.1 

(PK136), TCRβ (H57-597), CD3 (17A2), Ly49H (3D10), IFN-γ (XMG1.2), Ly6C (HK1.4), 

BCL2 (BCL/10C4), CD11b (M1/70), CD27 (LG.3A10), CD25 (PC61), Granzyme B 

(GB11), UTX (N2C1 - GeneTex), Goat anti-rabbit H&L (Abcam - ab6717), BIM (c34c5), 

CD90 (30-H12), Ki-67 (16A8). Isolated splenic NK cells were sorted using Aria-H 

Cytometer to > 95% purity.  

 

 

RNA-seq and ATAC-seq library construction and analysis 

RNA was isolated from the cells using RNeasy Mini kit (Qiagen) and used to generate 

RNA-seq libraries followed by sequencing using Illumina HighSeq 4000 platform (single 

end, 50bp). The reads were mapped with HISAT2 (version 2.2.1) to the mouse genome 
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(mm10).  The counts for each gene were obtained by HtSeq86, in print, online at 

doi:10.1093/bioinformatics/btu638). Differential expression analyses were carried out 

using DESeq281 (version 1.24.0) with default parameters. Genes with adjusted p value 

<0.05 were considered significantly differentially expressed. Sequencing depth 

normalized counts were used to plot the expression values for individual genes.  

ATAC-seq libraries were produced by the Applied Genomics, Computation, and 

Translational Core Facility at Cedars Sinai in the following manner: 50,000 cells per 

sample were lysed to collect nuclei and treated with Tn5 transposase (Illumina) for 30 

minutes at 37°C with gentle agitation. The DNA was isolated with DNA Clean & 

Concentrator Kit (Zymo) and PCR amplified and barcoded with NEBNext High-Fidelity 

PCR Mix (New England Biolabs) and unique dual indexes (Illumina). The ATAC-Seq 

library amplification was confirmed by real-time PCR, and additional barcoding PCR 

cycles were added as necessary while avoiding overamplification. Amplified ATAC-Seq 

libraries were purified with DNA Clean & Concentrator Kit (Zymo). The purified libraries 

were quantified with Kapa Library Quant Kit (KAPA Biosystems) and quality assessed on 

4200 TapeStation System (Agilent). The libraries were pooled based on molar 

concentrations and sequenced on an Illumina HighSeq 4000 platform (paired end, 

100bp). 

ATAC-seq fastq files were trimmed to remove low-quality reads and adapters using 

Cutadapt83 (version 2.3). The reads were aligned to the reference mouse genome (mm10) 

with bowtie284 (version 2.2.9). Peak calling was performed with MACS285 (version 2.1.1). 

The peaks from all samples were merged into a single bed file, peaks from different 

samples that were closer than 10bp were merged into a single peak. HTseq86 (version 
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0.9.1) was used to count the number of reads that overlap each peak per sample. The 

peak counts were analyzed with DESeq281 (version 1.24.0) to identify differentially 

accessible genomic regions. Peaks with adjusted p-value < 0.05 were considered 

significantly differentially accessible. The peak counts were visualized with IGV, version 

2.5.0. The differentially accessible peaks were analyzed using the findMotifsGenome.pl 

function from homer87 (version 4.9.1) to identify enriched cis-regulatory motifs of 

transcription factors.  

 

Statistical Analyses  

For graphs, data are shown as mean ± SEM, and unless otherwise indicated, statistical 

differences were evaluated using a Student’s t-test with Welch’s correction to assume a 

non-normal variance in our data distribution. Samples were compared using the Log-rank 

(Mantel-Cox) test with correction for testing multiple hypotheses. A p-value < 0.05 was 

considered significant. Graphs were produced and statistical analyses were performed 

using GraphPad Prism. 

 

Data Availability 

Sequencing datasets are accessible from GEO with accession number GSE185065.  
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Concluding Remarks 

In recent years, NK cells are being recognized as important players in cell therapy for 

treatment against cancer and even infections such as COVID-19146, 147. However, the 

basic biology of many NK cell processes still remain incompletely understood. Our 

studies on NK cells during MCMV infection, offer a robust model to study the 

transcriptional and epigenetic regulation of effector NK cell expansion, cytotoxicity and 

memory formation. In summary, our work has identified a subset of Ly6C– MP NK cells, 

which due to enhanced persistence, make up a majority of the memory Ly6C+ NK cell 

pool. In addition, we identified Fli1, a transcription factor with no known previous role in 

NK cells, as an important negative regulator of the accumulation of these MP NK cells. 

CRISPR mediated deletion of Fli1 (Fli1KO) in NK cells resulted in enhanced fitness 

demonstrated by decreased Bim levels and Fli1KO NK cells made up a majority of the 

memory NK cell pool at Day 28 post infection.  

 

Although NK cells offer many advantages for immunotherapy, current NK 

immunotherapy approaches suggest persistence could be an issue since NK cells do 

not form lifelong memory147. Genetic deletion of Fli1 in NK cell immunotherapies may 

improve NK cell persistence and the outcome of these therapies, although future work is 

needed to support this hypothesis. In addition to the advances in basic NK cell biology, 

our work has outlined a robust and efficient method for using CRISPR to study gene 

function in a wide array of innate immune cells. This method will allow for rapid study of 

gene function to advance basic biology and for translational advancement to quickly 

screen gene targets to identify additional negative regulators for NK cell responses. 
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However, future work is needed to fully adapt our CRISPR method to an in vivo tumor 

model. 

 

In summary, our work here has described the process by which MP NK cells are 

formed, a novel transcriptional regulator Fli1 which controls MP NK cell fitness, the 

upstream signals which induce Fli1 and an improved method to study gene function in 

NK cells and other innate immune cells. In addition, our findings demonstrate an 

important role for UTX in promoting NK cell effector responses during viral infection. 

Deletion of UTX in mature NK cells resulted in decreased IFN-γ production during 

MCMV infection, suggesting that continuous UTX expression is required for optimal NK 

cell effector function. These advances will not only add to the understanding of basic NK 

cell biology but could potentially offer new targets for NK immunotherapies in the future. 

 




