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ABSTRACT OF THE THESIS 

Supervised Classification of Political Text 
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Statistical classification of texts often use dimension-reduction techniques to reduce the number 

of features in the classification model. However, this often has the consequences of making inputs 

difficult for humans to decipher. In this thesis, I propose and algorithm using topic modeling as an 

interpretable dimension-reduction technique for text classification. I apply the algorithm in the 

context of nationalized campaign rhetoric amongst gubernatorial candidates in U.S. politics, 

finding such candidates largely speak about issues germane to their jurisdictions.  
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1 Introduction

Classification of textual data is of increasing importance in both the statistical and social science

literatures (Kowsari et al. 2019; Mirończuk and Protasiewicz 2018; Jurka et al. 2013). The goals

of these literatures, however, are often different. The statistics literature is largely concerned with

classification accuracy, while the social science literature is largely concerned with the mechanisms

leading to certain classifications or the substantive implications of such classifications (Grimmer,

Roberts, and Stewart 2022). These differences are particularly acute when categorizations are more

abstract and boundaries between categories more permeable. The task of determining whether a

news segment is about sports or health policy is very different from determining whether the same

news segment as a liberal or conservative leaning or has a more positive or negative tone.

In this thesis, I propose a supervised classification approach for determining textual class using

topic models. While classic text classification approaches use individual words or word pairings

as model features, I content models using topic proportions as features as a form of dimension-

reduction offers significant benefits to model intepretability in cases where categories are more

abstract. Additionally, in contrast to many topic modeling approaches requiring post-hoc ratio-

nalizations regarding the substantive content of topics, my approach necessitates subject-matter

expertise prior to model fitting in the selection of training documents for the model. This reduces

the need for human coders for model-generated topics and increases transparency in the research

process.

To demonstrate the utility of my approach, I present an application in a realm of growing the-

oretical importance in political science: the “nationalization” of U.S. politics. Generally, “na-

tionalization” in political science refers to national political actors and issues influencing state-

and local-level political behavior and outcomes (Jacobson 2015; Abramowitz and Webster 2016;

Sievert and McKee 2018; Hopkins 2018). While a large portion of this literature considers how
1



electoral results across offices have become more correlated, more mainstream depictions refer-

ence the apparent nationalization of state and local campaigns. Anecdotally, the topics referenced

by candidates for state and local office now have more to do with national political debates than

ones more germane to their jurisdictions. If these anecdotes reflect a larger pattern, the potential

consequences for political representation in state and local government are concerning; voters have

little avenue for accountability when candidates campaign on issues over which they have little con-

trol. Methodologically, I consider the nationalization of political campaigns as a text classification

problem; campaign statements can be classified as being either of national or state topical origin.

The thesis proceeds as follows. First, I review basic literature on text classification and topic

models. I then synthesize the two with a technical explanation of my approach to text classification

using topic proportions as features. In the next section, I detail the political science context for the

application of my approach. After presenting results from the model, I discuss potential extensions

to other fields.

2



2 Text Classification

Basic 2-category text classification seeks to determine the probability a given document 𝐷 belongs

to class 𝑌 given feature space X. Formally, 𝑃(𝑌𝐷 = 1|X). Class is assigned at a particular cutoff,
typically 𝑃(𝑌𝐷 = 1|X) > 0.5. Where text classification deviates from more classic classifica-

tion problems, however, is the complexity and size of feature space X. Text can be quantitatively

represented in a variety of ways, and simple representations (such as word frequency) can yield

parameter counts in the hundreds of thousands. This is further complicated by data sparsity across

the feature space; words that exist in some documents may not exist in others.

The first step in text classification, pre-processing, attempts to assuage some of the complexity

implicit within textual data (Vijayarani, Ilamathi, and Nithya 2015). Unitization and tokenization

is the most basic of steps, defining the unit of analysis (or “token”) in the text (Anandarajan, Hill,

and Nolan 2018). In the simplest “bag of words” approach, every word is a token. In more complex

representation, researchers can use 𝑛-grams, sequences of length 𝑛 words (Robertson and Willett

1998). More advanced still us the use of word embeddings, or vector-representations of words

meant to preserve contextual meaning (Schnabel et al. 2015).

Further pre-processing is achieved through standardization via stemming and lemmatization

(Anandarajan, Hill, and Nolan 2018). Stemming aims to remove word suffixes to reduce the

number of unique tokens in the dataset (Porter 1980), whereas lemmatization aims to slightly pre-

serve distinct word meanings arising from different parts of speech (Korenius et al. 2004). This

standardized set of textual data can then be stripped of certain words deemed irrelevant to classi-

fication through stopwording, which can make use of pre-existing stopword dictionaries as well

3



as researcher-defined dictionaries. This process is meant to yield a corpus of text with signifi-

cantly reduced dimensionality and greater inter-document comparability, with research showing

such pre-processing significantly improves classification accuracy (HaCohen-Kerner, Miller, and

Yigal 2020; Uysal and Gunal 2014; Korenius et al. 2004).

Still, the dimensionality of the corpus even after pre-processing is likely to be high. This basic

difficulty of textual data has been known in the statistical literature for many years, and researchers

have developed many techniques to overcome the computational challenges posed by the com-

plexity and size of X. Mosteller and Wallace (1963), for example, use the disputed authorship of

several of The Federalist papers as a context to test a supervised classification algorithm using a

curated set of word frequencies. Working within the computational limits of their time, the authors

start with a set of several thousand words and incrementally reduce the feature set down to just 30

relatively high-frequency, high-discrimination words.

While modern computational advances require less aggressive feature selection, large corpuses

of text can still prove taxing on time and memory consumption (Kowsari et al. 2019). Certain

feature manipulation techniques, such as inversely weighting term frequencies by commonality

across documents, can help increase the discriminatory power of individual terms, but does not

eliminate the broader issue of feature space. A number of modern algorithms, such as principle

components analysis, latent semantic indexing, and linear discriminant analysis help reduce the

feature space of text to more manageable levels, but with a focus on classification accuracy rather

than feature interpretability (Singh et al. 2022; Kim, Howland, and Park 2005). So while useful for

classification, vector-based text representations can have the unintended consequence of creating

more opaque interpretations of classification models.

Regardless of feature representation or dimension-reduction techniques, text classification often

proceeds using familiar classification algorithms from the machine-learning literature. Documents

are split into training and testing sets, where (at minimum) documents in the training set have known

class 𝑌 . Take the use of logistic regression as an example. Assuming a binary dependent variable

𝑌 ∈ [0, 1], we can use a familiar linear model with a logistic link function:

4



logit(𝑝) = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘 (2.1)

where 𝑝 is 𝑃(𝑌 = 1) and the model is fit using maximum likelihood. In the context of textual

data, 𝑘 can become quite large without aggressive dimension reduction, making estimation difficult

and raising the possibility of overfitting. This often leads to the employment of more complicated

classification algorithms such as penalized logistic regression (lasso), naive Bayes classifiers, tree-

based classifiers, boosted gradient descent, and support vector machines. The specifics of each of

these algorithms are beyond the scope of this thesis, but the general purposes of their mention here

is to note their popularity in classification problems in text.
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3 Topic Models

While many dimension-reducing strategies exist largely as a means to better classification, prob-

abilistic topic models are a form of dimension-reduction for textual data used moreso to better

understand features of the textual data. Specifically, rather than focusing on documents as simple

collections of word frequencies, topic models understand documents as probabilistic mixtures of

themes, technically referred to as topics (Blei 2012). While dozens of topic modeling algorithms

exist today, and variations are plentiful, I focus my discussion on two of the most popular in this

section: latent Dirichlet allocation (LDA) and structural topics models (STM). Note that full dis-

cussions of each model are beyond the scope of this thesis, but the major features are presented

below.

3.1 LDA

At its core, LDA attempts to more efficiently represent textual data via short thematic descriptions

that maintain distinguishing information about documents. LDA is a generative model advance-

ment over latent semantic indexing (LSI) and probabilistic LSI (pLSI). LSI utilizes a singular value

decomposition over the term frequency-inverse document frequency matrix X of documents in a

corpus, such that X = UΣV⊤. Σ here is a diagonal matrix of singular values meant to repre-

sent axes of greatest variation. While mathematically how terms are loaded into such dimensions

is clear, the substantive interpretation of that loading is quite opaque. pLSI attempts to remedy

this with a pseudo-generative model approach, where documents are modeled as mixtures of top-
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ics, which themselves are probabilisticly determined by distributions of words. But why is it only

“pseudo” generative? As Blei, Ng, and Jordan (2003) note, the joint probability of a document 𝑑
and term 𝑤𝑛 in pLSI are conditionally independent given topic 𝑧:

𝑃(𝑑, 𝑤𝑛) = 𝑃(𝑑) ∑
𝑧

𝑃(𝑤𝑛|𝑧)𝑃 (𝑧|𝑑) (3.1)

However, 𝑑 is just an indexing variable for the training set documents, making 𝑃(𝑧|𝑑) defined
only for observed documents. 𝑃(𝑑new) is therefore impossible to estimate in any straightforward

way.

LDA remedies this issue by proposing a fully generative mixture model; documents are still

mixtures of topics, but now represented as random variables with a Dirichlet prior. Assuming

documents 𝑑 being sequences (non-ordered) of words 𝑤𝑛, with topic mixture proportion 𝜃 for

topics 𝑧𝑘, LDA assumes the following (abbreviated) form, with a full description is provided by

Blei, Ng, and Jordan (2003):

𝑁 ∼ Poisson(𝜉)
𝜃 ∼ Dirichlet(𝛼)

𝑧𝑛 ∼ Multinomial(𝜃)
(3.2)

In the algorithm, these are chosen sequentially across each document 𝑑, where words are chosen
from 𝑃(𝑤𝑛|𝑥𝑛, 𝛽). This makes 𝛼 and 𝛽 hyperparameters of the model, with topic proportions 𝜃
for topics 𝑧 being the typical quantities of interest.

Estimation is performed via a convexity-based variational algorithm to compute the posterior for

the variables of interest:

𝑃(𝜃, z|w, 𝛼, 𝛽) = 𝑃(𝜃, z,w|𝛼, 𝛽)
𝑃 (w|𝛼, 𝛽) (3.3)

With the hyperparameters unknown, LDAmust maximize the marginal log likelihood ℓ(𝛼, 𝛽) =
∑𝑀

𝑑=1 log𝑃(w𝑑|𝛼, 𝛽). By introducing variational parameters 𝛾 and 𝜙 and maximizing the lower

bound in respect to them, LDA is able to estimate such values through the following 2-step expecta-

7



tion maximization algorithm. First, for each document, optimize for 𝛾⋆
𝑑 and 𝜙⋆

𝑑. With the resulting

lower bound, maximize ℓ(𝛼, 𝛽). Repeat until convergence.
The benefits of LDA are numerous. Most importantly, words have probabilistic associations with

topics in a highly interpretable way. This means topics are highly indicative of overall document

themes, and with a cursory glance at the topic distributions and word associated with the topics,

one can represent very long, complicated documents in a highly efficient, highly interpretable way.

3.2 STM

While LDA provides a straightforward, easy to interpret representation of text, it has little to con-

tribute when discussing variation in the generative process of documents, words, and topics. That

is, LDA is agnostic to document-level meta data that may influence topic and word prevalence.

Perhaps certain topics are more common in certain circumstances, or some words more heavily

present in topics under certain conditions. These associations must be done in a post-hoc man-

ner instead of being explicitly modeled in the generative process. To that end, Roberts, Stewart,

and Airoldi (2016), Roberts, Stewart, and Tingley (2019), and Roberts et al. (2014) developed the

structural topic model (STM).

Starting with the same basic form previously described for LDA by Blei, Ng, and Jordan (2003),

STM adds a number of elements. First, topic proportions 𝜃 are no longer governed exclusively by

hyperparameter 𝛼. Instead, 𝜃 is integrated into a topic prevalence model, where it is a function

of topic prevalence coefficients Γ = 𝛾1 ⋯ 𝛾𝑘 and Σ = 𝜎1 ⋯ 𝜎𝑘 with covariate matrix X. Second,

STM includes a topical content model, where a different set of covariates J controls term frequency

𝛽. This yields the following distributional form for documents 𝑑:

𝛾𝑘 ∼ Normal(0, 𝜎2
𝑘)

𝜃 ∼ LogisticNormal(ΓX, Σ)
z𝑛 ∼ Multinomial(𝜃)
w𝑛 ∼ Multinomial(𝛽z𝑛

)

(3.4)

For identifiability, the logistic normal distribution for 𝜃 can be represented by 𝜂 ∼ Normal(𝜇, Σ)
8



and fixing 𝜂𝑘 to zero. With additional parameter 𝜅 providing rate-deviation information for words

𝑤 in topic 𝑘 with covariates 𝑐, the full posterior of interest is represented by:

𝑃(𝜂, z, 𝜅, 𝛾, Σ|w,X, J) ∝ (
𝐷

∏
𝑑=1

Normal(𝜂𝑑|X𝑑𝛾, Σ)(
𝑁

∏
𝑛=1

Multinomial(𝑧𝑛,𝑑|𝜃𝑑)

⋅ Multinomial(𝑤𝑛|𝛽𝑑,𝑘))) ⋅ ∏ 𝑃(𝜅) ∏ 𝑃(Γ)
(3.5)

Similar to LDA, STM uses a variational expectation-maximization algorithm with variational

parameter𝜙𝑑 for parameter estimation. Again, the first step optimizes with respect to the variational

parameters, while the second stepmaximies the lower bound for the log likelihood of the parameters

of interest. Because of the complexity of the posterior, Roberts, Stewart, and Airoldi (2016) use an

approximate posterior and maximize and approximate evidence lower bound instead.

In practice, users of STM input documents as bags of words with document-level covariates,

declare the models for topic and term prevalence, and the model returns vectors of topic propor-

tions and coefficients linking covariates to the different prevalence relationships. For example,

Parthasarathy, Rao, and Palaniswamy (2019) examine the difference in topics discussed by men

and women in rural village councils in India. Formally, they model topic prevalence as a func-

tion of speaker gender, finding women are much more likely to speak about topics related to loan

programs and self-help financial groups, whereas men are more likely to discuss topics related to

employment and wages.

9



4 The Problem of Intepretability

Both text classification and topic modeling are popular tools in text analysis, but both come with

associated interpretability problems, which I discuss briefly here as a motivation for my algorithmic

approach to classifying text.

The focus of text classification is maximizing out-of-sample predictive accuracy. To that end,

the exact quantitative representation of text that enters the model is of secondary importance. As

long as the prediction generated by the representation is accurate, few practitioners are concerned

with the nature of the features themselves. This yields quantitative representations that are opaque

with regard to the content of the textual data. Algorithms like k-nearest neighbors, LSI, or principle

component analysis do not have clear probabilistic linkages of words to the reduced features they

generate, making interpretation difficult.

Beyond the quantitative representation of text, text classification is also quite aggressive with

feature pruning. If a word or topic is not highly discriminate between document classes, it is either

removed during the pre-processing stage or pruned during the model fitting stage. What this omits

from the final prediction, however, is a full understanding of the textual content of a document.

The very fact that some features are poor predictors is important when discussing what the text is

saying. In social science in particular, understanding the content of speech and how that content is

or isn’t related to particular classes is the inferential focus.

Topic models, alternatively, provide a very natural inferential tool to social scientists. Because

documents are probabilistic collections of topics and topics probabilistic collections of words, there

is a clear interpretation of the estimates yielded from such models. However, many social scientists

10



fall victim to poor inferential habits when utilizing topic models. Specifically, many practitioners

assign labels to particular topics after model fitting, then use those labels as the variables in subse-

quent analyses. The problem lies in the post-hoc rationalization of certain word associations within

topics. Meaning is only assigned after model fitting, meaning less scrupulous researchers could

fit a model, determine which topics are associated with positive results, then assign a label to those

particular topics that supports their hypothesis. It is important to remember that topical meanin is

not baked into the topics; they remain simple probabilistic collections of words.

To some extent, this problem can be alleviated with simple validation exercises. Ying, Mont-

gomery, and Stewart (2021) recommend crowdsourcing human coders to validate topic quality and

content. These validation approaches are, of course, labor intensive and costly. Additionally, the

framework still assumes the topic themselves are the primary quantity of interest, but often it is the

topics’ relation to other concepts that is important to social scientists. For example, how are topics

related to the class of a document?

These interpretability and inferential problems are non-trivial, but also present an opportunity to

merge text classification and topic modeling, as their strengths and weaknesses complement each

other. In the next chapter, I propose such a merge.
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5 My Approach

Text classification and topic modeling are both general tools providing specific insights into tex-

tual data. Both have relative strengths or weaknesses in particular data contexts. My algorithmic

approach unifies the strength of the two with a focus on interpretability and including researcher

expertise at the training stage rather than in post-hoc rationalizations. The full algorithm is given

in Algorithm 1, and I detail the individual steps below.

Algorithm 1 Supervised text classification algorithm with topic models
Given text corpuses 𝐶train and 𝐶test, with documents 𝐷𝑖,train and 𝐷𝑖,test and number of topics 𝑘, this
algorithm assigns estimated class ̂𝑦𝑖 ∈ [0, 1] to 𝐷𝑖,test. 𝑦 for 𝐶train are known.

1. Pre-process 𝐶
a) Lemmatize with words as tokens (removing punctuation and symbols)
b) Remove lemmas with character lengths of less than researcher-specified amount (de-

fault 3)
c) Remove common English stopwords
d) Remove custom stopwords
e) Remove rare words (default 3 or fewer occurrences in 𝐶train)

2. Compute word and topic probabilities 𝜃 for𝐶train using a structural topic model with 𝑘 topics,
yielding 𝜃1...𝑘 for each 𝐷𝑖,train
a) Include STM topic prevalence covariates to account for over-time and geography-

specific topical trends

3. Train a classification algorithm predicting 𝑦 for 𝐷𝑖,train using 𝜃1...𝑘

4. Apply trained STM to 𝐶test, yielding 𝜃1...𝑘 for each 𝐷𝑖,test

5. Apply trained classification algorithm to𝐶test using 𝜃1...𝑘 for each𝐷𝑖,test, yielding ̂𝑦𝑖 ∈ [0, 1]

12



5.1 Pre-processing

Before the text can be classified, a number of standard pre-processing steps must occur to yield a

comparable set of tokens across texts. Following the findings of Korenius et al. (2004) that lemma-

tization leads to greater precision in text classification than stemming, the first pre-processing step

is lemmatization. Specifically, I use the spacyr wrapper for the Python spaCy package, which to-

kenizes, lemmatizes, and tags texts with parts of speech. I then remove lemmas tagged as either

punctuation or symbols. Additionally, I remove tokens with less than three characters, as these

shorter words often have limited topical importance independent of other words.

The next step is the removal of stopwords. Research suggests stopword removal can have a

significant impact on classification performance, especially when stopwords occur with high fre-

quency (Méndez et al. 2006; Yu 2008). Because the purpose of this algorithm is the classify text

through meaningful but abstract content, it is important here to remove words which have little top-

ical content. For this reason, I remove both a generic set of stopwords using a list from Snowball

as well as a custom set of words set by the researcher. These words should be frequent words in a

corpus that may give meaningful indications of class without giving a meaningful indication of the

underlying abstract concept of interest. For example, when performing speaker identification on a

conversation between two speakers, those speakers may rarely use their own names when talking.

While names, then, would be highly discriminatory in classification, they wouldn’t necessarily give

insight into the content of the speech itself.

Finally, after lemmatization and stopword removal, I remove words that are particularly uncom-

mon in the training corpus. In my application, I set this cutoff to three or fewer occurrences. This

means lower frequency words will have less of an impact on future classification.

5.2 Topic Modeling

Once the corpus has been processed, the algorithm needs to quantitatively represent each of the

documents in the training corpus as a 𝑘-length vector of topic proportions. To do so, I leverage a
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structural topic model (hereafter STM). As previously discussed, STM associates words with topics

and topics to documents with certain probabilities (Roberts, Stewart, and Airoldi 2016). The textual

data is ingested into the STM as a “bag of words,” similar to the latent Dirichlet allocation (LDA).

Importantly, researchers using this algorithm should specify a set of topic prevalence covariates;

that is, what features of the documents may influence the likelihood that certain topics exist or don’t

exist? If researchers are evaluating topics that change over time or across geographies, such effects

should be accounted for in the STM. This includes the class covariate of interest, as topics should

be allowed to vary as a function of class. When the model is eventually applied to the testing set,

this covariate will be missing, but the others will give greater accuracy to the specification of topic

prevalence.

5.3 Train Classification Model

At this point in the algorithm, it may also become necessary to account for class imbalance in

the training data. In some instances, the classification model may take the frequent occurrence of

some topic (simply as a function of there being more of one class than another) as evidence for

the associated class being omnipresent. There are a number of algorithms available for alleviating

class imbalance, including minority oversampling, majority undersampling, and synthetic sample

creation. Due to performance advantages found with the synthetic sample creation technique, I

prefer the use of ROSE (random over-sampling examples) suggested by Lunardon, Menardi, and

Torelli (2014) and Menardi and Torelli (2012). Specifically, ROSE is used to created synthetic

documents represented by topic proportions.

The next step in the algorithm requires the training of a classification model, using only the

STM-generated vectors of topic proportions for each document as features for the prediction of the

class of the document. Ideally, these models should be trained using either a held-out validation set

or cross-validation to confirm correct classification is occurring at a high rate out of sample. Any

classification model preferred by the researcher can be used at this point, but a preference should be

14



given to models with easily interpretable coefficients, such as logistic regression. Given the fairly

small feature set size 𝑘, more complicated models may prove unnecessary once the dimension re-

duction provided by STM has occurred. Additionally, with the algorithm’s focus on interpretability

of effects, obscuring such effects at this stage would be counterproductive. In my application, I test

five classification models: logistic regression (non-penalized), Naive Bayes, penalized logistic re-

gression (Lasso), boosted gradient descent (XGBoost), and support vector machine.

If multiple classification models are used in the training process, the researcher must either en-

semble the model predictions or pre-specify a metric with which to evaluate which model will be

chosen as the final classification model. This makes evaluation of the model using either a held-

out validation set or cross-validation necessary when evaluating multiple models. While simple

prediction accuracy is entirely acceptable as an evaluation statistic, I prefer using AUC (area under

the receiver operating characteristic curve) due to its scale and classification-threshold invariance.

5.4 Applying Trained Model

Once the model has been trained and selected, the last step of the algorithm is to apply the trained

models to the test corpus. First, the test corpus must be aligned with the training corpus before the

trained structural topic model can be applied. Tokens in the test corpus not in the training corpus

are dropped. Then the trained structural topic model is applied with word and topic probabilities

pre-specified to yield estimated topic proportions for each of the testing documents (researcher-

specified covariates, other than class, are also included).

With the test data now represented by topic probabilities, the trained classification algorithm can

then be applied to the testing data. This application will yield class predictions for each document

given predicted probabilities crossing some threshold (likely 0.5). These classifications will help

researchers understand the prevalence of the abstract concept in the testing corpus.

Overall, this algorithm merges the strengths of text classification and topic modeling. Predictive

accuracy is gained from the classification process while preserving the interpretability of the inputs.
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Furthermore, researcher expertise comes prior to model fitting, as class is assigned to the training

set documents before the topic model is fit. This means researchers are no longer tempted to give

post-hoc interpretations to topics generated by topic models.
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6 Context

I apply my text classification approach to an increasingly important literature in political science

surrounding the “nationalization” of U.S. politics. Scholars of nationalization use the term to refer

to national political actors and issues influencing state and local political activity. Broadly, the

concern amongst such scholars is the pressure nationalization puts on expectations for political

accountability. If features of state and local politics are defined only in terms of national politics,

the ability for voters to hold officials accountable for their actions or functions relevant to their

jurisdictions is limited.

One facet of nationalization research is the nationalization of election results. Since the 1970s,

the correlation between Presidential and down-ballot vote-shares has increased sharply for candi-

dates of the same party. This patterns extends from higher-salience statewide elections such as for

governor andU.S. Congress to lower-level elections such as State Supreme Court or Superintendent

of Public Instruction.

Another facet of nationalization left understudied, however, is the nationalization of the political

campaigns of candidates for state and local offices. Multiple media outlets characterized a number

of gubernatorial races in 2019 as nationalized, with Donald Trump being personally involved in

many of the races and his impeachment being seen as a motivating issue for voters, even as gover-

nors have no jurisdiction over the issue. Such characterization extend beyond Trump as well, with

other examples in West Virginia and Texas in 2011 and 2010, respectively.

There is some empirical evidence to support thesemore anecdotal claims of nationalized rhetoric.

Butler and Sutherland (2023), for example, analyze gubernatorial state of the state addresses from
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1960 to 2016 to determine if they have become more “nationalized” in both their similarity to

other state of the state addresses and in their similarity to the national State of the Union Address.

Using a topic model approach, they find evidence for both; topics are much more likely to be

universally covered by all governors and by both governors and presidents. Additionally, Das et al.

(2022) analyze the Twitter behavior of incumbent Members of Congress, governors, and mayors

in 2018 to similarly determine the amount of topical overlap in their online posting. Again using a

topic modeling approach, they find a tight coherence between the rhetorical behavior of governors

and Members of Congress, with the topical distribution of the two sets of actors being largely

indistinguishable from each other. Mayors, however, maintain a distinct set of discussion topics

online.

These studies are not without their shortcomings. Neither is specific to campaigning itself, nor

do they reach beyond incumbent politicians. For the Twitter context in particular, politicians often

Tweet about non-political topics (commenting on current events, sports, etc.) and engage in the

sort of political hobbyism we expect out of any political-attuned citizen (Hersh 2020).

Why might politicians “nationalize” their campaigns? Political science research repeatedly finds

voters are significantly motivated by candidate partisanship (Orr and Huber 2019). National policy

positions offer very clear signals of partisan type to voters, potentially incentivizing campaigns to

promote their candidate’s positions on such issues if they believe it appeals to a majority of voters

(Vavreck 2009). Furthermore, as state and national policy dimensions become more correlated

with each other, national policy positions offer insight into the state policy positions candidates

may hold (Shor and McCarty 2011; Caughey and Warshaw 2015). Given the steep decline in both

access and attention to state and local media, “nationalized” portions of state campaigns may be

the only portions voters ever see (Moskowitz 2020; Martin and McCrain 2019; Hayes and Lawless

2018).

Countervailing pressures also exist to not nationalize campaigns. Most obviously, for state can-

didate running in partisan geographies hostile to their national partisan counterparts, curating a

partisan brand may be a losing proposition. Furthermore, voters may recognize nationalized ap-
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peals as being irrelevant to the office being contested, making the candidate seem disingenuous or

avoiding accountability for campaign promises. The extent to which voters can successfully assign

functional responsibility of offices to candidates is unclear in the literature. Arceneaux (2006) finds

some evidence from surveys that voters are able to successfully attribute functional responsibility at

high rates, whereas Brown (2010) suggests this assignment is moderated by partisanship. Addition-

ally, using time-series cross-sectional data, de Benedictis-Kessner and Warshaw (2020) find that

while governors are held accountable for local economic conditions, members of the president’s

party are penalized for more national economic trends.

A candidate’s partisan standing within a district isn’t the only factor that may moderate the na-

tionalization of campaign appeals. Research exists documenting how context changes rhetorical

content and style. Specifically, context changes perceptions about audience and introduces con-

straints on the message itself (Stier et al. 2018; Owen 2014; Bossetta 2018). Candidates are also

able to control which audience receives a message. As funding networks become more national-

ized, so too then may the messages to outside donors (Reckhow et al. 2016). This makes it critical

for studies of nationalization to consider multiple mediums through which candidates communicate

their messages.

In summary, campaign rhetoric gives a signal of candidate type. Given national policies cues

may be strong signals of type, candidates may be motivated to use them in low-information en-

vironments. Countervailing pressures come, however, from the potential lack of accountability

created by this dynamic.
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7 Application

I apply Algorithm 1 in the context of the nationalization of U.S. politics with the following question:

is the rhetoric used by candidates for state office primarily national or state in content? To do so,

I define a training corpus of rhetoric with known national or state content and a testing set of

campaign rhetoric with unknown content. I fit multiple classification models, choosing one for

illustration purposes for the remainder of this thesis.

7.1 Training Data

The definition of a training corpus for problems of abstract classes is in a trivial problem. The

training corpus must fulfill two criteria: the classes of the data must be known indisputably, and

the content of the data must be substantively related to the abstract concept being measured. For

interpretability, it is not enough for just the class to be known, the the predictions yielded by the

model are plausibly nonsensical. In the context of nationalization, this proves to be an especially

difficult problem. If we believe the hypothesis that politics is nationalized, it is likely that most

facets of political speech follow such nationalization, making the distinction between state and na-

tional topics more difficult to parse. To alleviate such concerns, I use a training corpus of speeches

that fulfill institutional requirements of state and national executive offices: State of the Union and

State of the State Addresses. These addresses are given by both Presidents and Governors in front

of joint sessions of their respective legislatures, with topics covering the state of current policy

decisions, political priorities, and budgeting. They often address current events germane to their
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jurisdictions and introduce policy goals for the future. While Butler and Sutherland (2023) do find

the topics covered by Presidents and Governors have become more similar, they also find most of

the topics are distinct to their jurisdictions.

Specifically, my training data includes an original corpus of 1,038 speeches and documents (227

national and 811 state) spanning 2000-2018. For national speeches, I includes all State of the Union

addresses made by sitting presidents in the time period as well as opposition party responses to the

addresses, inaugural addresses, official Presidential statements, and national party platforms. For

state speeches, I use all state of the states addresses and state budget addresses given by governors

during the time period.

While the training corpus is meant to include textual data able to distinguish between state and

national policy debates based on the policy discussions themselves, there is still some vulnerability

to words with non-policy content entering the model and allowing classification to “cheat.” By

“cheat” I simply mean identify state or national documents by non-policy content that happens to be

highly discriminatory between the two classes. For example, references to state names, office titles,

or references to state resident nicknames (“Hoosiers”, for example) would be highly discriminatory

but devoid of policy content, which is the true abstract concept I am trying to classify. To avoid

this problem, I compile a list of custom stopwords that are eliminated from the corpus during pre-

processing including state names, nicknames, level of office, certain transcription tags that could

be specific to context (laughter, applause), and other common non-policy words in speeches (year,

will, thank, for example).

7.2 Testing Data

With the training data defined, I now look to the focus of the thesis: has campaign rhetoric nation-

alized? I investigate this question in three rhetorical areas of ambiguous levels of nationalization

where candidates communicate directly with voters: televised debates, televised advertisements,

and Twitter.
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7.2.1 Televised Debates

One of the most candid forms of political campaigning is through televised debates between candi-

dates for office. While candidates invariably prepare canned responses to expected questions, they

must still react to questions as they are asked and challenges from their opponents while staying “on

brand” with the rest of their campaign. In this thesis, I analyze an original corpus of 397 debates (86

presidential and 311 gubernatorial) over the same timespan as the training corpus (2000-2018). The

transcripts of these debates were retrieved from C-SPAN using a headless web-browsing. These

debates cover all U.S. states.

Methodologically, the televised debate context offers a number of important advantages over

other rhetorical contexts. Televised debates tend to last at least one hour, providing ample space

for candidates to discuss policy details in greater depth than in other forums. While moderators can

dictate the broader area of a discussion, candidates are (in)famously able to respond more to the

question they wished was asked rather than the one actually asked. Additionally, the context helps

control for candidate-level differences that may confound the level of nationalized rhetoric used by

their campaigns. Candidates with vastly different amounts of financial support or ideologies have

basically equal speaking time.

7.2.2 TV Advertisements

Perhaps the most frequently referenced and visually obvious form of campaigning comes in the

form of televised advertisements for political candidates. In this thesis, I limit my analysis to

2,334 advertisements provided by the Wisconsin Media Project (WMP). Of these advertisements,

1,528 are for presidential campaigns and 806 are from gubernatorial campaigns, spanning the 2004

and 2008 election cycles. The text of these ads are scraped from PDF storyboards provided by

WMP using the embedded text in the documents. Storyboards are available for 2000 and 2002,

but without embedded text, so I exclude them from this analysis. Ads include those run by the

candidates themselves as well as affiliated interest groups during both the primary and general

election periods.
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Of course, the built-in controls of the debate context are eliminate when analyzing rhetoric in

advertisements. Candidates with larger financial resources have the ability to run both higher quan-

tities of ads as well as a greater variety of ads regarding both topics and tone. Additionally, finan-

cially advantaged candidates can micro-target certain constituencies, perhaps shifting the topical

focus (and, therefore, level of nationalization) of the advertisements. The ads themselves are also

much shorter than debates, which may induce higher uncertainty in the estimates of topic propor-

tions. While I will conduct the classification agnostic of these concerns in order to give a sum-

mary picture of rhetorical nationalization, future analysis should take into consideration how these

individual-level characteristics shift incentives and propensity to nationalize.

7.2.3 Twitter

Lastly, I analyze a corpus of over one million tweets from sitting Members of Congress and Gov-

ernors from 2018. These data are provided by Das et al. (2022) and include 952,425 tweets from

Members of Congress and 101,546 tweets from incumbent Governors.

Of all the testing data, the Twitter data are the most unique. The national reference point in these

data is no longer the President, but instead Members of Congress. Due to the more parochial nature

of Congressional politics, I expect the rhetorical behavior of Members of Congress to include more

references to state-specific policy items than Presidential rhetorical behavior. Additionally, only

incumbents are included in the data, so there is an imbalance in the partisan composition of the

tweets. Futhermore, the analysis period isn’t strictly restricted to a “campaign” period. Rather,

tweets from the entire year are considered. Lastly, Twitter is unique in that it doesn’t represent a

purely “political” forum. Politicians can and routinely do tweet about non-political topics, just as

their constituents due. I expect this yield more uncertainty in the classification.
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7.3 Model Fitting

I the structural topic model to the training corpus according to Algorithm 1. In doing so, I select

𝑘 = 40 topics. Figure 7.1 shows a number of diagnostic test to determine the optimal 𝑘 balancing

likelihood, minimization of residuals, and semantic coherence. While a range of candidate 𝑘 exist,

𝑘 = 40 provides a good balance of fit and coherence. While 𝑘 = 50 is also a good candidate, I

ultimately prefer fewer parameters to avoid overfitting.

Figure 7.1: Structural Topic Model Diagnostics by Number of Topics

With 𝑘 chosen, the training corpus of state of the state and state of the union speeches is now

represented as 𝑘-length vectors of topic proportions. Using those topic proportions, I proceed to

fitting five different classification models: logistic regression (non-penalized), naive Bayes, penal-

ized logistic regression (Lasso), boosted gradient descent (XGBoost), and support vector machine.
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In doing so, I hold out 20% of the training data as a validation set to determine out-of-sample fit,

balancing across state and national classes. The initial results are given in Table 7.1, showing the

number of speeches and documents correctly classified as being from their jurisdiction of origin.

Table 7.1: Classification Model Performance on Heldout Documents: Correct vs. Incorrect

Model
Correct

(National) Incorrect Correct (State) Incorrect

Logistic Regression
(Nonpenalized)

39 1 167 1

Naive Bayes 36 4 162 6
Penalized Logistic Regression
(Lasso)

39 1 166 2

Boosted Gradient Descent
(XGBoost)

28 12 168 0

Support Vector Machine 40 0 167 1

Across all specifications, classification appears fairly accurate. To get a better statistical sense

of how well the models do, Table 7.2 displays both the accuracy of the models as well as the AUC,

which I will use to determine the best model to apply to the testing data. Note that this is not simply

a function of 𝑘 being set to 40. As Figure 7.2 shows, non-penalized logistic regression performs

competitively with all other models regardless of 𝑘 specification.

Table 7.2: Classification Model Performance on Heldout Documents: Accuracy and AUC

Model Accuracy AUC

Logistic Regression (Nonpenalized) 0.990 0.999
Naive Bayes 0.952 0.984
Penalized Logistic Regression (Lasso) 0.986 0.999
Boosted Gradient Descent (XGBoost) 0.942 0.994
Support Vector Machine 0.995 0.999

Again, all models perform remarkably well. Three models (logit, Lasso, and SVM) have an AUC

of 0.999, a near perfect fit. All else being equal, because the algorithm prioritizes interpretability,

I use simple logistic regression as the classification model for the remainder of the thesis. As was
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Figure 7.2: Classification Model Performance by Number of Topics

mentioned in the review of text classification, unpenalized logistic regression takes the following

form:

logit(𝑝) = 𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑘𝑥𝑘 (7.1)

where the confidence intervals for our probability estimates can be similarly computed via end-

point transformation by applying the logistic transformation to x𝛽 ± 𝑧 ⋅ 𝑆𝐸(x𝛽):

𝑒x𝛽±𝑧⋅𝑆𝐸(x𝛽)

1 + 𝑒x𝛽±𝑧⋅𝑆𝐸(x𝛽) (7.2)

The final coefficient estimates for the trained model are shown in Figure 7.3. Negative coeffi-

cients are more highly associated with national topics, whereas positive coefficients are associated

with state topics. Note the smaller number of national topics compared to states topics suggesting a

greater variety of policy debates occurring at the state level. This interpretation is further supported

by the lesser uncertainty associated with the national topics. Conditional on a document being of

national origin, there is a high likelihood it will contain most of the national topics. The same is

not true of state documents, which contain only subsets of topics for any given instance.

26



Figure 7.3: Trained Logistic Regression Coefficient Estimates
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8 Results

With the classification model fitting, I apply the model to the different documents in the test corpus.

The primary quantity of interest in these results is the prediction accuracy for the gubernatorial

documents. A higher national classification rate suggests a higher level of national topics being

discussed, whereas a higher state classification rate suggests governors are largely discussing topics

germane to their jurisdictions in their campaigns. Across all different rhetorical contexts, a general

trend emerges: governors largely campaign on topics germane to their jurisdictions. However,

there is variance in the level of nationalization within context, which I explore below.

8.1 Televised Debates

Figure 8.1 shows the prediction results of the trained model when applied to the 397 televised

debates in the testing corpus, with the box color shaded by percentage. When pooled over the

2000 to 2018 timespan, over 99% of the gubernatorial debates are correctly classified as being of

predominantly state content. Presidential debates show a similar result: over 96% of presidential

debates are classified as being predominantly national in nature. This suggests that, at least in

the context of televised debates, candidates largely discuss policy topics germane to their own

jurisdictions, casting into doubt whether such facets of politics have “nationalized.” Indeed, only 5

of the 397 debates are “incorrectly” categorized as being primarily composed of topics of the other

jurisdiction.

Has this lack of nationalization in televised debates changed over time? I consider the possibility
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Figure 8.1: C-SPAN Predictions: Confusion Matrix

in Figure 8.2, plotting the predicted probabilities of the debates being national in nature over time,

pooling in 2-year intervals. Each debate is represented by a point, colored by whether it was a

national (Presidential) or state (gubernatorial) debate. Even when disaggregated in this way, there

is very little movement over time in the average level of predicted nationalization. Figure 8.2 also

demonstrates how many of the “incorrectly” classified debates are fairly close to the 0.5 cutoff.

It is important to note that these points show predicted probabilities, not the estimated propor-

tions of certain topics. This is because certain topics are stronger signals of state or national origin

than others, so the predicted probability acts as a sort of weighted average when making classifi-

cations.

As an example, a gubernatorial debates was held in New Mexico in 2002 between a Democrat,

a Republican, and a Green Party candidate. While the model gave this debate a predicted national

probability of 16.9%, the total estimated topic proportion associated with “national” topics was

23.4%, with 6.8% associated with topics having neither a state or national lean. This isn’t surpris-

29



Figure 8.2: C-SPAN Predictions: Over Time

ing, as a large portion of the debate dealt with topics related to the North American Free Trade

Agreement and the Iraq war, both topics where governors have no functional jurisdiction.

8.2 Advertisements

Next, I turn to applying the classification model to the 2,334 televised advertisement transcripts

from the Wisconsin Media Project. The classification results are given in Figure 8.3. While pres-

idential advertisements maintain a very high national classification rate of of 92%, the state clas-

sification rate for gubernatorial advertisements drops to just over 71%. This means, compared to

televised debates, a higher proportion of advertisements of gubernatorial campaigns (28%) were

classified as being predominantly of national content.

Figure 8.4 shows the distribution of predicted probabilities of being national for both presidential

(national) and gubernatorial (state) advertisements. The distributions are both heavily skewed,
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Figure 8.3: Advertisements Predictions: Confusion Matrix

with a very high proportions of advertisements yielding prediction rates close to 100% or 0% for

presidential and gubernatorial advertisements (respectively). When ads are “incorrectly” classified,

it doesn’t seem like such classification occurs with high confidence. That is, the number of cases

around 50% predicted probability is very similar to the number of cases at the 100% incorrect side.

What does a “nationalized” advertisement look like in this context? One gubernatorial ad as-

signed a predicted national probability of 87% reads as follows:

The big developers, energy companies, and the banking industry just love PatMcCrory

and George Bush. Why? Because McCrory and Bush have the same economic phi-

losophy. Less regulation and less oversight to help these companies make even more

profit. The result, economic collapse and a Wall Street Bailout. Who ends up pay-

ing? You the middle-class. Pat McCrory, stop supporting Bush economics and start

supporting more regulation and oversight of big business.

References to then-president George W. Bush and the regulation of Wall Street are clearly
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Figure 8.4: Advertisements Predictions: Predicted Probabilities

national-level topics that the governor of North Carolina has little to do with. However, positions

on such issues may prove informative to voters when making their decisions between candidates.

8.3 Twitter

Lastly, I apply the classification algorithm to the approximately one million tweets from Das et

al. (2022). The prediction results are given in Figure 8.5. Tweets sent by sitting governors in

2018 have a similar state classification rate as gubernatorial advertisements at over 73%, meaning

26% were classified as being predominantly national in nature. For Members of Congress, the

content of the tweets is classified fairly evenly across state and national categories, with slighlty

more being classified as being of predominantly state content. Given the previous discussion about

the parochial and local nature of Congressional districts, this divide is expected.

There are similaries between my results and those of Das et al. (2022). In their analysis, the
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Figure 8.5: Twitter Predictions: Confusion Matrix

authors found the median topic distance between Governors and Members of Congress was 14%

greater than the intra-governor distance. In my analysis, I find a difference in the state classification

rates between the two offices to be around 19%. While the methods are clearly different, this

coherence is reassuring for model performance.

The full distributions of predicted national probabilities are given in Figure 8.6. While there

is similar skewedness to the distribution found in the advertisements classifications, the Twitter

results show a more pronounced bimodality. Given the relatively short length of tweets (only 280

characters), this is unsurprising, as such short statements are likely to only contain references to

one or two topics (or perhaps more correlated topics).
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Figure 8.6: Twitter Predictions: Predicted Probabilities
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9 Concluding Remarks

In this thesis, I have proposed and implemented a text classification algorithm using a structural

topic model for feature reduction. I showed the model performs well in providing interpretable

results for the classification of documents into abstract classes in the context of political science.

In the substantive application, I found that campaign rhetoric amongst gubernatorial candidates in

U.S. state elections predominantly references topics germane to state jurisdictions, casting doubt

on the popular notion that “all politics is national.”

Future research is needed to further understand the uncertainty built-in to quantitative repre-

sentations of text. This is not a problem unique to topic model representations, as many other

representations assume no uncertainty in the translation of word frequency into lower-dimensional

space. This uncertainty may have consequences for the confidence in predictions yielded from the

model.

One of the strengths of the algorithm proposed in this thesis is its flexibility in application. Ad-

ditional research should be done to find best practices for certain defaults within the algorithm.

Furthermore, exciting possibilities exist with the generalization of the model to multi-class classi-

fication problems. Lastly, future work should perform validation on how well the model performs

relative to human coding of testing documents (similar to the topic validation proposed by Ying,

Montgomery, and Stewart (2021)).
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