
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
First principles modeling of planar and point defects in materials

Permalink
https://escholarship.org/uc/item/3tp7x6wh

Author
Tran, Richard

Publication Date
2020
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3tp7x6wh
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA SAN DIEGO

First principles modeling of planar and point defects in materials

A dissertation submitted in partial satisfaction of the
requirements for the degree

Doctor of Philosophy

in

NanoEngineering

by

Richard Tran

Committee in charge:

Professor Shyue Ping Ong, Chair
Professor Olivia A. Graeve
Professor Jian Luo
Professor Francesco Paesani
Professor Andrea Tao

2020



Copyright

Richard Tran, 2020

All rights reserved.



The dissertation of Richard Tran is approved, and it is ac-

ceptable in quality and form for publication on microfilm and

electronically:

Chair

University of California San Diego

2020

iii



DEDICATION

To my loving parents and siblings.

iv



TABLE OF CONTENTS

Signature Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx

Abstract of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxi

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Database of surface properties and Wulff shapes . . . . . . . . . . . 3

1.2.1 Surface properties of materials . . . . . . . . . . . . . . . . 3
1.2.2 Efficient and accurate predictions of surface properties . . . 4
1.2.3 Challenges and overview . . . . . . . . . . . . . . . . . . . 5

1.3 Interfacial dopant segregation to improve the ductility of refractory
materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Refractory materials . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Nanoparticle morphology control with surface dopant segre-

gation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.3 Grain boundary dopant segregation . . . . . . . . . . . . . 8
1.3.4 Objectives and overview . . . . . . . . . . . . . . . . . . . 8

1.4 Defect assisted metal insulator transition for neuromorphic computing 9
1.4.1 Neuromorphic computing . . . . . . . . . . . . . . . . . . 9
1.4.2 Mott insulators . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.3 Use of defects . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.4 Use of DFT . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.5 Objectives and project summary . . . . . . . . . . . . . . . 12

Chapter 2 Surface energies of elemental crystals . . . . . . . . . . . . . . . . . . . 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Slab model generation . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Computational methodology . . . . . . . . . . . . . . . . . 17
2.2.3 Wulff shape . . . . . . . . . . . . . . . . . . . . . . . . . . 18

v



2.2.4 Anisotropy measures . . . . . . . . . . . . . . . . . . . . . 19
2.2.5 Data scope . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.6 Surface calculation workflow . . . . . . . . . . . . . . . . . 21
2.2.7 Code availability . . . . . . . . . . . . . . . . . . . . . . . 24

2.3 Data records . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 File format . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.2 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Technical validation . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.1 Comparison to experimental measurements . . . . . . . . . 26
2.4.2 Comparison with previous computational studies . . . . . . 31

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

Chapter 3 Anisotropic work function of elemental crystals . . . . . . . . . . . . . . 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 Modeling non-uniform work functions . . . . . . . . . . . . 42
3.2.3 Computational details and workflow . . . . . . . . . . . . . 43
3.2.4 Data availability . . . . . . . . . . . . . . . . . . . . . . . 44

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 Experimental and computational validation . . . . . . . . . 46
3.3.2 Work function of missing-row reconstructions . . . . . . . . 49

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Periodic trends in the work function . . . . . . . . . . . . . 50
3.4.2 Discrepancies in the comparisons . . . . . . . . . . . . . . 51
3.4.3 Effect of reconstruction on work function . . . . . . . . . . 53
3.4.4 Models for the work function . . . . . . . . . . . . . . . . . 54

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Chapter 4 Morphology control of tantalum carbide nanoparticles through dopant addi-
tions and surface segregation . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.1 Synthesis and characterization of TaC powders . . . . . . . 61
4.2.2 Computational methods . . . . . . . . . . . . . . . . . . . 63

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3.1 Undoped TaC nanoparticles . . . . . . . . . . . . . . . . . 65
4.3.2 Doping efficacy on morphology control . . . . . . . . . . . 67
4.3.3 Surface segregation of dopants . . . . . . . . . . . . . . . . 71
4.3.4 Dopant shape preference and bonding . . . . . . . . . . . . 74

4.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . 78

vi



Chapter 5 Computational study of metallic dopant segregation and embrittlement at
Mo grain boundaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.1 Grain boundary structural models . . . . . . . . . . . . . . 82
5.2.2 DFT calculations . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.3 Key parameters for segregation studies . . . . . . . . . . . 85
5.2.4 Empirical continuum models . . . . . . . . . . . . . . . . . 86

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.1 Site preference for dopants in Mo twist and tilt GBs . . . . . 87
5.3.2 Dopant segregation energy . . . . . . . . . . . . . . . . . . 90
5.3.3 Strengthening energy . . . . . . . . . . . . . . . . . . . . . 94

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Chapter 6 Metal insulator transition under intrinsic defects in V2O3 . . . . . . . . . 103
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.2.1 DFT calculations . . . . . . . . . . . . . . . . . . . . . . . 106
6.2.2 Initial structures and magnetic configurations . . . . . . . . 107
6.2.3 Intrinsic defects . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.4 Thermodynamic analysis . . . . . . . . . . . . . . . . . . . 108

6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3.1 Functional assessment of bulk properties . . . . . . . . . . 110
6.3.2 Charged defects in LT AFI V2O3 . . . . . . . . . . . . . . . 112
6.3.3 Effect of defects on MIT . . . . . . . . . . . . . . . . . . . 117

6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Chapter 7 Imaging of proton distributions in nickelate-based neuromorphic Devices 122
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.2 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . 126
7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Chapter 8 Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Appendix A Supporting information: Anisotropic work function of elemental crystals . 141

vii



Appendix B Supporting information: Morphology control of tantalum carbide nanopar-
ticles through dopant additions and surface segregation . . . . . . . . . . 163
B.1 Surface energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
B.2 Compositions and X-ray diffraction patterns . . . . . . . . . . . . . 168

Appendix C Supporting information: Computational study of metallic dopant segrega-
tion and embrittlement at molybdenum grain boundaries . . . . . . . . . 174
C.1 Convergence tests . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
C.2 Comparison of EX

seg for Mo and W grain boundaries . . . . . . . . . 176
C.3 Solubility of dopants in Molybdenum . . . . . . . . . . . . . . . . 177
C.4 Corresponding figures for Σ5 (100) twist GB . . . . . . . . . . . . 178

Appendix D Supporting Information: Metal insulator transition under intrinsic defects
in V2O3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
D.1 Derivation of thermodynamic quantities for the calculation of the

defect formation energy . . . . . . . . . . . . . . . . . . . . . . . . 185
D.1.1 Chemical potential . . . . . . . . . . . . . . . . . . . . . . 185
D.1.2 Freysoldt correction . . . . . . . . . . . . . . . . . . . . . 186

Appendix E Supporting Information: Proton distribution visualization in nickelate neu-
romorphic devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
E.1 Spatially resolved diffraction studies . . . . . . . . . . . . . . . . . 191
E.2 Simulation of RNO crystal lattice . . . . . . . . . . . . . . . . . . 195

E.2.1 Rotation operator R̂(α,β,γ) . . . . . . . . . . . . . . . . . 198
E.2.2 Simulation of diffraction . . . . . . . . . . . . . . . . . . . 201

E.3 Theoretical results . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
E.3.1 Structural and magnetic considerations . . . . . . . . . . . 203
E.3.2 H-doping concentration from XAS shift . . . . . . . . . . . 204
E.3.3 Integrated charge density analysis . . . . . . . . . . . . . . 204

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

viii



LIST OF FIGURES

Figure 1.1: Left: 2D projection of the Wulff construction for an orthorhombic crystal
with the x− y plane parallel to the (001) plane. Center: Projection of the
resulting equilibrium shape on the (001) plane. Right: Examples of Wulff
shapes for a cubic crystal with varying γ.5 . . . . . . . . . . . . . . . . . . 4

Figure 1.2: Types of phase transitions available to Mott insulators. The inner circle
shows the underlying mechanism behind transition. The mid-ring represents
various stimuli to trigger transition and the outer ring illustrates the physical
properties that can be changed. Note that some property changes are coupled 10

Figure 2.1: Construction of Y (101̄2) slab from the conventional unit cell. Note that the
c lattice vector does not necessarily need to be perpendicular. . . . . . . . . 17

Figure 2.2: The Wulff shape of α-Fe generated with surface energies for facets up to a
max Miller index of (a) 3 and (b) 1. . . . . . . . . . . . . . . . . . . . . . 19

Figure 2.3: A schematic of the high throughput-infrastructure for the calculation the
surface energies of elemental crystalline solids. Dashed blocks represent
workflow steps performed in parallel. . . . . . . . . . . . . . . . . . . . . 22

Figure 2.4: Screenshot of the Crystalium web application at Crystalium . . . . . . . . 25
Figure 2.5: Plot of experimental versus calculated weighted surface energies for ground-

state elemental crystal. Structures known to reconstruct have blue data points
while square data points correspond to non-metals. Points that are within the
standard error of the estimate (±0.27 J m−2) lie in the white region. . . . . 29

Figure 2.6: (a) Plot of the difference in surface energy (∆γ110 = γreconstruct
110 − γrelaxed

110 )
between the reconstructed and unreconstructed (110) surface of fcc metals.
Negative values indicate a tendency to reconstruct. (b) Unreconstructed and
(c) reconstructed models for a (110) fcc slab are shown. . . . . . . . . . . 30

Figure 3.1: Plot of the electrostatic potential along the hcp Rb (0001) slab model. The
Fermi energy (Ef), electrostatic potential of the vacuum region (Vvac), average
electrostatic potential of the slab region (V interior

slab ) and work function (Φ) are
indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 3.2: Marker shape and color scheme for plots. . . . . . . . . . . . . . . . . . . 45
Figure 3.3: Plot of (a) experimentally measured Φ

expt
poly vs the computed Φ̄ and (b) Φ

expt
poly

vs the computed Φlowest
hkl . The single-factor linear regression line y = x+ c

for both plots are indicated as dashed blue lines along with the R2 value and
standard error of the estimate (SEE). Values within the light blue (light . . 46

Figure 3.4: Plot of computed facet-dependent ΦHT
hkl in this work vs (a) experimental

values171,183,196 (b) literature PBE values8,20,176,177, (c) literature LDA val-
ues8,20,177 and (d) RPBE values (this work). . . . . . . . . . . . . . . . . . 47

ix

http://crystalium.materialsvirtuallab.org


Figure 3.5: Plot of the (110) work function for an unreconstructed (Φunrecon
110 ) and 1×2

missing-row reconstructed (Φrecon
110 ) surface for fcc materials. Data points cor-

responding to materials where reconstruction is thermodynamically favorable
(−2 meVÅ

−2
< γrecon

110 − γunrecon
110 ) are labelled in blue. . . . . . . . . . . . . 49

Figure 3.6: Plot of Φ̄ versus (a) group number and (b) γ̄ for transition metals, and (c) Φ̄

versus group number for lanthanides. The left and right dashed lines in (a)
corresponds to the parabolic peak when plotting group number against γ̄ and
Φ̄ respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 3.7: Plot of the normalized broken bonds vs Φhkl/Φ̄ normalized by average work
function for (a) fcc, (b) bcc and (c) hcp structures for elemental crystalline
solids commonly observed in literature. A legend indicating the element of
each corresponding marker is shown at the bottom right. . . . . . . . . . . 54

Figure 3.8: Plot for the calculated Φ̄ against (a) Pauling electronegativity χ and metallic
radius R, and (b) predictions from improved model for Φ̄ = 1.55+3.76 χ

ratom
,

where ratom =3 √Vatom and Vatom is the unit cell volume per atom. . . . . . 56

Figure 4.1: Characterization of undoped TaC powders, particle shapes and surface en-
ergies. (a) Scanning electron micrograph and (b) X-ray diffraction pattern
of undoped TaC powders. (c) Varying morphologies corresponding to the
surface energy ratio (R = γ111/γ100) and (D) surface energies for the TaC . 67

Figure 4.2: Electron microscopy of powders. Scanning electron micrographs for (a)
Fe-doped, (b) Ni-Ti co-doped, and (c) Nb-doped TaC powders. . . . . . . . 69

Figure 4.3: Statistical abundance of particle shapes. For the undoped, Co-, Ni-, Fe- and
Ni/Ti- doped TaC powders, the resulting morphologies are (a) non-faceted,
(b) faceted polyhedrons, and (c) cubic. . . . . . . . . . . . . . . . . . . . . 71

Figure 4.4: Dopant concentrations, surface energies and slab models. (a) Plot of the
concentration of dopants detected by X-ray photoelectron spectroscopy with
respect to the concentration detected by energy dispersive spectroscopy. The
samples chosen for comparison have the highest abundance of modified . . 73

Figure 4.5: Calculated enthalpy maps of R as a function of ∆µX with respect to ∆µC. (a)
Ni in TaC, (b) Co in TaC, (c) Fe in TaC, (d) Ti in TiTa3C4 with ∆µTi =−0.4
eV, and (e) Ni in TiTa3C4 with ∆µTi =−2 eV at the surface. The dashed line
indicates R = 1.15 (formation of cuboctahedrons) and partitions the enthalpy 76

Figure 4.6: -ICOHP bond contributions of dopant bonds at the surface. (a) Table of
the percentage of covalency for the dopant bonds at the surface and the
corresponding metal atom that was substituted in the undoped surface. The
remainder percentage represents metallicity. Ni* indicates Ni substituting Ti 77

Figure 5.1: Structure model for (a) the Mo Σ5(310) tilt GB and (b) the Mo (310) surface
slab. Symmetrically distinct sites in the tilt GB are numbered with increasing
integers representing increasing distance from the mirror plane. . . . . . . 83

Figure 5.2: Structure model for Mo Σ5(100) twist GB. Coincident sites are labeled with
the number 0, while non-coincident sites are labeled as 1. . . . . . . . . . . 84

x



Figure 5.3: Plot of energy difference between GBs doped at different sites ESiteM
GB+X −

ESiteN
GB+X against relative radius RX/RMo. (a) ESite1

GB+X −ESite0
GB+X of the Σ5 (310)

tilt GB; (b) ESite1
GB+X −ESite2

GB+X of the Σ5 (310) tilt GB; (c) ESite1
GB+X −ESite0

GB+X of
the twist Σ5 (100) GB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Figure 5.4: Comparison between the lowest EX
seg of the tilt and twist GBs of Mo. . . . . 92

Figure 5.5: Comparison of the EX
seg calculated using (a) the McLean model and (b) the

Miedema model with the lowest DFT predicted values for the Σ5(310) tilt
GB. For the Miedema model, EX

seg is given as a range, and EX
seg for Bi, Mg

and Sn have no minimum value stated in the literature 55. . . . . . . . . . . 93
Figure 5.6: Plot of the lowest tilt segregation energy EX

seg against (a) the relative metallic
radius difference RX−RMo

RMo
for each dopant X , and (b) the square of the relative

Pauling electronegativity (χX−χMo)
2 for each dopant X . . . . . . . . . . . 94

Figure 5.7: Plots of the strengthening energy EX
SE versus segregation energy EX

seg for the
27 dopants in the Σ5 (310) tilt GB. (a) based on lowest energy dopant site in
GB and free surface (l-to-l approach); (b) based on Site 0 (m-to-s approach).
Dopants in the white region (positive EX

seg) prefer to stay in the . . . . . . . 96
Figure 5.8: Plot of the observed strengthening energy EX

SE for the site with the lowest
EGB

seg versus the two factor linear model for EX, model
SE (EX

coh, RX−RMo
RMo

) for the 27
dopants in the Σ5 (310) tilt GB. (a) Fitting performed . . . . . . . . . . . . 97

Figure 6.1: Conventional unit cells of (a) the LT monoclinic (large red/blue spheres
correspond to opposite spins) (b) and HT corundum phases of V2O3. The
Wyckoff symbols and spin directions of each symmetrically distinct site is
given on the right of each structure. . . . . . . . . . . . . . . . . . . . . . 107

Figure 6.2: Plots of the (a) band gap of the LT AFI phase of V2O3 and (b) energy
difference per formula unit relative to the HT FM phase for the PBE, PBE+U ,
SCAN, SCAN+U and HSE functionals. The U parameters of 2.68 eV and
1.35 eV for PBE+U and SCAN+U , respectively, were calibrated to reproduce 112

Figure 6.3: Stability map for charged and neutral defects in LT V2O3 as a function of εF
and ∆µO. The legend at the top indicates the colors representing defect types.
The lighter red region indicates where the formation of vanadium-deficient
V2O3 is favorable relative to stoichiometric V2O3, i.e., E f orm < 0 eV, while 114

Figure 6.4: Total (green), O-2p (blue), and V-3d (red) orbital DoS for a 2×2×2 supercell
of (a) LT stoichiometric V2O3 and non-stoichiometric V2O3 containing a
(b) vV, (c) vV, (d) v ′O or (e) vO defect. The VBM and CBM of the non-
stoichiometric V2O3 (black . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Figure 6.5: The 2×2×2 supercell of V2O3 containing vV (a) and vO (b). All sites with
Bader charges that differ from bulk-like charges are labelled while all other
sites have bulk-like charges. Bulk-like charges are labelled on the top left
sites for oxygen (-1.24) and vanadium (+1.87). . . . . . . . . . . . . . . . 117

xi



Figure 6.6: The neutral defect formation energy (E f orm) for Oi, Vi, vV and vO in LT AFI
(solid) and HT FM (dashed) V2O3 as a function of the oxygen chemical
potential (∆µO, top x axis). The temperature scales based on p0 = 0.1 (p0 =
10−13 MPa in parenthesis) is provided on the bottom x axis. . . . . . . . . 118

Figure 7.1: (a) Orthorhombic crystal structure of SNO. The breathing mode is shown
by color: expanded NiO6 octahedra are yellow and contracted are orange.
(b) Rotation of the NiO6 octahedra described by three angles α, β, and γ (c)
breathing mode with magnitude B, (d) displacement d = (dx,dy,dz) of the . 125

Figure 7.2: (a) Spatially-resolved map of the fluorescence signal at E=8345 eV. The
white dashed lines outline the Pd and Au electrodes. Bright areas next to
the Pd electrode correspond to the reduced valence of nickel ions due to the
presence of H+. (b) Experimentally measured normalized XAS spectra at . 129

Figure 7.3: (a) Normalized intensity map of the {101} reflection. The white dashed
lines outline Pd and Au electrodes. The dark region between the electrodes
corresponds to the area where H+ doping results in structural changes in the
film. (b) Spatially-resolved map of the Q-position (Å−1) of the {202} . . . 133

Figure A.1: Plot of computed facet-dependent Φhkl using LDA from the literature8,20,177

vs experimental values171,183,196. . . . . . . . . . . . . . . . . . . . . . . . 158
Figure A.2: Plot of the cohesive energy (Ecoh) versus the group number for lanthanides. 159

Figure B.1: X-ray diffraction patterns of Ni-doped TaC powders. . . . . . . . . . . . . 169
Figure B.2: X-ray diffraction patterns of Co-doped TaC powders. . . . . . . . . . . . . 170
Figure B.3: X-ray diffraction patterns of Fe-doped TaC powders. . . . . . . . . . . . . 171
Figure B.4: X-ray diffraction patterns of Nb-doped TaC powders. . . . . . . . . . . . . 172
Figure B.5: X-ray diffraction patterns of Ni/Ti-doped TaC powders. . . . . . . . . . . . 173

Figure C.1: Convergence tests for validating GB size and k-points. EGB+Nb−EGB is
converged with respect to the lattice size along the [001] and [13̄0] direction
for the twist GB C.1a and tilt GB C.1b. The GB energy (γGB) is converged
with respect to k1 (k1 = k2) for the twist GB C.1c and the tilt GB C.1d. . . . 175

Figure C.2: Comparison of EX
seg for selected dopants in Mo tilt and twist and W GB. The

values for the W system are obtained from a study by Li et al. 50 . . . . . . 176
Figure C.3: The dependence of the segregation energy EX

seg on the solubility of the dopants
(KX ) in bulk Mo. Values for KX were extrapolated at 800 K from experimen-
tally derived phase diagrams322–325. . . . . . . . . . . . . . . . . . . . . . 177

Figure C.4: Plot of the strengthening energy EX
SE versus segregation energy EX

seg for the
29 dopants in the Σ5 (100) twist GB. (a) based on the site with the lowest
EX

seg; (b) based on Site 0. Dopants in the white region (positive EX
seg) prefer

to stay in the bulk. For dopants that segregate, those with negative EX
SE (blue 178

xii



Figure C.5: Plot of the observed strengthening energy EX
SE for the site with the lowest

EGB
seg versus the two factor linear model for EX, model

SE (EX
coh, RX−RMo

RMo
) for the

29 dopants in the Σ5 (100) twist GB. (a) Fitting performed based on the site
with the lowest EGB

seg . kcoh = 0.259 ± 0.029, kR = 5.898 ± 0.730. (b) Fitting 179
Figure C.6: Plot of the relative difference in atomic size versus the difference in the

cohesive energy between the dopant X and host Mo. . . . . . . . . . . . . 180

Figure D.1: Plots of the (a) band gap of the LT AFI phase of V2O3 and (b) energy
difference per formula unit relative to the HT FM phase for the PBE+U (red)
and SCAN+U (blue) functionals as a function of the effective Hubbard U
(Ue f f ) correction value (x-axis). Dashed lines depict a linear fitting for . . . 184

Figure D.2: Neutral defect formation energy (E f orm) for Oi, Vi, vV and vO in LT AFI
(solid) and HT NM (dotted) V2O3 as a function of the oxygen chemical
potential (∆µO, top x axis). The temperature scales based on p0 = 0.1 (p0 =
10−13 MPa in parenthesis) is provided on the bottom x axis. . . . . . . . . 188

Figure D.3: Total density of states for corundum phase V2O3 containing νV (red), νO
(blue) and no defects (green) under a (a) FM and (b) and NM configuration. 189

Figure E.1: Averaged diffraction pattern for the {101} reflection (a) and the {202} re-
flection (b). Projection of the averaged diffraction pattern along the vertical
direction is shown in (c,d). The signal from the {101} reflection can be fitted
by a single Gaussian function (c), while the signal from the {202} reflection 192

Figure E.2: (a-c) Intensity (a), Q-position (b), and the width (c) of the {202} reflection
from the SNO film. (d-f) Intensity (d), Q-position (e), and the width (f) of the
LAO {111} substrate reflection. The electrodes are outlines with dashed lines. 193

Figure E.3: (a-b) Fluorescence signal from Au (a) and Pd (b) indicates position of elec-
trodes. (c) Non-resonant fluorescent signal from Ni shows the uniform SNO
film across the device. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

Figure E.4: (a) Orthorhombic unit cell of SmNiO3 taken from the literature15. For
better visualization, NiO6 octahedra are shown around each Ni atom. The
contracted octahedra are orange, and expanded are yellow (the breathing
mode). (b) An identical unit cell of SmNiO3 consisting of 36 atoms (see . . 199

Figure E.5: Intensity of the {101} reflection I101 (a-c) and {202} reflection I202 (d-f) as a
function of NiO6 octahedra tilt angles (a,d), displacement of the Sm3+ cation
(b,e), and breathing distortion (c,f). The intensities are normalized to the
value in the pristine SmNiO3. . . . . . . . . . . . . . . . . . . . . . . . . 202

Figure E.6: Calculated shift of the XAS peak for H-doped SmNiO3 relative to the peak
of the XAS for pristine SmNiO3 (y-axis) for various ratios of H:Ni in the
SmNiO3 supercells (x-axis). The experimental shift for H-doped SmNiO3 is
shown for reference (dashed line). . . . . . . . . . . . . . . . . . . . . . . 205

xiii



Figure E.7: Integrated spin density for the E.7a undoped and E.7b H-doped SmNiO3
system. Dashed (solid) lines indicate the Ni site corresponding to the smaller
(larger) NiO6 polyhedron. The corresponding oxidation state for each Ni-site
is shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

xiv



LIST OF TABLES

Table 2.1: The meta data for a particular material. . . . . . . . . . . . . . . . . . . . . 22
Table 2.2: Surface properties for a crystal. Properties denoted by * are defined for each

distinct surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Table 2.3: The possible warnings tagged for each surface calculation. . . . . . . . . . 24
Table 2.4: Comparison between the calculated unreconstructed and reconstructed surface

energies, and experimental surface energies (in J m−2) for various surfaces of
Si. The calculated area fractions based on the Wulff shapes are also provided. 31

Table 2.5: A comparison of the high-throughput values to experimental and computed
values for materials from the literature. A range of values is provided based
on the lowest and highest values found in the literature. . . . . . . . . . . . 32

Table 5.1: The coordination number, average bond length and polyhedron volume for
each site before dopant insertion. . . . . . . . . . . . . . . . . . . . . . . . 90

Table 6.1: Phase transition critical temperature Tc of stoichiometric and non-stoichiometric
V2O3. Percentage change in Tc relative to that of stoichiometric V2O3 is indi-
cated in the last column. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

Table A.1: The values of Φ̄ and Φlowest
hkl (along with its corresponding Miller index) from

high-throughput calculations and the experimental Φ
expt
poly from the literature. 142

Table A.2: A comparison of the high-throughput values to experimental and computed
values for materials from the literature. . . . . . . . . . . . . . . . . . . . . 146

Table A.3: The R values for γhkl and Φhkl as a function of normalized broken bonds per
surface area (BB) and Φhkl as a function of γhkl. . . . . . . . . . . . . . . . . 160

Table B.1: The coefficients and constants, see (Equation B.14), used to calculate the
surface energy as a function of ∆µi for all slab models. Values of Γi are the
coefficients to ∆µi in units of Å

−2
and represent the coverages of species i at

the surface, while the units of the constant b are eVÅ
−2

. Entries labeled . . 165
Table B.2: Dopant concentrations on the TaC powders determined from energy dispersive

spectroscopy. The dopant concentrations listed for the Ni/Ti-doped TaC
powders represent the concentrations of Ti in the powders. The concentration
of Ni for these powders was fixed at 2.5 at.%. . . . . . . . . . . . . . . . . 168

Table C.1: P-values obtained for the multiple linear regressions using ANOVA from
Figures 8 and C.5. Tests were conducted with a confidence of 95%. . . . . . 180

Table C.2: A table for values of EFS
seg, EGB

seg and ESE (Unit: eV). EFS
seg and EGB

seg for all
dopants in all sites of the tilt and twist GBs calculated in this study are listed.
ESE are listed for each dopant correspond to the lowest EGB

seg site in both
systems. Dopants (X) are listed in a descending of the metallic radius. . . . 181

xv



Table C.3: Values of the metallic radii (RX ), cohesive energy (Ecoh) and Pauling elec-
tronegativity (χ) for the 29 dopants and the host material (Mo) used in this
study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Table D.1: Energy difference (in meV/f.u.) for monoclinic V2O3 for a non-magnetic
(∆ENM−AFI) and ferromagnetic (∆EFM−AFI) configuration relative to an anti-
ferromagnetic configuration for 5 different functionals. Ue f f values of 2.68 eV
and 1.35 eV are chosen for the PBE+U and SCAN+U functionals respectively.187

Table D.2: Calculated lattice parameters of the low (I2/a) and high (R3̄c) temperature
phases and their experimental counterparts for various functionals. Ue f f
values of 2.68 eV and 1.35 eV are chosen for the PBE+U and SCAN+U
functionals respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Table E.1: Coordinates of the atoms in SmNiO3 orthorhombic unit cell with lattice
parameters ao = 5.328 Å, bo = 5.437 Å and co = 7.568 Å15. The numbers in
brackets next to oxygen atoms indicate an index of Ni atom, relative to which
the coordinates of the oxygen atoms are calculated (see . . . . . . . . . . . 196

xvi



ACKNOWLEDGEMENTS

I would like to express my gratitude to my advisor, Prof. Shyue Ping Ong, for his support,

guidance, and patience throughout my graduate studies. I would like to thank him for providing

me with the opportunities afforded to me to become the scientist that I am today. I will do my

best to carry out the professionalism in research and programming that he has taught me. I would

also like to express my gratitude to the thesis committee Prof. Jian Luo, Prof. Oliva Graeve, Prof.

Andrea Tao and Prof. Francesco Paesani for their assistance and support in the completion of this

dissertation.

Secondly, I am grateful to my collaborators, Dr. Zihan Xu, Dr. Balachandran Radhakrish-

nan, Dr. Chi Chen, Dr. Donald Winston, Prof. Wenhao Sun, Prof. Kristin A. Persson, Dr. Naixie

Zhou, Prof. Jian Luo, Dr. Joseph H. Montoya, Dr. Xiang-Guo Li, Prof. Olivia Graeve, Dr. Tianqi

Ren, Hui Zheng, Prof. Yoav Kalcheim, Prof. Ivan Schuller, Dr. Ivan A. Zaluzhnyy, Prof. Shriram

Ramanathan, Prof. Oleg G. Shpyrko, and Prof. Alex P. Frano. I also would like to thank the

Materials Virtual Lab (MAVRL) group members for all the advice and insight they have given

me and for helping to bring me out of my shell. Special thanks to Dana Jimenez for keeping me

on track with scheduling classes and filing paper work and to Matthew Horton for his help with

the Materials Project and Pymatgen.

Finally, I would like to thank my parents and my siblings for their unconditional love and

support.

Chapter 2 is, in full, a reprint of the material “Data Descriptor: Surface energies of

elemental crystals” as it appears in Scientific Data, Richard Tran, Zihan Xu, Balachandran

Radhakrishnan, Donald Winston, Wenhao Sun, Kristin A. Persson and Shyue Ping Ong, 2016, 3

(160080), pp 1-13. The dissertation author was the primary investigator and author of this paper.

All calculations and data analysis were performed by the author.

Chapter 3 is, in full, a reprint of the material “Anisotropic work function of elemental

crystals” as it appears in Surface Science, Richard Tran, Xiang-Guo Li, Joseph H. Montoya,

xvii



Donald Winston, Kristin A. Persson and Shyue Ping Ong, 2019, 687(September), pp 48-55. The

dissertation author was the primary investigator and author of this paper. Most calculations and

data analysis were performed by the author.

Chapter 4 is, in full, a reprint of the material “Morphology control of tantalum carbide

nanoparticles through dopant additions and surface segregation”, Tianqi Ren, Richard Tran,

Sebatstian Lee, Aric Bandera, Manuel Herrera, Xiang-Guo Li, Shyue Ping Ong and Olivia A.

Graeve. This material has been submitted to a peer-reviewed journal and is currently being

reviewed for publication. The dissertation author was the primary investigator and author of this

paper. All calculations and data analysis for the computational part of this paper were performed

by the author. The experimental portion of the work – synthesis and characterization – was

done by collaborators Tianqi Ren, Sebatstian Lee, Aric Bandera, Manuel Herrera, and Olivia A.

Graeve.

Chapter 5 is, in full, a reprint of the material “Computational study of metallic dopant

segregation and embrittlement at Molybdenum grain boundaries” as it appears in Acta Materialia,

Richard Tran, Zihan Xu, Naixie Zhou, Balachandran Radhakrishnan, Jian Luo and Shyue Ping

Ong, 2016, 117 (July), pp 91-99. The dissertation author was the primary investigator and author

of this paper. Most calculations and data analysis were performed by the author.

Chapter 6 is, in full, a reprint of the material “Metal insulator transition under intrinsic

defects in V2O3”, Richard Tran, Yoav Kalcheim, Xiang-Guo Li, Ivan Schuller, and Shyue Ping

Ong. This material has been submitted to a peer-reviewed journal and is currently being reviewed

for publication. The dissertation author was the primary investigator and author of this paper. All

calculations and data analysis were performed by the author.

Chapter 7 is, in full, a reprint of the material “Imaging of proton distributions in nickelate-

based neuromorphic devices”, Ivan A. Zaluzhnyy, Peter O. Sprau, Richard Tran, Qi Wang,

Hai-Tian Zhang, Zhen Zhang, Nelson Hua, Boyan Stoychev, Mathew J. Cherukara, Martin

V. Holt, Evgeny Nazarertski, Xiaojing Huang, Hanfei Yan, Ajith Pattammattel, Yong S. Chu,

xviii



Shyue Ping Ong, Shriram Ramanathan, Oleg G. Shpyrko, and Alex P. Frano. This material has

been submitted to a peer-reviewed journal and is currently being reviewed for publication. All

calculations and data analysis for the computational part of this paper were performed by the

author. The experimental portion of the work – synthesis and characterization – was done by

collaborators Ivan A. Zaluzhnyy, Peter O. Sprau, Qi Wang, Hai-Tian Zhang, Zhen Zhang, Nelson

Hua, Boyan Stoychev, Mathew J. Cherukara, Martin V. Holt, Evgeny Nazarertski, Xiaojing

Huang, Hanfei Yan, Ajith Pattammattel, Yong S. Chu, Shriram Ramanathan, Oleg G. Shpyrko,

and Alex P. Frano.

I would like to acknowledge the following programs under the U.S. Department of Energy

for financial support: the Materials Project under Contract no. DE-AC02-05-CH11231 and

Quantum Materials for Energy Efficient Neuromorphic Computing (Q-MEEN-C) under Award #

DE-SC0019273. I would also like to acknowledge the U.S. Department of Defense for financial

support as a part of the National Security Science and Engineering Faculty Fellowship (NSSEFF)

under ONR Grant No. N00014-15-1-0030. I like to acknowledge the computing resources pro-

vided by the Triton Shared Computing Cluster (TSCC), the National Energy Research Scientific

Computing Centre (NERSC), the Extreme Science and Engineering Discovery Environment

(XSEDE), and the Center for Nanoscale Materials (CNM).

xix



VITA

2015 B. S. in Nanoengineering, University of California San Diego

2017 M. S. in Nanoengineering, University of California San Diego

2020 Ph. D. in Nanoengineering, University of California San Diego

PUBLICATIONS

1. Richard Tran, Zihan Xu, Balachandran Radhakrishnan, Donald Winston, Wenhao Sun, Kristin
A. Persson and Shyue Ping Ong “Data Descriptor: Surface energies of elemental crystals”,
Scientific Data, 2016, 3 (160080), pp 1-13.

2. Richard Tran, Xiang-Guo Li, Joseph H. Montoya, Donald Winston, Kristin A. Persson and
Shyue Ping Ong “Anisotropic work function of elemental crystals”, Surface Science, 2019, 687
(September), pp 48-55.

3. Richard Tran*, Zihan Xu*, Naixie Zhou, Balachandran Radhakrishnan, Jian Luo and Shyue
Ping Ong “Computational study of metallic dopant segregation and embrittlement at Molybdenum
grain boundaries” Acta Materialia, 2016, 117 (July), pp 91-99. (*These authors contributed
equally)

xx



ABSTRACT OF THE DISSERTATION

First principles modeling of planar and point defects in materials
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Defects are a key component in fine tuning the behavior of materials for technological

applications. In this thesis, we explore the effect of planar (in the form of surfaces and grain

boundaries) and point defects on material properties. We will use density functional theory

(DFT) calculations to uncover the physics behind defect modified material properties and develop

high-throughput databases. This thesis is broadly divided into three topics.

The first topic (Chapters 2 and 3) focuses on developing a high-throughput database

for surface energy and work function. This study covers elemental crystalline solids of over

100 polymorphs and over 70 elements. Our database is rigorously validated against previous

experimental and computational data where available. We propose a weighted work function

xxi



and surface energy based on the Wulff shape that can be compared to measurements from

polycrystalline specimens. We show that the weighted work function can be modeled empirically

using simple atomic parameters. Finally, we analyze work function anisotropy with simple bond

breaking rules for metallic systems.

The second topic (Chapters 4 and 5) is an investigation of the role of metallic dopant

segregation in the planar defects of refractory materials with the intention of reducing room

temperature brittleness. We use DFT calculations in conjunction with experimental results to

demonstrate dopant induced nanocube formaiton in TaC which is useful for reducing material

porosity during sintering. We also investigate the strengthening/embrittling effects of 29 dopants

at the grain boundaries of Mo using DFT and empirical continuum models and assessed several

simple atomic parameters as predictors for segregation and embrittlement.

The third topic (Chapters 6 and 7) investigates the role of point defects on the metal

insulator transition (MIT) of quantum materials for the purpose of developing energy-efficient

neuromorphic devices. Using the PBE+U functional, we explore the effect of intrinsic point

defects on temperature and electric field induced MIT in V2O3. In corroboration with experimental

results, we also investigate the use of H-doping to tune the Ni valency of SmNiO3 which has

broad implications in its MIT properties.

xxii



Chapter 1

Introduction

1



1.1 Background

Crystallographic defects are ubiquitous in nature and can act as double-edged swords by

hindering or improving the applicability of materials. For example, point defects in semiconduc-

tors can lead to the formation of carrier traps. Such traps can decrease the efficiency of devices by

causing early carrier recombination via the Shockley-Read-Hall mechanism1,2. At the same time,

traps can also act as springboards for carrier conduction via the Poole-Frenkel effect3, reducing

the amount of energy needed for electronic switching.

The advent of broad access to supercomputing power coupled with the Kohn-Sham

ansatz4 to Schrödinger’s equation has given birth to the practical application of density functional

theory (DFT) for materials design. DFT allows for first principles predictions of various material

properties by mapping the many-electron Schrödinger’s equation to a functional of the electron

density. These developments have aided in furthering our understanding of crystallographic

defects by allowing for the accurate and efficient modelling of large interfacial structures and

other defect-containing supercells.

In this thesis, we will explore planar and point defects using DFT. A planar defect exists

in a two-dimensional space and includes surfaces and grain boundaries. A point defect exists in

a zero-dimensional space and includes vacancies, self- and impurity-interstitials, and impurity

substitutions. We note that these two classes of defects are not mutually exclusive as some

impurities can substitute atoms at a planar defect or bind to existing surface atoms as adsorbates.

The remainder of this thesis is organized into three parts. Chapters 2 and 3 will focus on

the construction of a database for the surface energies and work functions of elemental crystalline

solids. Chapters 4 and 5 will explore the segregation of substitutional dopants in the grain

boundaries and surfaces of refractory materials with the goal of mitigating intrinsic brittleness.

Finally Chapters 6 and 7 will explore point defects in quantum materials exhibiting metal insulator

transition for the application of energy efficient neuromorphic computing.
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1.2 Database of surface properties and Wulff shapes

1.2.1 Surface properties of materials

The surfaces of materials are structurally and chemically more complex relative to the

ordered structure of the bulk. Surface properties are of significant interest in the application and

engineering of materials. For example, the immediate exposure of the surface to an external

environment and the instability brought about by the under-coordination of surface atoms allows

for chemical reactions such as corrosion and catalysis to occur. Furthermore, the surface acts as

the threshold whereby the electron of a material escapes into the vacuum. The energy required to

effect this escape is called the work function (Φ) and is directly dependent upon the properties

of the surface. The work function has of key importance in many technological applications,

including thermionic electron guns, semiconducting devices, and vacuum chambers.

The surface of a material can be classified by its Miller index or (hkl) plane, i.e. the plane

in which a material was cleaved to form a facet. Different facets will have different geometrical

and chemical makeups on the surface which results in slight variations in thermodynamics,

reactivity, and Φ. The ease in which a particular facet will form and its stability is determined by

the surface energy (γ), which is the excess energy of the surface relative to the bulk, given by:

γ =
Etot−Ebulk

Aslab
(1.1)

where Etot is the total energy of a system containing a surface, Ebulk is the energy of the bulk

phase of a material and Aslab is the surface area generated from cleaving the material.

A crystal will generally facet into the most stable surfaces to reduce its overall surface

energy. γ also plays an important role in determining the equilibrium crystal, or Wulff shape, of a

material. This shape can be derived from the Wulff construction illustrated in Figure 1.1(left and

center) whereby a set of (hkl) planes of the material are arranged at a distance from an origin
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proportional to their γ. The convex polyhedron formed from the bisecting planes is the Wulff

shape. Although variations in γ can lead to a variety of shapes as seen in Figure 1.1(right), the

Wulff shape will always maintain the point group of its parent crystal.

Figure 1.1: Left: 2D projection of the Wulff construction for an orthorhombic crystal with the
x− y plane parallel to the (001) plane. Center: Projection of the resulting equilibrium shape on
the (001) plane. Right: Examples of Wulff shapes for a cubic crystal with varying γ.5

1.2.2 Efficient and accurate predictions of surface properties

DFT calculations have been used extensively to explore a multitude of surface related

properties such as surface energy, work function and surface relaxation. However these properties

require numerous calculations beginning with the relaxation of the unit cell, followed by the

relaxation of several supercell slab models representing multiple possible surfaces with different

Miller indices.

As a result, a great deal of computational studies have been dedicated to improving the

efficiency and accuracy of these calculations. Some studies coupled DFT with optimization

techniques such as Bayesian optimization6 and genetic algorithms7 to develop efficient means of

predicting stable surface structures. Developments in DFT functionals to better model van der

Waals forces, such as the SCAN+rVV108 and BEEF-vdW9,10, have also led to more accurate

predictions of surface energy, work function, adsorption, and relaxation.
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Numerous empirical models11,12 have also been proposed to predict surface energy

without the use of expensive DFT calculations. The most well known is the broken bond model13

given by:

γ =
NBBEcoh

ANCN
(1.2)

where NBB is the number of broken surface bonds, NCN is the bulk coordination number, A

is the surface area and Ecoh is the cohesive energy of the material. Similarly Smoluchowski

smoothing14 proposes an inverse relationship between work function and the number of broken

bonds. However, such empirical models fall far short of the accuracy provided by DFT due to the

absence of surface relaxation and restriction to elemental metallic systems.

Material databases constructed via high-throughput DFT calculations15 have provided

the necessary data needed to formulate predictive models for material properties using machine

learning16–18. A similar database for surface properties can provide the data required to generate

such models. Vitos et al. 19 has previously compiled a database for γ for ground state metals up to

Pu with the full charge density DFT method under a maximum Miller index (MMI) of 1. Similar

data sets for the electronic work function Φ are more scarce with Waele et al. 20 having only

compiled a data set for 48 elemental crystalline solids under a MMI of 1. More recently, Palizhati

et al. 21 was able to produce a database of surface energies for 3285 intermetallic alloys under a

MMI of 2. Neural networks were then used to produce a predictive model for γ with a test mean

absolute error of 8.2 meVÅ
−2

.

1.2.3 Challenges and overview

The recent database and model for γ developed by Palizhati et al. 21 is a massive leap

from the limited bond-breaking models previously proposed. However, there is still much to be

desired in when it comes to the modelling of surface properties. For example, few investigations

into modeling γ and Φ have yet to be explored for reconstructed surfaces22–24 let alone any new
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models for Φ in general.

In this thesis we provide the ground work for the database of surface properties. Our

database includes the surface energy, work function, and Wulff shape for over 100 polymorphs

of over 70 elemental crystalline solids with a MMI of 2 and 3 for non-cubic and cubic crystals

respectively. Our database also includes information for well known reconstructed surface

structures. Chapter 2 focuses on the construction of our high-throughput workflow which we use

to generate the surface energies and Wulff shapes of the elemental crystalline solids. Chapter 3

focuses on expanding our database to include the work functions of these materials and assesses

the Smoluchowski model for anisotropic values of Φ as well as propose a new model for Φ for

polycrystalline materials. We also investigate the influence of reconstruction on Φ.

1.3 Interfacial dopant segregation to improve the ductility of

refractory materials

1.3.1 Refractory materials

Refractory metals are defined by a melting temperatures above 2273 K and exceptional

hardness. Such materials are useful in high temperature environments such as those found in

scramjet engines, turbine blades, and nuclear reactors. These exceptional properties also lead

to excellent creep, sputtering, and corrosion resistance making refractory metals applicable to

medical equipment and protective coating materials.

The elemental solids that are classified as refractory metals are Nb, Mo, Ta, W and Re.

Additional elements such as silicon, carbon, nitrogen and boron can be added to these metals

to form refractory ceramics. These compounds can exhibit increased melting temperatures and

hardness due to the hybridization of the metallic d and nonmetal p orbitals to form strong covalent

bonds. For example, the addition of silicon to molybdenum can form MoSi2 which can increase
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the yield strength relative to Mo as much as a factor of six25. Meanwhile the addition of carbon

can lead to the formation of transition metal carbides with melting temperatures well above 3200

K26 and as such are referred to as ultra-high temperature ceramics.

Despite the intrinsic hardness of these materials, the formation of microstructural defects in

the form of grain boundaries (GBs) and pores leads to an innate brittleness under room temperature

conditions, limiting practical application. Furthermore, impurities such as oxygen and bismuth

can concentrate at these defects to form precipitants that exacerbate material brittleness.

1.3.2 Nanoparticle morphology control with surface dopant segregation

Although sintering can reduce porosity by compacting individual grains and particles, it is

not guaranteed to eliminate them completely. Further reduction in porosity can be accomplished

by controlling the nano- and microstructural shape of particles to form more compact geometries

such as cubes which allow for uniform stacking during sintering to close existing pores.

Modifying the morphology of these particles begins with changing the surface energy of

the material in accordance to the Wulff construction. Methods of tuning the surface energy of re-

fractory ceramics to form specific shapes have been demonstrated by controlling the stoichiometry

of the surface for multiple ceramic carbides27,28, nitrides, and diborides29. A similar effect can

also be achieved with the addition of impurities such as adsorbates30 and substitutional dopants.

Transition metal dopants such as Cr have been shown to change globular WO3 nanoparticles into

octahedrons and cuboids. Meanwhile Fe and Ni doping are effective at forming cubes in NbC and

TiC respectively27,31. Nie et al. 31 postulated that the strong interaction between the dopant-3d

and C-2p orbitals on the (100) surface allowed for the formation of cubes.

DFT can be used to determine the surface energy of doped and non-stoichiometric

surfaces to provide detailed maps of morphology evolution for nanoparticles. Studies of simple

monoatomic adsorption on metallic surfaces such as C on Ru32, N2 on Fe33, H on Fe34 and

H on Mo35 can reveal the specific surface concentrations of adsorbates required to formed a
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particular shape. Calculated Wulff shapes in several works have also successfully corroborated

the observed nanoparticle shapes of experiments for materials as simple as elemental silicon36,37

and as complex as LiVOPO4
38.

1.3.3 Grain boundary dopant segregation

Grain boundaries also contribute to brittleness in refractory metals and ceramics. These

grain boundaries are highly unstable due to the weakened interfacial bonds and can also act

as sinks for impurities such as oxygen which increases GB embrittlement. Some impurities

however can also be used for GB strengthening in a variety of ways. Grain boundaries can be

innoculated with impurities to decrease grain size which increases the yield strength in a process

called Hall-Petch strengthening39,40. Dopants called getter materials can also be introduced

to capture detrimental impurities, preventing GB segregation41–43. While many dopants, such

as bismuth44–47, are known to cause embrittlement via GB segregation, other dopants such as

rhenium43,48,49 can strengthen GB bonds to reduce material brittleness. DFT has been used

extensively to identify dopants as embrittling or strengthening by comparing the dopant potential

to segregate into grain boundaries and surfaces50–55.

There have been several empirical models that sought to explain the underlying physics

behind interfacial dopant segregation56,57 and GB embrittlement58,59. Although it has been known

to be inconsistent with experiments for dopants of low solid solubility60, DFT has nonetheless

aided in expanding upon these models55,61,62 to a varying extent.

1.3.4 Objectives and overview

In this thesis we used DFT to explore metallic dopant segregation in the planar defects of

two technologically relevant refractory materials in the hopes of mitigating room temperature

embrittlement. Chapter 4 is a collaborative effort where we experimentally and computationally
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assessed the effect of dopant surface segregation on TaC nanoparticle morphology. Using the

Wulff construction, we mapped out the morphology evolution of TaC for each dopant investigated.

We explored the notion that dopant enhanced hybridization at the (100) surface will lead to the

formation of nanocubes. Chapter 5 explores the segregation and embrittling/strengthening effects

of 29 different metallic dopants in Mo GBs. We addressed the disparity between DFT results and

continuum empirical models as well as previous experimental results due to the low solubility of

specific dopants. We also proposed a model based on site preference and a predictive cohesive

energy and atomic strain based model for dopant embrittlement/strengthening in GBs.

1.4 Defect assisted metal insulator transition for neuromor-

phic computing

1.4.1 Neuromorphic computing

The majority of computers today follow a von Neumann architecture whereby inputs are

processed into outputs in a serial fashion. Such devices require vast amounts of computational

power and time to accomplish similar cognitive tasks that a human brain can manage with far less

time and energy. Neuromorphic computing seeks to replicate the efficiency of the brain using a

similar neural network architecture that allows for parallel processing of inputs. Milestones in

neuromorphic computing have seen the coupling of devices with software63 and applications in

machine learning64,65.

The fundamental device in a neuromorphic system is the neuristor, which like a neuron,

produces a non-linear response (i.e. a collapse in resistance) only when a signal exceeds a

specified threshold. The neuristor will gradually recover its initial state over time once the signal

is removed by "leaking" out the response effect to emulate short term memory in a behavior

known as "leaky, integrate, and fire". This behavior can be achieved through volatile resistive
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switching (VRS) whereby the resistance of a device varies as a hysteretic function of an applied

stimulus, e.g. an electric field.

1.4.2 Mott insulators

VRS appears in Mott insulators, transition metal oxides (TMO) that are electronically

insulating contrary to classical band theory66. Nevill Mott believed that the partially filled d

orbitals of TMOs allows for strong electron-electron interaction (correlation) in the form of

Coulombic repulsion67. This repulsion separates the electronic bands to open up a band gap

allowing for electronic insulation.

Mott insulators can exhibit electronic, structural, magnetic and optical transitions which

are coupled together depending on the intrinsic mechanism as shown in Figure 1.2. For the

remainder of this thesis, we will focus on the electronic transition of Mott insulators, i.e. metal-

to-insulator transition (MIT). MIT is coupled to optical and structural transition under an electric

field or temperature gradient respectively.

Figure 1.2: Types of phase transitions available to Mott insulators. The inner circle shows the
underlying mechanism behind transition. The mid-ring represents various stimuli to trigger
transition and the outer ring illustrates the physical properties that can be changed. Note that
some property changes are coupled depending on the stimulus.68
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1.4.3 Use of defects

Defects in the form of impurities, vacancies and self-interstitials are an effective means to

tune the writing mechanisms of Mott insulators. Some defects can decrease the necessary electric

field strength required to induce VRS which can reduce Joule heating69,70. This is useful for

preventing excessive heat dissipation which can also inadvertently lead to VRS. Lowering the

threshold stimulus can also reduce the energy consumption of a device during operation. Similarly

some defects can decrease critical temperature (Tc) to make temperature induced VRS more

accessible (Ti doping in V2O3
71) or increase Tc to thermally stabilize a material (Cr doping in

V2O3
72). On the other hand, the application of temperature gradients73,74 and electric fields75,76

in Mott insulators are known to introduce point defects such as vacancies and self-interstitials

making VRS difficult to reproduce with each cycle. Defects can also change the resistance to tune

the electronic threshold of the device such as with H-doping in rare-earth nickelate perovskites

(RNiO3) which can increase resistance by ∼ 8 orders of magnitude77.

1.4.4 Use of DFT

Standard DFT functionals such as the generalized gradient approximation Perdew-Berke-

Ernzerhof (PBE)78 and local density approximation79 are unable to account for strong electron

correlations. This leads to incorrect descriptions of electronic, structural, thermodynamic, and

magnetic properties in Mott insulators. The Hubbard-U correction accounts for this by adding a

repulsive Coloumbic force between the correlated electrons80. However the U-value is empiri-

cally fitted to known experimental quantities which reduces the first principles nature of DFT

calculations.

In spite of this, PBE+U has been successful in describing the properties of Mott insulators

under the presence of defects. Studies in metallic doping in VO2
81 and V2O3

82 have provided

insight into modulating the phase transitions of Mott insulators with excellent agreement with
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previous experiments71,72,83. Similarly, several studies have investigated the influence of hydro-

gen77, lithium84, and electron85 doping on MIT in RNiO3. Studies of the effect of vacancies on

resistance change in several transition oxides86 such as NiO87 and VO2
88 have garnered wide

success and when coupled with nudged elastic band calculations, provide insight into the role of

vacancy diffusion in recovering stoichiometry89.

1.4.5 Objectives and project summary

Our objective is to evaluate the influence of defects in different types of highly correlated

materials to better tune properties relating to MIT. This will yield insights into manipulating

resistive switching in neuromorphic computing devices in an energy efficient manner. For this

thesis, we specifically focus on two materials.

Chapter 6 focuses on intrinsic point defects in V2O3. V2O3 is widely investigated as

a model material for the technological application of MIT due to its structural and chemical

simplicity. However, there are difficulties in simultaneously and correctly modelling its structural,

magnetic, electronic and thermodynamic properties due to its strongly correlated nature. Subse-

quently, common defects that occur in V2O3, such as self-interstitials and vacancies, have yet to

be explored using DFT. From assessing the performance of various functionals, we conclude that

PBE+U provides the most accurate prediction for the aforementioned properties. We assessed the

influence of point defects on these properties with PBE+U . This work provides the basis for a

wider comparative study of point defects in different vanadates69,90–93.

Chapter 7 is a collaborative experimental and computational effort to explore the effect

of H-doping in SmNiO3, a perovskite structure that is known to exhibit MIT. The underlying

tunability of the resistance in this material is related to its change in valency. Although H-doping

is known to be an effective means of tuning resistance, its influence on nickel valency is vaguely

explored. Here, we evaluated the effect of H-doping on the valency of the Ni cations of SmNiO3

using experimental and computational x-ray absorption spectroscopy.
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Chapter 2

Surface energies of elemental crystals
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2.1 Introduction

The surface properties of a crystal are crucial to the understanding and design of materials

for many applications. For instance, many technologies such as fuel cells and industrial chemical

manufacturing require the use of catalysts to accelerate chemical reactions, which is fundamentally

a surface-driven process94–102. Surface effects are especially important in nanomaterials, where

relatively large surface area to volume ratios lead to properties that differ significantly from the

bulk material103–107. For example, the nanoscale stability of metastable polymorphs is determined

from the competition between surface and bulk energy of the nanoparticle108–111.

The stability of a surface is described by its surface energy γ, a measure of the ex-

cess energy of surface atoms due to a variety of factors, such as the broken bonds yielding

undercoordinated atoms. This fundamental quantity is important in understanding surface struc-

ture, reconstruction, roughening and the crystal’s equilibrium shape112. Despite its importance,

experimental determination of surface energies, especially for specific facets, is difficult and

rare.37,113–116 Furthermore, experimentally observed Wulff shapes are often inconsistent across

studies due to the sensitivity of high energy facets to temperature and impurities117. Niessen

et al. 118 and Miller and Tyson 113 have accumulated a large set of metallic elemental surface

energy data by extrapolating surface tension of liquid phases for solid surfaces. Reviews of such

surface tension techniques have been compiled by Mills and Su 119 and Keene 120 .

First principles computations such as those based on density functional theory (DFT)

methods are important complementary tools to experimental techniques in characterizing surface

properties of a material121–123. Computational techniques provide the means to precisely control

the surface structure and composition. Indeed, fundamental and application-driven computational

studies of surfaces in the literature are extensive101,124–126. On the broader scale, Vitos et al. 19

have previously compiled a database of surface energies for all metals up to Pu using the full

charge density (FCD) DFT method, a technique based on the coupling of the linear muffin-tin
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orbital method and the atomic-sphere approximation127. However, this database is limited to

surfaces of ground state crystals up to a maximum Miller index (MMI) of 1 only.

The challenges for DFT determination of surface properties are three-fold. First, the

choice of the exchange correlation functional as well as other parameters such as pseudopotentials,

integration grid, etc. can significantly affect the accuracy and convergence of surface energies,

which in turn leads to values that are generally difficult to compare across different works.128

Second, the typical “slab” approach for performing surface energy calculations require the use of

large supercells with the introduction of a large vacuum region, which makes such calculations

computationally intensive, especially for low symmetry materials and high Miller indices. Finally,

some surfaces undergo significant reconstruction to reduce surface energy and increase stability,

the most notorious example being the 7×7 reconstruction of the Si (111) surface129–131. In order

for the DFT geometry optimization algorithms to identify the global energy minimum surface

structure, a reasonable initial guess for the reconstructed surface is needed to avoid relaxation to

a local minimum, and such initial guesses are difficult to determine a priori without experimental

input.

In this work, we present a large database of surface energies and Wulff shapes of more

than 100 polymorphs of about 70 elements constructed using high-throughput DFT calcula-

tions. The elemental crystals studied include all polymorphs available in the Materials Project

(https://www.materialsproject.org),15 and the chemistries covered include both metals and non-

metals. All surfaces up to a maximum absolute Miller index (MMI) of 2 and 3 were computed

for non-cubic and cubic crystals respectively. To address the first and second challenges outlined

above, a robust computational workflow based on the efficient convergence scheme proposed by

Sun et al.132 was developed to automate the large number of multi-step calculations. To partially

address the third challenge, we include well-known reconstructions such as the missing row (110)

and hexagonal (111) reconstructions for the face-centered-cubic surfaces24,133 in our data set.

All data have been made publicly available via the Crystalium web application at the Materials

15

http://crystalium.materialsvirtuallab.org


Virtual Lab website, as well as the Materials Project’s graphical user interface and RESTful

Application Programming Interface (API)15,134. The full dataset is also available as a JSON file

at the Dryad-repository (Data Citation 1). We show that the calculated surface energies are in

excellent agreement with available experimental values. We will also provide an assessment of

the effect of surface reconstructions on the accuracy of the data.

2.2 Methods

2.2.1 Slab model generation

The approach used to compute surface energies in this work is the typical slab model,

wherein a supercell of the crystal oriented to expose the relevant surface of interest is generated,

and atoms are removed from a portion of the supercell to create a vacuum. An example is given

in Figure 2.1. Starting from the conventional unit cell, a series of lattice vector transformations is

conducted to create an “oriented” unit cell (OUC) where the a and b lattice vectors are parallel to

the plane with Miller indices (hkl) and the c lattice vector is not parallel to the plane. It should be

noted that c vector is not necessarily perpendicular to the plane,132 though the “most orthogonal”

vector that can be obtained within a reasonable cell size is used. The OUC is then extended by

multiples of the c lattice vector and atoms are removed to generate the slab model with an desired

slab and vacuum thickness. To obtain all symmetrically distinct terminations for a given plane,

atoms in the OUC are shifted in the c direction prior to extension to generate the slab model. All

slabs generated are constrained to have symmetric top and bottom surfaces. The model generation

algorithm has been implemented in the Python Materials Genomics (pymatgen) materials analysis

library,135 with a comprehensive set of unit tests to ensure robust functioning of the code.
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Figure 2.1: Construction of Y (101̄2) slab from the conventional unit cell. Note that the c
lattice vector does not necessarily need to be perpendicular.

2.2.2 Computational methodology

For a given slab model of a facet with Miller index (hkl), the surface energy γσ

hkl is given

by the following expression:

γ
σ

hkl =
Ehkl,σ

slab −Ehkl
bulk×nslab

2×Aslab
(2.1)

where, Ehkl,σ
slab is the total energy of the slab model with termination σ, Ehkl

bulk is the energy per

atom of the bulk OUC, nslab is the total number of atoms in the slab structure, Aslab is the surface

area of the slab structure, and the factor of 2 in the denominator accounts for the two surfaces in

the slab model. To efficiently converge the surface energy, both the bulk and slab energies were

calculated using the OUC, which allows consistent reciprocal integration grids to be used for

the bulk and slab calculations.132 The OUC was fully relaxed in both cell volume and atomic
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positions, while the slabs were relaxed in the atomic positions only.

All DFT4,136 energy calculations were performed using the Vienna Ab initio Simulation

Package (VASP)137–139 within the projector augmented wave (PAW)140 approach. The exchange-

correlation effects were modeled using the Perdew-Berke-Ernzerhof (PBE) generalized gradient

approximation (GGA)78 functional, and all calculations were spin-polarized with a plane wave

cutoff energy of 400 eV. The energies and atomic forces of all calculations were converged to

within 6×10−6 eV and 0.01 eV Å
−1

respectively. The Methfessel-Paxton method141 was chosen

as the smearing algorithm, the blocked Davidson iteration scheme142 was chosen as the electron

minimization algorithm, and ions were updated with the conjugated gradient algorithm. Γ-

centered k-point meshes of 50
a ×

50
b ×

50
c and 50

a ×
50
b ×1 were used for OUC and slab calculations

respectively with non-integer values rounded up to the nearest integer. Through a series of

comprehensive convergence tests, it was determined that vacuum and slab layer sizes of 10

Å were sufficient to ensure that the surface energies were converged to within 0.02 J/m2.

2.2.3 Wulff shape

The Wulff construction gives the crystal shape under equilibrium conditions112,143,144.

In this construction, the distance of a facet from the crystal center is proportional to the surface

energy of that facet, and the inner convex hull of all facets form the Wulff shape. Here, we use

the methodology developed by Miracle-Sole 144 to construct the Wulff shape. An example of

the Wulff shape of Fe is given in Figure 2.2a, which contains all surfaces up to a MMI of 3. To

illustrate the importance of sampling higher Miller index surfaces in obtaining an accurate Wulff

shape, the Wulff shape of Fe up to MMI of 1 is shown in Figure 2.2b. It is evident that inclusion

of higher-index surfaces is necessary to produce an accurate description of the equilibrium crystal

shape.

The area fraction f A
hkl of each symmetrically distinct facet under equilibrium conditions

can be determined from the Wulff shape. We define the weighted surface energy γ̄ using this

18



fraction as given by the following equation:

γ̄ =
∑{hkl} γhklAhkl

ΣAhkl
= ∑
{hkl}

γhkl f A
hkl (2.2)

where γhkl is the surface energy for a unique facet existing in the Wulff shape, Ahkl is the total

area of all facets in the {hkl} family in the Wulff shape, and f A
hkl is the area fraction of the {hkl}

family in the Wulff shape. In this work, γ̄ is used as a basis for comparison to experimentally

determined surface energies, for which usually only one value is reported.
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(b) Wulff shape with max index of one.

Figure 2.2: The Wulff shape of α-Fe generated with surface energies for facets up to a max
Miller index of (a) 3 and (b) 1.

2.2.4 Anisotropy measures

Several measures of surface anisotropy have been proposed in the literature. For instance,

the ratio γ111/γ110 is frequently used for fcc and bcc metals, but such surface-specific measures

lack general applicability across crystals of different symmetry. The most commonly used general

measure of anisotropy is the shape factor η, which is given by the following equation:
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η =
A

V 2/3 (2.3)

where A and V are the surface area and volume of the Wulff shape, respectively. The shape factor

is a useful quantity in determining the critical nucleus size112. Typically, the shape factor is

compared against that of an ideal sphere (η = (36π)
1
3 ), and a larger η indicates greater anisotropy.

Though generally applicable, η does not account for variation in surface energies except

indirectly through its impact on the Wulff shape. In the database, we have provided an alternative

definition of surface energy anisotropy αγ given by the following equation:

αγ =

√
∑{hkl}(γhkl− γ̄)2 f A

hkl

γ̄
(2.4)

αγ can effectively be viewed as a coefficient of variation of surface energies that is normalized

for comparison across crystals with different weighted surface energies. A perfectly isotropic

crystal would have αγ = 0. αγ is comparable across different crystal systems and accounts for all

surfaces based on their relative importance (in terms of contribution to the Wulff shape).

2.2.5 Data scope

The current release of the database contains surface energies and Wulff shapes of more

than 100 polymorphs of about 70 elements. This database is far larger in scope than previous

compilations of surface energies in several important ways:

1. Both metals and non-metals are included.

2. All polymorphs for each element available in the Materials Project database are included.

This is in contrast with previous works where only the most stable ground state crystal

structures were studied.

3. All surfaces up to a maximum Miller index (MMI) of two and three were calculated for
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all non-cubic and cubic crystals respectively. The most common spacegroups among the

crystals sampled are Fm3̄m, Im3̄m, P63/mmc, and Fd3̄m, which contains 13, 13, 12, and

13 symmetrically distinct surfaces respectively up to the MMI used in this work. The

only exceptions are the ground state crystals of Mn, S, P, Se and B for which only the

terminations and surfaces containing the least number of broken bonds were calculated due

to the low symmetry and/or large unit cell sizes.

4. Well-known reconstruction schemes for certain surfaces, such as the 2× 1 missing row

and 1× 1 hexagonal reconstructions for fcc (110) and (111) surfaces respectively, are

incorporated.

This database will be systematically improved through continuous updates. Future updates

will include higher MMIs and other surface reconstruction schemes. Further expansion to non-

elements, e.g., binaries, ternaries, etc. is also planned at a later stage.

2.2.6 Surface calculation workflow

Figure 2.3 shows an outline of the high-throughput workflow used in this work imple-

mented using the FireWorks software package145. The initial bulk crystals were obtained by

querying for all elemental crystals from the Materials Project via the Materials API134. All OUCs

up to the MMI for each crystal were then automatically generated. For each OUC (corresponding

to a specific Miller index (hkl)), a full relaxation was then carried out, and the slab models for

distinct terminations were then generated from the fully relaxed OUC and calculated. To handle

errors that may arise during calculations, the custodian software package135 was used as a wrapper

around VASP together with a set of robust error handling rules. The results from successful

calculations were then automatically inserted into a MongoDB document-based database. The

metadata of the DFT calculations and the surface properties extracted (see Tables 2.1 and 2.2)

were subsequently inserted into the Materials Project database and the Dryad repository.
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Consistency checks were devised as part of the workflow to detect possible errors and

anomalous behavior in the surface calculations. Calculations containing such anomalies are

tagged with a warning containing a list of their brief descriptions. The nature of these warnings

are detailed in Table 2.3. Entries tagged with such warnings do not automatically indicate that

the calculations are invalid. For example, although surface atom displacements on relaxation

are typically expected to be less than 5%125, the relaxation of the (110) surface of diamond Si

exceeds this value due to its tendency to reconstruct to achieve stability.

Figure 2.3: A schematic of the high throughput-infrastructure for the calculation the surface
energies of elemental crystalline solids. Dashed blocks represent workflow steps performed in
parallel.

Table 2.1: The meta data for a particular material.

Key Datatype Description
formula string Chemical formula
material_id string IDs for entries in Materials Project
polymorph integer Rank of polymorph stability (0 being ground state)
spacegroup string International spacegroup symbol and number
e_above_hull float Energy above the hull reported by Materials Project.
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Table 2.3: The possible warnings tagged for each surface calculation.

Warning name Description
|bulk_vol_rel|>1% Relaxation of the OUC volume is greater than 1%.
|slab_site_rel|>10% Relaxation of the slab sites is greater than 10%.
|slab_site_rel|>5% Relaxation of the slab sites is greater than 5%.
negative_surface_energy The surface energy is negative.

2.2.7 Code availability

Pymatgen is the primary materials analysis code used in this work, and the surface

construction and input file generation algorithms are implemented in this package. Both pymatgen

and the custodian error recovery library are open-source software under the MIT (Massachusetts

Institute of Technology) License. The high-throughput workflow was implemented using the

FireWorks library, which is freely accessible under a modified GPL (GNU General Public

License)145. All implemented algorithms, including the model generation and Wulff shape

calculation, come with a comprehensive set of unit tests. The open-source software codes are also

continuously tested via a continuous integration service. The VASP DFT code used is copyrighted

by the University of Vienna, Austria and is accessible under a paid license.

2.3 Data records

A user-friendly web application, Crystalium, has been developed to allow users to effi-

ciently explore the Wulff shapes, surface energies and slab structures of the polymorphs investi-

gated. This web application is at Crystalium (a screenshot is given in Figure 2.4). In addition,

the surface energies and Wulff shapes are also available on the Materials Project website on the

detailed data pages of specific crystals. A JSON data file is also available as a Dryad repository

(Data Citation 1) which contains the complete set of metadata and surface properties for all

materials studied so far.
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Figure 2.4: Screenshot of the Crystalium web application at Crystalium

2.3.1 File format

The data set for each material is stored as an individual JSON document (Data Citation

1). The material is described by its metadata which contains information such as the spacegroup,

formula, a unique Materials Project identifier (mp-id), the energy per atom above the hull (a

measure of the relative stability of the bulk crystal) and the polymorph number. A description of
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the metadata can be found in Table 2.1.

2.3.2 Properties

The JSON document for each entry contains an organized list of sub-entries that describes

the properties of each surface in detail. Each sub-entry contains information such as the Miller

index, surface energy and the fraction of the Wulff shape’s surface area occupied by this facet.

For each Miller index, the lowest surface energy termination, including among different recon-

structions investigated where applicable, is provided in each sub-entry. The slab structure used

to model the surface is available as a Crystallographic Information File (cif). In addition, the

weighted surface energy (Equation 2.2), shape factor (Equation 2.3), and surface anisotropy

(Equation 2.4) are also given. Table 2.2 provides a full description of all properties available in

each entry as well as their corresponding JSON key.

2.4 Technical validation

The data was validated through an extensive comparison with surface energies from

experiments and other DFT studies in the literature. Due to limitations in the available literature,

only the data on ground state phases were compared.

2.4.1 Comparison to experimental measurements

Experimental determination of surface energy typically involves measuring the surface

tension of the material in its liquid phase113 and subsequent extrapolation to 0K under isotropic

approximations. Anisotropy is neglected, and hence, values for individual unique facets are

usually not available experimentally. Figure 2.5 compares the weighted surface energies of all

crystals (Equation 2.2) to experimental values in the literature37,113,118–120. It should be noted

that we have adopted the latest experimental values available for comparison, i.e., values were
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obtained from the 2016 review by Mills and Su 119 , followed by Keene 120 , and finally Niessen

et al. 118 and Miller and Tyson 113 . A one-factor linear regression line γ̄DFT = γ̄EXP + c was fitted

for the data points. The choice of the one factor fit is motivated by the fact that standard broken

bond models show that there is a direct relationship between surface energies and cohesive energy,

and previous studies have found no evidence that DFT errors in the cohesive energy scale with

the magnitude of the cohesive energy itself146.

We find that the DFT weighted surface energies are in excellent agreement with experi-

mental values, with an average underestimation of only 0.01 J m−2 and a standard error of the

estimate (SEE) of 0.27 J m−2. The Pearson correlation coefficient r is 0.966. Crystals with

surfaces that are well-known to undergo significant reconstruction tend to have errors in weighted

surface energies that are larger than the SEE.

The differences between the calculated and experimental surface energies can be attributed

to three main factors. First, there are uncertainties in the experimental surface energies. The

experimental values derived by Miller and Tyson 113 are extrapolations from extreme temperatures

beyond the melting point. The surface energy of Ge, Si147, Te148, and Se149 were determined

at 77K, 77K, 432K and 313K respectively while the energy of the (0001) surface of pyrolytic

graphite was determined using the sessile drop technique under high temperatures150. In addition,

the possibility of contamination by surface active elements such as oxygen can lead to lower

surface tension values. As a result, the higher value of surface tension measured in experiments is

often argued to be the more accurate value119,120.

Second, the limitations of the exchange-correlation functional used can also cause dis-

crepancies.19,151 Though the average difference between the computed PBE surface energies

in this work and experimental surface energies is very small (0.01 J m−2), there is nevertheless

non-negligble differences for specific elements. In addition, this study does not take into consid-

eration the effects of Van der Waals forces in materials such as graphite where it is the dominant

interaction between graphene layers in the (0001) direction. Of the 1000 different surfaces
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studied, only the (0001) surfaces of the two graphite polymorphs have unphysical negative surface

energies, which was also previously observed by Ooi et al. 152 .

Finally, surface reconstructions could also contribute to differences between the computed

and experimental values. To understand the effect of reconstructions on surface energies, we

compared the surface energy of the relaxed (110) fcc metal surfaces from the database to the

reconstructed configuration described by Zhang et al. 133 , as shown in Figure 2.6. We find that the

missing row reconstruction is predicted to be favored (lower in energy) over the unreconstructed

surface for Pt, Au and Ir only, in agreement with previous experimental and computational

results133,153. Even for the surfaces that undergo reconstruction, the differences between the

reconstructed and unreconstructed surface energies are relatively small (< 0.2 J m−2) in metals.

Exceptional cases of reconstruction with large differences between the relaxed and re-

constructed surface energies do exist. Semiconductors such as Si and Ge are known to have

significantly smaller surface energies in their reconstructed state. The experimental, reconstructed

and relaxed surface energies for Si are shown in Table 2.4. The reconstructed surface energies

are much closer to those found experimentally than the unreconstructed surface energies. The

reconstructed (111) surface in particular shows the largest energy difference (0.85 J m−2). It

should be noted that this HT work did not explore the well-known 7×7 reconstruction154,155 of

the Si(111) surface due to the large supercells required.

28



0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
Experimental γ̄ (J/m2)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
C

a
lc

u
la

te
d
 γ̄

 (
J
/m

2
)

r = 0.966

γ̄DFT = γ̄EXP - 0.01

PdPd

GeGe

Cr

SiSi

WW

PtPt

IrIr

AuAu

Figure 2.5: Plot of experimental versus calculated weighted surface energies for ground-state
elemental crystal. Structures known to reconstruct have blue data points while square data points
correspond to non-metals. Points that are within the standard error of the estimate (±0.27 J
m−2) lie in the white region.
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Figure 2.6: (a) Plot of the difference in surface energy (∆γ110 = γreconstruct
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110 ) between
the reconstructed and unreconstructed (110) surface of fcc metals. Negative values indicate a
tendency to reconstruct. (b) Unreconstructed and (c) reconstructed models for a (110) fcc slab
are shown.
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Table 2.4: Comparison between the calculated unreconstructed and reconstructed surface
energies, and experimental surface energies (in J m−2) for various surfaces of Si. The calculated
area fractions based on the Wulff shapes are also provided.

Unreconstructed Reconstructed Experiment
Miller index γ f A

hkl γ f A
hkl γ Reconstruction

(111) 1.57 0.09 1.30 0.45 1.23 (2×1)
(110) 1.76 0.00 1.51 0.00 1.43 (1×1)
(100) 2.13 0.00 1.28 0.36 1.36 p(2×1)

2.4.2 Comparison with previous computational studies

Table 2.5 presents a comparison of the calculated surface energies in this work with those

computed in previous works. Unlike the comparison with experimental data, surface-specific

comparisons are presented to demonstrate the accuracy of the data. An “averaged” experimental

value is provided where available for reference. Despite the fact that the literature values

come from studies with widely different parameters, including choice of exchange-correlation

functional, pseudopotential choice / full electron calculations, etc., we find that the calculated

values in this work differ from these literature values by only 2-13%117,156. The (111) surface

of fcc Pt from Da Silva et al. 156 has the largest (13%) difference. This is largely due to use of

pseudopotentials in this study while Da Silva et al. 156 used an all-electron method.

In general, we find that the calculated surface energies in this work are slightly lower

than that in the work of Vitos et al. 19 . This observation may be attributed to the atomic sphere

approximation used in the FCD calculations by Vitos et al. 19 , which is known to hinder relaxation

at the surface, thus leadering to higher surface energy values156. Also, our calculated surface

energies are significantly lower than those computed using the local density approximation

(LDA) functional in the literature, which may be attributed to the LDA functional’s propensity to

overbind compared to the GGA functional used in this work.11,157–159.

The planes with the highest atomic density per unit area of fcc, bcc and hcp materials are

the {111}, {110} and {0001} planes respectively. According to the classic broken bond model,
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the minimization of broken bonds in these surfaces leads to these surfaces having the lowest

γ.160,161 Our results support this empirical model, with a few notable exceptions. For example, the

(0001) surfaces for hcp Sc and Y and the (110) surface for Li are not the lowest energy surfaces

among the facets investigated. These exceptions are also observed in Vitos et al. 19 for various

materials and in other previous first-principle studies for the Li (110) surface19,162,163.

Table 2.5: A comparison of the high-throughput values to experimental and computed values
for materials from the literature. A range of values is provided based on the lowest and highest
values found in the literature.

Material Surface Surface energy γ (J m−2)

This work Prev. DFT Experimental

Ni (110) 2.29 2.3719 - 2.31117 2.44119*

(210) 2.4 2.43117

(100) 2.21 2.25117 - 2.4319

(221) 2.17 2.2117

(111) 1.92 2.0119 - 1.95117

Mg (1010) 0.6 0.7819 0.82120*

(0001) 0.54 0.54156 - 0.7919

Ba (110) 0.31 0.3819 - 0.37164 0.34120*

(100) 0.32 0.37164 - 0.3519

(111) 0.39 0.45164 - 0.419

Pt (110) 1.68 2.91126 - 2.2719 2.37120*

(100) 1.84 2.7319 - 2.23164

(111) 1.48 2.35156* - 1.47156

Sr (110) 0.41 0.47164 - 0.4319 0.38120*

(100) 0.35 0.4119 - 0.39164

(111) 0.34 0.5165 - 0.4164

Mo (110) 2.8 2.92166 - 3.69165 2.07119*
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Table 2.5: A comparison of the high-throughput values to experimental and computed values
for materials from the literature. A range of values is provided based on the lowest and highest
values found in the literature (continued).

Material Surface Surface energy γ (J m−2)

This work Prev. DFT Experimental

(100) 3.18 3.34166 - 3.8419

(211) 3.4 3.11166 - 3.619

(111) 2.96 3.24166 - 3.7419

Bi (0001) 0.17 -NA- 0.43120*

Li (110) 0.5 0.5619* - 0.3162 0.7120*

(100) 0.46 0.5219 - 0.32162

(111) 0.54 0.6219* - 0.34162

Pb (100) 0.28 0.64128* - 0.32128 0.52120*

(110) 0.33 0.72126 - 0.3319

(111) 0.25 0.6126 - 0.26128*

Re (0001) 2.58 4.2119 2.52119*

(1010) 2.86 4.6319

Ge (110) 0.97 1.17131 0.68119*

(100) 0.87 1.71131

(111) 1.11 1.3131

Lu (0001) 1.13 1.619 1.08120*

(1010) 1.05 1.4219

Fe (110) 2.45 3.0164 - 2.4319 2.41119*

(100) 2.5 3.12164 - 2.2219

(211) 2.61 2.5919

(111) 2.73 3.28164 - 2.7319

Ga (001) 0.57 -NA- 0.02119*

33



Table 2.5: A comparison of the high-throughput values to experimental and computed values
for materials from the literature. A range of values is provided based on the lowest and highest
values found in the literature (continued).

Material Surface Surface energy γ (J m−2)

This work Prev. DFT Experimental

Dy (1012) 1.0 -NA- 0.88120*

Sc (1010) 1.2 1.5319 1.16120*

(0001) 1.27 1.8319

128 GGA (Hamann pseudopotentials)19 GGA (FCD)126 LDA (FP-KKR)117 GGA-PBE131 LDA (Vanderbilt pseudopo-

tentials)164 GGA-PBEsol156 GGA-PBE (FP-LAPW)165 GGA-PBEsol166 Local Density Formulation162 PWGGA

(LCGTO) * See reference herein

2.5 Conclusion

The database in this study is the most extensive collection of calculated surface energies

for elemental crystalline solids to-date. When used with data mining and machine learning

techniques, the database can be used to reveal trends in surface phenomena and guide the

screening of potentially interesting materials for target surface properties. For instance, the

relaxed surface structures and energies of many metals, particularly the noble metals, will be

highly useful in the study of surface absorption of molecules, which is of great fundamental

relevance in catalysis. Consideration of surfaces is especially crucial in nano-materials design,

where surface effects tend to dominate the overall performance and properties. We also anticipate

the data presented to be a useful starting point for the study of the interfaces between materials,

either within the same material (e.g., grain boundaries) or between different materials. In the

near future, we will provide the facility for Materials Project users to upload experimentally

proposed reconstructions to further improve the completeness of the database. Furthermore, future
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enhancements would include the surface properties of not just elements, but also multicomponent

compounds (including alloys).

35



Chapter 2 is, in full, a reprint of the material “Data Descriptor: Surface energies of

elemental crystals” as it appears in Scientific Data, Richard Tran, Zihan Xu, Balachandran

Radhakrishnan, Donald Winston, Wenhao Sun, Kristin A. Persson and Shyue Ping Ong, 2016, 3

(160080), pp 1-13. The dissertation author was the primary investigator and author of this paper.

All calculations and data analysis were performed by the author.
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Chapter 3

Anisotropic work function of elemental

crystals
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3.1 Introduction

The work function (Φ) is an electronic surface property of crystalline solids and is crucial

to the understanding and design of materials in many applications. It can be directly applied to the

engineering of device specifications such as the Schottky barrier of semiconductor junctions or the

thermionic currents of electron guns. Furthermore, it has been used to guide the engineering of

interfacial interactions between metals and monolayer structures for nanoscale self-assembly167.

The work function is also an important parameter in characterization techniques where it can

influence the tip tunneling current of scanning tunneling microscopes or correct the binding

energy in photo-electron spectroscopy (PES).

The work function has also been explored as a parameter for materials design. For

example, previous experimental and computational investigations of Ni-alloys by Lu et al. 168,169

have established a correlation between the work function and various mechanical properties such

as toughness, hardness, ductility and bulk modulus. A more recent study using first-principle

calculations found similar correlations for elemental crystalline solids170. The work function

has also been proposed as a possible parameter for the desorption rate of surface adsorbates171.

Calculated work functions of hcp materials have also been used to screen for more effective

metallic photocathodes.172

Much effort has also been devoted to modelling Φ itself. Michaelson 173 and Miedema

et al. 174 , for example, were previously successful in modelling the polycrystalline work function

as a linear function of electronegativity. The modeling of the anisotropic work function (Φhkl) as

a function of surface morphology and chemical environment has also garnered much attention.

Smoluchowski smoothing is one such model which describes the contributions to the work

function of metals as a result of isotropic electron spreading and anisotropic electron smoothing14.

The spreading of negative charges increases the work function while the anisotropic smoothing of

negative charges at the surface decreases the work function. Smoothing increases with surface
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roughness (defined here as the reciprocal of the surface packing fraction175) which decreases

the work function. This model is supported by previous observations that the anisotropic surface

energy (γhkl) is inversely proportional to Φhkl via the broken bond surface density176,177. Similarly,

the Brodie model attempts to explain Φhkl for transition metals as a function of (bulk) electron

effective mass, surface atomic radius and inter-planar distance178,179. A more recent model

using a dielectric formalism has been proposed by Fazylov 180 that describes Φhkl using surface

roughness and surface plasmon dispersion.

An extensive database for Φhkl would be invaluable for validating and further expanding

upon these models. However, experimentally measured work functions are usually for poly-

crystalline specimens (Φexpt
poly) instead of single crystals. An example of this is the extensive

collection of experimentally measured Φ
expt
poly for 66 polycrystalline elemental solids compiled

by Michaelson 181 . Though measurements for anisotropic Φhkl are not uncommon, values often

vary due to the many techniques used or non-standardized methods of implementing the same

technique (e.g., PES)182,183. The sparsity of Φhkl and the lack of a comprehensive compilation

with a single standardized technique makes it difficult to develop and gain insights into work

function anisotropy using experimental measurements.

Here, density functional theory (DFT) has the advantage of calculating Φhkl for a model

of any specific solid surface under a controllable set of parameters, making it possible to create a

standardized collection of values. Many authors have attempted such compilations for Φhkl, which

are often times accompanied by the corresponding surface energy γhkl
20,125,176,177,184,185. For

instance, Ji et al. 177 and Wang and Wang 176 have calculated Φhkl for numerous bcc, fcc and hcp

materials. Waele et al. 20 created a database of Φhkl for all elemental crystalline solids, but only

for facets up to a max Miller index (MMI) of 1, using the Perdew-Burke-Ernzerhof generalized

gradient approximation (PBE-GGA) and localized density approximation (LDA) functionals.

More recently, Patra et al. 8 evaluated the performance of various functionals by calculating

Φhkl for an MMI of one for Al, Cu, Ru, Rh, Pd, Ag, Pt and Au. Despite the wide variety of
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computational data, the majority of these studies are limited to small Miller indices (typically

MMI of 1). In addition, computational data for lanthanide systems and different polymorphs is

sparse185–187. Furthermore, most compilations do not consider possible reconstructions, which

can drastically affect the calculated work function20.

Here, we report the development of a comprehensive, validated database of work functions

for elemental crystalline solids using DFT calculations that addresses all the above limitations in

the following ways:

1. Coverage of 142 polymorphs of 72 elements, including rare earth metals.

2. Facets up to an MMI of three and two for cubic and non-cubic crystals, respectively, are

considered.

3. Common reconstruction schemes, such as the missing-row (110) fcc and the diamond-type

reconstructions,131 have been taken into account.

We validate our computed work functions with past experimental and computational data for both

Φhkl and Φ
expt
poly. Finally, we will discuss trends in the work function of the elements, and develop a

predictive empirical model for Φ
expt
poly.
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3.2 Methods

3.2.1 Definitions

c

b

Figure 3.1: Plot of the electrostatic potential along the hcp Rb (0001) slab model. The Fermi
energy (Ef), electrostatic potential of the vacuum region (Vvac), average electrostatic potential of
the slab region (V interior

slab ) and work function (Φ) are indicated.

The work function is defined as the energy barrier required to move an electron from the

surface of a solid material into free space, as given by the following expression:

Φ =Vvac−EF (3.1)
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where Vvac is the electrostatic potential of the vacuum region near the surface and Ef is the Fermi

energy of the slab. The energy barrier can be visualized in Figure 3.1 where Vvac is obtained when

the electron is far enough away from the surface, that the potential remains constant over a small

distance in the vacuum. This method has been widely used in previous studies for calculating

the work function20,176,177,185 and has been shown to converge quickly with respect to slab

thickness184.

3.2.2 Modeling non-uniform work functions

For comparison to work functions obtained from polycrystalline specimens, one approach

is to calculate the work function of a “patchy” surface by weighting each Φhkl by the area fraction

of its corresponding facet171,188 as follows:

Φ̄ =
∑{hkl}ΦhklAhkl

ΣAhkl
= ∑
{hkl}

Φhkl f A
hkl (3.2)

where Ahkl and f A
hkl are the total area and the area fraction of all facets in the {hkl} family,

respectively. A polycrystal is an extreme case of a patchy surface, and as such the same technique

can be applied to Φ
expt
poly. The PES signal of the patch with a lower work function will tend to

eclipse those with higher work functions leading to an underestimated measurement of Φ
expt
poly.

Thus, experimental values of the lowest anisotropic work function (Φlowest
hkl ) are only ∼ 90 meV

lower than Φ
expt
poly. Because of this, it has also been suggested that Φlowest

hkl is a good estimate of

Φ
expt
poly

20,171,182. In this study, we use the facets present in the Wulff shape previously calculated by

the current authors36 as an estimate of the orientation and area fraction present in a polycrystalline

sample to obtain Φ̄ and Φlowest
hkl as estimates for Φ

expt
poly.

As mentioned earlier, Smoluchowski smoothing describes the anisotropic work function

of metals as being inversely correlated with the broken bonds per surface area. As such, we model

our values for Φhkl normalized by Φ̄ using the ratio of broken bonds-to-bulk coordination number
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( NBB
CNbulk

) in a slab normalized by the surface area-to-atomic area ratio (Asurf
πr2

A
) in order to compare

across all systems:

BB =
NBB

CNbulk
× Asurf

πr2
A

(3.3)

It is known that for bcc and hcp materials, the first nearest neighbors (1NN) and second nearest

neighbors (2NN) are in close proximity to each other, leading to contributions from the latter to

the anisotropy of surface energy189. Hence, when defining BB for a material, we will limit the

maximum coordination number to the 1NN for fcc materials and explore both 1NN and 2NN for

hcp and bcc materials. For hcp structures, we omitted Φ0001 when investigating the effect of the

1NN as the number of broken bonds will always be 0 which is unphysical. The inverse correlation

between BB and Φhkl for each element can be quantified by the Pearson correlation coefficient

(r). We will define systems with a negative linear trend between Φhkl and the normalized broken

bonds with r <−0.75 as having a strong correlation, −0.75 < r <−0.5 as having a moderate

correlation and r >−0.5 as having a weak correlation. Only ground state metallic fcc, bcc and

hcp systems were explored under this context.

3.2.3 Computational details and workflow

For all slab calculations, we performed a full relaxation of the site positions under a

fixed volume before obtaining the electrostatic potential of the slabs (see ref 36 for a complete

description of computational details). The electrostatic potentials only contains the electrostatic

contributions (no contributions from the exchange correlation). All calculations were performed

using the Vienna Ab initio Simulation Package (VASP) with the exchange-correlation effects

modeled using the PBE-GGA functional. Calculations using the revised PBE (rPBE) functional

were performed on a smaller set of data using the same parameters for comparison.

We used the high-throughput workflow proposed by Sun and Ceder 132 and implemented

by Tran et al. 36 and Montoya and Persson 190 to obtain all required data. The workflow was
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implemented using the open-source software packages Python Materials Genomics,135 Fire-

Works191 and Atomate192. The work function is extracted from the calculations and inserted into

the same database. To handle errors that may arise during calculations, the custodian software

package was used as a wrapper around VASP together with a set of robust error handling rules.

The database will be continuously improved and will continue growing as more structural data

becomes available on the Materials Project193.

3.2.4 Data availability

The data can be accessed from the elemental-surface-data-focused Crystalium194 website,

as well as from the Materials Project website195 on its detail pages for specific crystals.

3.3 Results

Due to the vast number of data points for Φhkl when comparing to literature values, we

have adopted a consistent marker shape and color scheme for ease of reference (see Figure 3.2)

for all subsequent plots. The shape and color represents the row and group of the element in the

periodic table, respectively.
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Figure 3.2: Marker shape and color scheme for plots.

All values for Φ reported in this study, including those found in the literature, are listed

in the Supplementary Information in Tables A.1 and A.2. Literature values for Φ were taken

from the most recent experimental and computational studies available during the writing of this

manuscript. Experimental values are explicitly annotated with a “expt” superscript, e.g., Φ
expt
poly,

and unless otherwise indicated, all other values are computed values.
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3.3.1 Experimental and computational validation
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Figure 3.3: Plot of (a) experimentally measured Φ
expt
poly vs the computed Φ̄ and (b) Φ

expt
poly vs the

computed Φlowest
hkl . The single-factor linear regression line y = x+c for both plots are indicated as

dashed blue lines along with the R2 value and standard error of the estimate (SEE). Values within
the light blue (light yellow region) region are below (above) the SEE. (see refs 171,196,197).

Figures 3.3 shows a single-parameter y = x+ c least squares fit for Φ̄ vs Φ
expt
poly and Φlowest

hkl

vs Φ
expt
poly for the ground state polymorph of each element. We find that the PBE Φ̄ are on average

0.31 eV closer to Φ
expt
poly than the PBE Φlowest

hkl . The linear fit for Φ̄ vs Φ
expt
poly also yielded a higher R2

of 0.927 and a lower standard error of the estimate (SEE) of 0.246 eV compared to that of Φlowest
hkl

vs Φ
expt
poly (R2 = 0.862 eV and SEE = 0.339 eV). We find that Φ̄ systematically underestimates

Φ
expt
poly by 0.18 eV on average. Notable outliers include Φ

expt,As
poly which is underestimated, and

Φ
expt,La
poly and Φ

expt,Se
poly which are overestimated by more than the SEE. The largest error is for La,

with an error of 0.86 eV. Although the Michaelson 181 values of Φ
expt,Re
poly is 0.44 eV closer to our

calculated value, the more recent value reported by Kawano 171 is reported here.
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Figure 3.4: Plot of computed facet-dependent ΦHT
hkl in this work vs (a) experimental val-

ues171,183,196 (b) literature PBE values8,20,176,177, (c) literature LDA values8,20,177 and (d) RPBE
values (this work).

Figure 3.4 compares the facet-dependent work functions obtained in this study to values

obtained experimentally from single crystals and from other functionals, including LDA, PBE

and RPBE. Again, we find that the experimental values in Figure 3.4a are on average 0.30 eV

higher than the computed ones with an increasing deviation for work functions of lower values.
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The (100), (310) and (311) facets of the early transition and refractory metals (Mo, W and Nb)

have some of the lowest work functions, which also have the greatest deviation between the PBE

and experimental values. For the same elements, facets with higher work functions have a smaller

deviation ((110) and (210)). An exception to this is ΦTa
111 where computed and experimental values

are in relative agreement despite having a value lower than other work functions. Meanwhile, the

computed value of Φ
Graphite
0001 greatly overestimates the experimental value (see ref 171). In general,

the qualitative trends in work functions for different facets of each element are in agreement

with the experimental trends, with the notable exception of Al. Eastmen and Mee 198 previously

reported the order of ΦAl
hkl to be ΦAl

111 > ΦAl
100 > ΦAl

110 which is typical of fcc metals while a later

work by Grepstad et al. 199 reported that ΦAl
100 > ΦAl

110 ∼ΦAl
111, which is consistent with our results

(see Table A.2 for values).

Our values for Φhkl are in excellent agreement with those calculated using PBE, LDA and

RPBE (as shown in Figure 3.4b, 3.4c and 3.4d respectively) with values of R2 greater than 0.94

in all three cases. Unsurprisingly, there is smaller deviation when comparing our data to other

GGA values (0.11 eV for PBE and 0.06 eV for rPBE) than to LDA values which are on average

0.38 eV higher. The major discrepancy between PBE and rPBE are for the (0001) surfaces of Y,

Sc and Zn, with the PBE values being higher by 0.34 eV, 0.27 eV and 0.29 eV, respectively. Our

values for ΦSc
213̄1 and ΦBa

210 are significantly lower when compared to PBE values obtained from the

literature. Overall, the LDA-computed work functions are on average closer to the experimental

values with a deviation of 0.11 eV (see Figure A.1).
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3.3.2 Work function of missing-row reconstructions
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Figure 3.5: Plot of the (110) work function for an unreconstructed (Φunrecon
110 ) and 1×2 missing-

row reconstructed (Φrecon
110 ) surface for fcc materials. Data points corresponding to materials

where reconstruction is thermodynamically favorable (−2 meVÅ
−2

< γrecon
110 − γunrecon

110 ) are
labelled in blue.

Figure 3.5 compares the work function for the (110) missing-row reconstructed surface of

face-centered cubic metals (Φrecon
110 ) to the work function of the corresponding unreconstructed

surface (Φunrecon
110 ). As found in our previous work, only Pt, Au and Ir have significantly lower

surface energies for the (110) missing-row reconstruction compared to the unreconstructed surface,

which is in agreement with experimental observations. In general, we find that reconstruction

leads to a relatively small increase in the work functions, though the three fcc metals exhibiting a
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thermodynamic driving force to reconstruct also have the largest work functions.

3.4 Discussion

3.4.1 Periodic trends in the work function
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Figure 3.6: Plot of Φ̄ versus (a) group number and (b) γ̄ for transition metals, and (c) Φ̄ versus
group number for lanthanides. The left and right dashed lines in (a) corresponds to the parabolic
peak when plotting group number against γ̄ and Φ̄ respectively.

Figure 3.6a plots Φ̄ against the periodic group number for transition metals which demon-

strates a parabolic behavior with the position of the parabolic maxima located at group 10 (Pt

group). When plotting Φ̄ against the weighted surface energy (γ̄) in Figure 3.6b, we observe
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a split between elements above and below group 8. A similar parabolic trend when plotting γ̄

against group number results in a maxima observed at group 7 rather than 10. The position of

these parabolic peaks are related to the increasing cohesive energy resulting from the increasing

number of half-filled d-orbitals as well as the width of the electronic s, p and d bands. For a

more in-depth discussion, the interested reader is referred to the references herein125,157. We

further note that cohesive energy and thus surface energy are strongly correlated with mechanical

properties which suggests a cohesive energy origin to previously observed trends between Φ̄ and

mechanical properties of transition metals168,170,200.

To our knowledge, this work represents the first time DFT has been used to calculate the

work functions of the lanthanides. Figure 3.6c plots Φ̄ against the group number. A gradual

decrease is observed for the half-filled lanthanides from Ce to Sm with a sharp decrease for Eu.

The latter half of the lanthanides has a relatively constant value from Gd to Tm with a sharp

decrease for Yb. Afterwards, a sharp increase is observed for Lu. These trends are consistent

with trends of the cohesive energies of the lanthanides (see Figure A.2), which in turn may be

attributed to the gradual filling of the 4 f orbitals. The two lowest Φ̄ are observed when the 4 f

orbitals are half filled (Eu) and completely filled (Yb), and these two elements also have the

lowest cohesive energy and melting point among the lanthanides. With the exception of Ce, the

computed Φ̄ underestimates the experimental values of Φ
expt
poly for the lanthanides with a standard

deviation of 0.136 eV from Ce to Yb (see Table A.1).

3.4.2 Discrepancies in the comparisons

In general, our computed work functions are consistent with previous computational

studies8,20,176. It is well known that the GGA(PBE) functional underestimates the intermediate

range van der Waals (vdW) forces and Fermi energy while having no long-range vdW forces,

which generally leads to an underestimated work function. Although LDA generally yields values

closer to experiment than GGA(PBE), this agreement is due to the various errors inherent in LDA
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that work in tandem to provide an error cancellation.8

LDA/GGA are also known to have errors associated with overbinding/underbinding

leading to smaller/larger cell volumes, lattice parameters and atomic distances, which can in turn

influence surface properties. Larger atomic distances will decrease 2NN contributions to γhkl and

Φhkl. This effect is especially prominent in the refractory metals Mo, Ta, Nb and W where the

work function is shown to be dependent only on 1NN, but not 2NN (see Table A.3). Without

2NN contributions, the work function will be severely underestimated in these metals when

compared to experimental values, thus explaining the increasing deviation for refractory metals.

Furthermore, the surface energy scales well with 2NN for Nb and Ta (which have the greatest

deviation in Φhkl of the four refractory metals), indicating that underbinding in GGA(PBE) is

more consequential for work function than it is for surface energy.

Experimental error is also a potential source of discrepancies in our comparisons. Φ̄As is

significantly higher while Φ̄La and Φ̄Se are significantly lower than that of their corresponding

values for Φ
expt
poly. Experimental values for these particular elements were taken from Michaelson 181

where surface contamination could lead to inaccuracies of up to 0.5 eV173 in the reported

measurements. ΦAs
poly is also known to range from 3.75 to 5.4 eV which our value for Φ̄As lies

between. Furthermore, the value of ΦSe
poly was also determined using a photoelectric method which

is known to yield erroneous values of work function for semiconductors. In addition, we opted

to use the latest values available from the literature, which for ΦLa
poly came from Michaelson 181 ,

despite measurements from Rozkhov and Ye. 197 being 0.54 eV closer to our DFT and previous

linear muffin-tin orbital method values186.

Although the calculated Φlowest
hkl has previously been suggested as a good approximation of

experimentally measured Φ
expt
poly, we have shown that the Wulff-area-weighted Φ̄ provides a much

closer estimate. This suggests that the eclipsing effect of lower work functions in PES signals of

patchy surfaces may not be as prominent as once thought. Despite this, the values of Φ
expt
poly are

higher than Φ̄ by an average value of 0.18 eV. Kawano 171 has argued that the weighted work
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function is more likely to follow a Boltzmann distribution with a higher value than that provided

by Equation 3.2. In this context, temperature becomes an important factor in determining the

work function200,201. However, it is unaccounted for in our calculations which are assumed to

take place at 0K.

3.4.3 Effect of reconstruction on work function

In general, the work function of the reconstructed facets are slightly larger than that of the

unreconstructed facets. This can be due to the exposure of the {111} facets during reconstruction

which generally have larger values of Φhkl than the (110) facet due to the lack of Smoluchowski

smoothing in the flat {111} surfaces. It is not coincidental that the disparity between Φrecon
110 and

Φunrecon
110 for metals with surface reconstruction (Au, Ir, and Pt) is larger than for other metals. Ho

and Bohnen 202 previously explained that missing row reconstruction was the result of competing

forces that contributed to the kinetic energy (KE) contributions to surface energy. A missing-row

introduces additional broken d-bonds for transition metals which increases KE. At the same time,

a larger surface area is created from the newly exposed {111} facets which will better facilitate

the spreading of s and p electrons. This increase in electron spreading will lower the surface KE

and for some elements such as Au, Ir and Pt, is enough to overcome the KE increase. Recall that

electron spreading will increase work function, a tenet of the Smoluchowski model (see later

section), which explains the larger increase in Φrecon
110 for reconstructed surfaces relative to Φunrecon

110 .
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3.4.4 Models for the work function
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Figure 3.7: Plot of the normalized broken bonds vs Φhkl/Φ̄ normalized by average work
function for (a) fcc, (b) bcc and (c) hcp structures for elemental crystalline solids commonly
observed in literature. A legend indicating the element of each corresponding marker is shown
at the bottom right.

Figure 3.7 plots Φhkl normalized by the average work function for each element Φ̄ as a

function of the normalized broken bonds. All r values obtained from comparing Φhkl and γhkl to

their respective normalized broken bonds and to each other are presented in Table A.3. Strong

negative correlations were observed for the anisotropic work functions of 23 metals: Au, Ni,

Ag, Pd, Cu, Rh, Nb, Mo, Li, Ta, W, Y, Lu, Ru, Zr, La, Tc, Sc, Tm, Re, Eu, Er and Ho. Among
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these systems, similar trends have been confirmed in previous studies for Ni, Cu, Ag, Mo and

W, but not for Au and Pd20,171,176. Ta and Nb are the only metals where a stronger correlation

with surface energy (rTa = 0.96, rNb = 0.88) is observed when modelling with 2NN and work

function (rTa =−0.78, rNb =−0.86) when modelling with 1NN. A moderate negative correlation

is observed for 20 metals: Pt, Ir, Ca, Sr, Na, V, Cs, K, Cr, Mg, Ti, Zn, Pr, Hf, Tl, Co, Be, Nd,

Sm and Os. The remaining 9 metals have weak negative correlations with Cd and Al having no

negative correlation (rCd = 0.01, rAl = 0.22) at all.

Grepstad et al. 199 has previously suggested that the Smoluchowski rule is valid only for

systems with densely packed planes. It is well known that the c/a ratio of Cd is significantly larger

than other hcp metals leading to sparsely packed planes along the (0001) direction203 which can

explain why Cd does not follow the Smoluchowski rule. However, although Grepstad et al. 199

was able to show that the computed values of ΦCu
211 and ΦAl

hkl are consistent with this explanation,

our results clearly show that even for facets of Cu with MMI>1, bond breaking trends are still

valid.

Alternatively, Fall et al. 204 associates the anomalously low value of ΦAl
111 with the presence

of p orbitals parallel to its surface which are highly favored in electronically dense facets. By

decreasing the valence electrons at the surface, the p orbitals perpendicular to the surface become

favored over the parallel p orbitals. This leads to an increase in ΦAl
111 that will eventually lead to

an anisotropy consistent with the Smoluchowski rule. It is possible that the same phenomenon

can explain the lack of correlation in other p-block systems such as Pb (r =−0.05).
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An improved model for the work function of metals
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Figure 3.8: Plot for the calculated Φ̄ against (a) Pauling electronegativity χ and metallic radius
R, and (b) predictions from improved model for Φ̄ = 1.55+3.76 χ

ratom
, where ratom =3 √Vatom

and Vatom is the unit cell volume per atom.

The comprehensive data set presented in this work affords us the ability to develop

more robust models for the work function of the elemental metals. It has previously been well-

established by Michaelson 173 and Miedema et al. 174 that the work functions of metals have a

positive linear relationship with the electronegativity χ of the metal. This may be explained by

the fact that χ is a measure of how strongly electrons are bounded to the atom, and hence, the

higher the χ, the greater the energy needed to bring an electron from the bulk to the free vacuum

(Φ). Nevertheless, as can be seen from Figure 3.8a, it is clear that χ only explains R2 = 85.5% of

the variation in Φ̄ across the metals.

We carried an investigation of the relationship between Φ̄ and various atomic properties.

As can be seen from Figure 3.8a, a strong, albeit non-linear, negative relationship is observed

between Φ̄ and the metallic radius R. From Gauss’ law, the potential inside an infinite charged

plate is proportional to the bulk charge density times the square of the thickness of the plate,
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i.e., it scales charge per unit length of material. We postulate that the average work function

is proportional to the electron density per unit length, similar in spirit to the traditional jellum

work function model for metals205. We performed a linear regression of Φ̄ against χ

ratom
, where

χ is related to the electron charge contributed per atom (in line with previous models) and

ratom =3 √Vatom, where Vatom is the unit cell volume per atom. As shown in Figure 3.8b, this

optimized model Φ̄ = 1.55+3.76 χ

ratom
exhibits a much improved prediction accuracy for Φ̄, with

a very high R2 of 0.933 and a small SEE of 0.226 eV.

3.5 Conclusions

In conclusion we have constructed the largest database of anisotropic work functions to

date. We have validated our database by comparing to both experimental and computational

results from the literature and by confirming previously observed trends. In addition, we have

also developed a technique for estimating the work function of a polycrystalline specimen using

the Wulff shape and showed that it is a significantly more accurate estimate for experimental

polycrystalline values than the lowest anisotropic work function. Using this large dataset, we

have also extensively probed well-known empirical relationships for the work function, such as

the Smoluchowski rule, and developed a substantially-improved prediction model for the work

function of the metals from atomic properties such as the electronegativity and metallic radius.
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Chapter 3 is, in full, a reprint of the material “Anisotropic work function of elemental

crystals” as it appears in Surface Science, Richard Tran, Xiang-Guo Li, Joseph H. Montoya,

Donald Winston, Kristin A. Persson and Shyue Ping Ong, 2019, 687(September), pp 48-55. The

dissertation author was the primary investigator and author of this paper. Most calculations and

data analysis were performed by the author.
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Chapter 4

Morphology control of tantalum carbide

nanoparticles through dopant additions

and surface segregation
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4.1 Introduction

Tantalum carbide (TaC) is an ultra-high temperature ceramic (UHTC) with a melting

temperature of ∼4100 K and exceptional hardness, both attributed to its strong Ta-C covalent

bonds206,207. Such properties hold great engineering relevance under harsh conditions, resulting

in industrial applications such as high-speed cutting tools and hard coatings. TaC also holds great

potential in aerospace and advanced energy systems, such as turbine blades, scramjet engines,

nuclear reactors and solar absorbers26. Practical limitations of TaC at high temperatures are often

due to the degradation of mechanical properties due to porosity and other microstructural defects,

as well as problems connected to oxidation208 and creep deformation209.

Improvement of properties begins with control of powder size and shape. Studies have

explored the shape control of transition metal carbide nanoparticles to exploit the high surface

area-to-volume ratio in applications such as catalysis and chemical sensing whereby specific

facets, such as those with steps and kinks, will better facilitate chemical reactions210,211. Modeling

studies have looked at the molecular adsorption of H2O on ZrC, to obtain cubes and octahedrons,

and carbon adsorption on Ru to produce nanorods32. Strain effects have also been explored as

parameters for morphological modification of copper and nickel particles212 and acid etching

techniques have been applied for obtaining cubes of borides213,214. Moreover, experimental

efforts have investigated shape change in cubic carbides as a function of carbon stoichiometry,

which influences the relative growth rate of the dominant {111} and {100} facets28–30.

Recently, doping has been suggested as a possible mechanism to form nanocubes in

ceramic materials. For transition metal dopants, the interactions between the d-orbitals of

dopants and the p-orbitals of the non-metallic anionic elements (i.e., carbon, nitrogen, boron,

etc.) in ceramic compounds are thought to promote adsorption on the {100} facets, especially for

metallic dopants with high carbon solubility29,31. With this in mind, the modification of particles

from octahedrons to cuboids with an increasing dopant concentration has been successfully
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demonstrated for Cr-doped WO3 and Ni-doped TiC29,211. However, the fundamental principles

behind dopant-induced morphological selectivity and control remain largely unknown.

In this study, a combined experimental and computational effort is implemented to

demonstrate the effects of dopants on the particle morphology of TaC. We show that morphology

modification results from a combination of dopant segregation towards the surface of particles and

dopant interaction with surface carbon through orbital hybridization. These effects modify surface

energy, slowing crystal growth and facilitating the formation of polyhedrons. Doping with iron

and Ni-Ti co-doping results in cubes and cuboctahedrons, while cobalt and nickel doping result

in cuboctahedrons. This work provides critical insights into the fundamentals of dopant-induced

shape control, which has exceptional potential in tuning the mechanical and catalytic properties

of ceramic materials.

4.2 Methods

4.2.1 Synthesis and characterization of TaC powders

The synthesis of TaC particles is based on a modified solvothermal method215,216. Tan-

talum (V) chloride [No. 14614, 99.8%, anhydrate, Sigma-Aldrich] and carbon black powder

[No. 39724, >99.9%, Alfa Aesar] were used as the metal and carbon sources. Lithium granules

[No. 499811, 99%, Sigma-Aldrich] were employed as the non-aqueous solvent and reductant,

according to the following chemistry:

TaCl5 + C + 5Li→TaC + 5LiCl

The amount of each component was calculated based on 3 g theoretical yield of TaC,

while two times of excess carbon and lithium were used to ensure phase purity. For different

dopant systems, metallic nickel [No. A17943, 99.9% metals basis, Alfa Aesar], iron [No. 267953,

>99.9% metals basis, Sigma-Aldrich], cobalt [No. 697745, >99.9% metals basis, Sigma- Aldrich],

titanium [No. 43102, 99.5%, metals basis, Alfa Aesar], and niobium [No. 11548, 99.9% metals
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basis, Alfa Aesar] were used for synthesis. Their amounts varied based on various atomic ratios

between the dopant and the host that were investigated. See Table B.2 for corresponding dopant

concentrations in each powder sample. To lower the maximum flame temperature, 30 wt.% of

pure TaC powders [No. 12144, 99.5%, Alfa Aesar] were added as reaction diluent. The precursors

were weighed and ground manually in a mortar and pestle in an argon-protected glovebox for

at least 15 minutes to create a homogeneous mixture. They were then placed in a quartz test

tube, after which lithium granules were incorporated. The test tube was then rotated repeatedly to

ensure that the surfaces of the lithium granules were fully covered with precursor powders and

temporarily sealed with parafilm prior to being transferred out of the glovebox for preheating and

ignition. To initialize the reaction, a volumetric external heating apparatus was custom-made

using a stainless steel hollow cylinder wrapped with dual-element high-temperature heating tape.

The system was preheated to ∼400◦C in order for the reaction to occur. To minimize oxidation

during the reaction, the test tube was flushed with ultra-high purity argon gas 5 times before

being inserted into the heating cylinder, capped by a rubber stopper and connected to a vacuum

pump for outgassing. The reaction self-ignited once the system reached the melting temperature

of lithium. The duration of reaction was less than 40 seconds for all reactions. The system was

then air-cooled to room temperature. The post-reaction products were rinsed using deionized

water to dissolve excess lithium, followed by two wash cycles using hydrochloric acid [H-135, 25

vol%, Spectrum Chemical]. Within each cycle, 15 minutes of magnetic stirring and 30 minutes

of ultrasonication were applied for thoroughness of washing and deagglomeration. Finally, the

acid-washed powders were cleaned one more time using deionized water and finally rinsed with

ethanol. The resulting powders were collected after 24 hours of drying in air.

The phase purity of samples was analyzed by X-ray diffraction on a D2 Phaser instrument

[Bruker AXS, Inc., Madison, WI] using CuKα radiation. The morphology of particles was

imaged by scanning electron microscopy (SEM) on an Apreo instrument [ThermoFisher Scientific,

Hillsboro, OR]. Elemental composition characterization was performed by energy dispersive
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spectroscopy (EDS) and X-ray photoelectron spectroscopy (XPS) on a custom designed system

[SPECS Surface Nano Analysis GmbH, Berlin, Germany] equipped with a PHOIBOS 150 WAL

analyzer with DDL-2 detector and a FOCUS 500/600 ellipsoidal monochromatic X-ray source

with a dual anode of Al and Ag. EDS and XPS were employed for determination of bulk and

surface chemical composition, respectively. The elemental surface compositions were calculated

by deconvolution of individual peaks using CasaXPS software. To statistically determine the

morphological modifications, particles were evaluated based on multiple SEM images. At least

900 particles were counted for each sample, ensuring the randomness and statistical significance

of the sampling. For each dopant precursor concentration, two individual batches of powders

were synthesized and characterized using identical procedures to confirm the repeatability of the

results.

4.2.2 Computational methods

All DFT calculations were performed using the Vienna Ab initio Simulation Package

(VASP) within the projector augmented wave (PAW) approach4,136,138,140. The exchange-

correlation effects were modeled using the Perdew-Berke-Ernzerhof (PBE) generalized gradient

approximation (GGA) functional, and all calculations were spin-polarized with a plane wave

cutoff of 400 eV78. The pseudopotentials used are similar to those used in the Materials Project15.

The energies and atomic forces of all calculations were converged within 10−4 eV and 0.02

eVÅ−1 respectively. Γ-centered k-point meshes of 50
a ×

50
b ×

50
c and 50

a ×
50
b ×1 were used for

the oriented unit cell and slab calculations, respectively, with non-integer values rounded up to

the nearest integer132. Since there are several possible terminations for the TaC (111) facet, we

only investigated segregation in the most stable terminations (Ta-terminated slab in Figure 4.4(c)).

Furthermore, when γ has been determined for several facets, it can be used to construct the Wulff

shape. Further explanation and details into the surface grand potential can be found in Section B.1

of Appendix B.
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By comparing dopant stability in the surface and bulk, defined as the energy difference

between a doped and undoped cell, we can determine where the dopant will segregate. This is

dictated by the segregation energy, which is given by:

Eseg =
(Eslab+X −Eslab)

2
− (Ebulk+X −Ebulk) (4.1)

The difference between Eslab+X and Ebulk, the calculated total energies of the clean and doped

slab cells, respectively, represents dopant stability on the surface. Meanwhile, the difference

between Ebulk+X and Ebulk, the calculated total energies of the undoped and doped bulk cells,

respectively, represents dopant stability in the bulk. The factor of 2 in the first term accounts for

both surfaces being symmetrically doped. Eseg < 0 indicates a segregation tendency towards the

surface, Eseg ∼ 0 indicates no segregation tendency, and Eseg > 0 indicates a segregation tendency

towards the bulk. Only dopants that segregate towards the surface are assumed to influence the

surface energy and thus affect the morphology. We investigated dopant segregation in both the top

layer and sublayer of the surface (see Figures 4.4(c)-(d)), where the black-dashed box represents

the top layer and the red-dashed box represents the sublayer.

TiTa3C4 slabs (see Figures 4.4(e)-(f)) were generated from a fully relaxed bulk TiTa3C4

structure, which was in turn generated by substituting one Ta atom for Ti in the conventional

unit cell of TaC. Dopant substitution of a single Ta atom was performed for TaC slabs. Single

substitution for both Ta and Ti atoms, one at a time, was performed for TiTa3C4. We investigated

the most dilute coverage of dopants that can be calculated while maintaining slab systems of

less than 200 atoms resulting in a coverage of 1/4 and 1/2 monolayers (number of dopants

per unit primitive slab) for the TaC and TiTa3C4 slabs, respectively. All slabs had a slab and

vacuum layer 22 Å and 16 Å thick to prevent periodic interactions between the dopants and

the two surfaces. All slab systems, including doped slabs, maintained symmetrically equivalent

surfaces by ensuring Laue point group symmetry in the structures to avoid any dipole moments
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perpendicular to the surface36,132,217. All computational parameters, structural models, Wulff

construction, chemical potential range maps and surface energy analysis were obtained with the

aid of the Python Materials Genomics (pymatgen) materials analysis library135.

For each dopant-carbon bond, we quantify p− d hybridization as the integration of

the negative Crystal Orbital Hamiltonian Population (–ICOHP), which is the covalent bond

contribution to the bonding character of the dopant. Similarly, –ICOHP is used to quantify the

metallic bond contributions for each dopant-Ta bond. The –COHP is integrated from the valence

band to the Fermi level in order to obtain the –ICOHP. In this study, we only consider bonds

within a radius of 3.5 Å from the dopant, which encompasses all carbon nearest neighbors and

Ta next nearest neighbors (see Figures 4.6(b)-(c)). The –ICOHP is normalized by the number of

valence electrons and the sum of the metallic (dopant-Ta) and covalent (dopant-C) contributions,

which results in the total bond contribution of the dopant. We normalize –ICOHP for the covalent

contributions by this total to obtain the percentage covalent contribution of the dopant given by

the table in Figure 4.6(a). For further details, the reader is referred to Maintz et al. 218 and Sun

et al. 219 .

4.3 Results

4.3.1 Undoped TaC nanoparticles

The morphologies of undoped powders of TaC are illustrated in Figure 4.1(a), showing

that the nanoparticles are predominantly of random shapes, with minimal amounts of faceted

surfaces. X- ray diffraction patterns of the powders can be observed in Figure 4.1(b), where the

lattice parameter obtained from Rietveld refinement is 4.4543 ± 0.00003 Å, indicating that the

sample is slightly non-stoichiometric220,221. Controlling the particle morphology requires tuning

the relative growth rate of different crystal facets. Faster growth for a particular crystal face results

in quicker extinction of that face, leaving the slower growing faces as the enclosing surfaces for
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the final crystal. The growth rate of a particular face is directly proportional to its corresponding

surface energy, γ. Using the Wulff construction, Figure 4.1(c) illustrates how the equilibrium

shape for a generic cubic material changes with the growth rate ratio (R = γ111/γ100). Values of R

below 0.58 result in octahedrons, values between 0.58 and 1.73 result in cuboctahedrons, and

values greater than 1.73 result in cubes. Burton et al. 222 previously proposed that facets with a

high growth rate will go through thermodynamic roughening whereby the crystal morphology

transitions from its equilibrium crystal shape to a round/irregular shape due to free energy

minimization at elevated temperatures. More recently, Jin et al. 29 has reported experimental

thermodynamic roughening of transition metal carbides. In our case, it is likely that the growth

rate of the {100} facets has surpassed the temperature threshold for thermodynamic roughening

due to the extremely high synthesis temperatures (>2000 K), thus explaining the lack of cubic

particles and the lack of faceting in general in Figure 4.1(a).

The surface energy with respect to the carbon chemical potential (∆µC) is plotted in

Figure 4.1(d) for undoped TaC surfaces (y-axis) for facets with Miller indices of (111), (110) and

(100), and the (111) fcc Ta surface. For the stoichiometric slabs, such as (110) and (100), the

surface energies are constant with respect to ∆µC. For the non-stoichiometric (111) Ta-terminated

slab, however, the C-deficiency relative to the bulk TaC results in a positive linear relationship

between γ111 and ∆µC (see Equation B.1 and derivations therein in Appendix B). At high ∆µC,

the most stable surface of TaC is the (100) facet, due to the smaller number of broken bonds

compared to the (111) facet. At lower ∆µC, the Ta-terminated (111) facet is increasingly stabilized

as it becomes more similar to the metallic fcc Ta (111) surface223 with greater carbon deficiency.

In fact, the calculated work function of the TaC (111) surface (4.62 eV) is close to that of the

Ta (111) surface (4.70 eV), while that of the TaC (100) surface is significantly lower (3.61 eV).

This stabilization of the (111) facet pushes its growth rate below that of roughening, allowing for

minimal formation of cuboctahedrons, but not the formation of cubes.
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Figure 4.1: Characterization of undoped TaC powders, particle shapes and surface energies. (a)
Scanning electron micrograph and (b) X-ray diffraction pattern of undoped TaC powders. (c)
Varying morphologies corresponding to the surface energy ratio (R = γ111/γ100) and (D) surface
energies for the TaC (100), (111) and (110) slabs and the face-centered cubic Ta (111) slab as a
function of the chemical potential of carbon (∆µC).

4.3.2 Doping efficacy on morphology control

To expose crystal facets and tailor particle morphology, the surface energies of the

desired facets must be further decreased. We add metallic dopants with low bulk solubility

in TaC, namely Ni, Co, and Fe, as well as mixed Ni/Ti co-dopants, in order to modify its

surface thermodynamics and subsequently influence its growth. A metallic dopant with high bulk
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solubility in TaC (i.e., Nb) was also added for comparison. The full list of prepared powders, with

dopant concentrations determined by energy dispersive spectroscopy, is presented in Table B.2

in Appendix B. Figure 4.2 illustrates the morphology of Fe-doped (Figure 4.2(a)), Ni/Ti- doped

(Figure 4.2(b)), and Nb-doped (Figure 4.2(c)) TaC powders. The corresponding XRD patterns

are illustrated in Figures B.1 through B.5 for the powders doped with Ni, Co, Fe, Nb, and Ni/Ti,

respectively. The SEM micrographs show that a significant portion of the Fe-doped and Ni/Ti-

doped particles have been faceted into cubic particles (Figure 4.2(a)-(b)), whereas the Nb-doped

powders have not (Figure 4.2(c)).
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Figure 4.2: Electron microscopy of powders. Scanning electron micrographs for (a) Fe-doped,
(b) Ni-Ti co-doped, and (c) Nb-doped TaC powders.
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To compare the effectiveness in morphology control, we summarize the overall abundance

of particles of different morphologies in Figure 4.3. As the abundance of non-faceted particles

decreases (Figure 4.3(a)) in order of undoped, Co-, Ni-, Fe-, and Ni/Ti-doping, there is a

corresponding increase in the abundance of faceted polyhedrons (Figure 4.3(b)) and cubic

particles (Figure 4.3(c)). Cubic particles are only seen in the Fe- and Ni/Ti-doped powders

in abundances of 38% and 42%, respectively. Thus, from the SEM images and the statistical

analysis, we have established a causal relationship between the addition of certain dopants and

the formation of morphologically-controlled TaC particles.

70



Figure 4.3: Statistical abundance of particle shapes. For the undoped, Co-, Ni-, Fe- and Ni/Ti-
doped TaC powders, the resulting morphologies are (a) non-faceted, (b) faceted polyhedrons,
and (c) cubic.

4.3.3 Surface segregation of dopants

In order to probe the effect of dopants on the surfaces, we compare the dopant concen-

trations of the morphology modifiers (Co, Ni, Fe and Ni/Ti) in the bulk using energy dispersive

spectroscopy (penetration depth ∼1-2 µm below the surface) and near the surface using X-ray
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photoelectron spectroscopy (penetration depth <10 nm below the surface) in Figure 4.4(a). The

dopant with the greatest surface concentration enrichment (i.e., elemental concentration by XPS

is greater than EDS) is Ni followed by Fe and Co. Ti and Nb have a high solubility in the

bulk, as shown by the high EDS concentrations. Due to the chemical similarity of Ti and Ta,

TiC is expected to be mutually soluble with TaC leading to its high concentration in the bulk.

Figure 4.4(b) illustrates the calculated surface segregation energies (Esur f
seg ) for the TaC (111)

and (100) facets for all dopants considered in the study. A negative Esur f
seg indicates a driving

force towards segregation to the surface, defined as the layer of atoms inside the black and red

boxes in Figure 4.4(c)-(f). In agreement with the experimental observations, Nb and Ti exhibit

little to no preference to segregate to any surface, because the segregation energies, illustrated in

Figure 4.4(b), show values close to zero for both E111
seg and E100

seg . In contrast, Ni, Fe, and Co are

predicted to strongly segregate to the (111) surfaces. In comparing the E111
seg and E100

seg , it is clear

that the E111
seg values are less than -2 eV, whereas E100

seg is closer to -1 eV. To investigate how the

high bulk solubility of Ti doping affects Ni doping for the case of the Ni/Ti doped samples, we

calculated Esur f
seg for Ni in a TiTa3C4 solution and demonstrated that Ni will strongly segregate

to the (111) surface. This is in qualitative agreement with the experimentally observed higher

concentration of these dopants in the surface relative to the bulk.
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Figure 4.4: Dopant concentrations, surface energies and slab models. (a) Plot of the concentra-
tion of dopants detected by X-ray photoelectron spectroscopy with respect to the concentration
detected by energy dispersive spectroscopy. The samples chosen for comparison have the
highest abundance of modified particles in each system, namely, Ni-4, Co-3, Fe-3 and NiTi-5
(see Table B.2 in Appendix B for sample designations). (b) Calculated segregation energy for
the (100) surface with respect to the (111) surface. Slab models for (c) TaC (111) and (d) TaC
(100) used to calculate segregation energies in (b). Slab models for (e) TiTa3C4 (111) and (f)
TiTa3C4 (100). The black (surface) and red (sub-surface) dashed boxes indicate the possible
metallic (i.e., Ta and/or Ti) sites a dopant can substitute. The slab models were constructed using
lattice transformations to orient the basal plane parallel to the Miller index plane of interest. The
oriented unit cell was then expanded along the direction normal to the basal plane followed by a
removal of half the atoms in the resulting supercell to generate a slab and vacuum layer. The
most stable termination for the (111) TaC surface is a Ta-terminated nonstoichiometric slab,
while the (100) surface is modeled with a Ta-C terminated stoichiometric slab.
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4.3.4 Dopant shape preference and bonding

To rationalize the relative preference of cuboctahedron/cube formation, enthalpy maps of

R as a function of ∆µC (y-axis) and ∆µX (x-axis) where X is the dopant incorporated into TaC

are plotted in Figures 4.5(a)-(c). Dopant segregation has two effects. First, the surface dopants

modify the range of ∆µC and ∆µX where TaC is stable at the surface, as indicated by the red

shaded regions. Second, the surface dopants also modify the surface energies of TaC, and hence

R, as a function of ∆µC and ∆µX . In the case of Ni- and Co-doping (Figures 4.5(a)-(b)), the region

where TaC is stabilized overlaps with those where cubes and/or cuboctahedrons will form. For Fe

(Figures 4.5(c)), the region where TaC is stabilized overlaps with the region where cubes will

form, making Fe a very efficient single dopant. These observations explain the relative abundance

of cubes observed under Fe doping, and cuboctahedrons under Ni and Co doping in Figure 4.3.

Similarly, Figures 4.5(d)-(e) describe the enthalpy maps of R for Ni-doped TiTa3C4, our

computational analog for Ni/Ti doping. This analog simulates Ni segregation on the surface of a

TiTa3C4 slab in order to investigate the simultaneous effect of Ti doping in bulk solution and Ni

doping on the surface of TaC. We stress that no TiTa3C4 was detected in the experimental powders

as a separate phase and any interpretation of the computational analog should not be used to

imply the formation of this phase in the experimental work. Here, we kept a constant value of

∆µNi =−0.4 eV for Figures 4.5(d) and ∆µTi =−2 eV for Figures 4.5(e), as these values are in the

range of chemical potential where TaC is stable under a ∆µNi with respect to ∆µC and ∆µTi with

respect to ∆µC, respectively. This leads to a larger chemical potential range that allows for the

formation of cubes, in agreement with the statistical abundance of cubic versus faceted polyhedron

particles shown in Figure 4.3 for the Ni/Ti-doped powders. Since only dopants that segregate

towards the surface will induce morphology modification, surface segregation is a prerequisite for

influencing γ. This is further supported by the fact that Nb has little to no segregation preference

towards the surface, which results in no signs of morphological modification (Figure 4.2(c)). We
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can therefore attribute the considerably lower percentage of faceted particles in the Co-doped

system relative to the Ni-, Fe-, and NiTi-doped systems to its comparatively low concentration on

the surface (lower than 3 at.%), as revealed by XPS.
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Figure 4.5: Calculated enthalpy maps of R as a function of ∆µX with respect to ∆µC. (a) Ni
in TaC, (b) Co in TaC, (c) Fe in TaC, (d) Ti in TiTa3C4 with ∆µTi = −0.4 eV, and (e) Ni in
TiTa3C4 with ∆µTi =−2 eV at the surface. The dashed line indicates R = 1.15 (formation of
cuboctahedrons) and partitions the enthalpy map into two regions. The region below is the ∆µ
window for the formation of (truncated) octahedrons and the region above is the ∆µ window
for the formation of (truncated) cubes. The red shading indicates the section of the chemical
potential map where TaC is stable. Red arrows in (d) indicate the chemical potential of ∆µTi

where TiTa3C4 and TaC are stable.

We also calculated the negative integrated Crystal Orbital Hamiltonian Populations (-
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ICOHPs) for each dopant bond on the (100) and (111) surfaces218,219 to quantitatively gauge the

contribution of covalent (dopant d and carbon p) and metallic (dopant d and Ta d) interactions

to dopant bond strength (see the table in Figure 4.6(a)). We observe that for Fe doping in TaC,

the majority of contribution to dopant bond strength is from covalent (over 50%) interactions

for the (100) surface and from metallic interactions on the (111) surface. Nie et al. 31 previously

suggested that doping of Ni in TiC may lead to p− d orbital hybridization between Ni and C

at the (100) surface, which will further reduce its surface energy. In the case of Fe-doped TaC,

we observe similar p−d hybridization that stabilizes the (100) surface over the (111) surface,

explaining the significantly higher yield of cubic nanoparticles. The significant decrease in γ up

to 0.13 eVÅ
−2

when comparing the undoped surfaces to the Ni-, Fe- and Co-doped surfaces at

∆µi = 0 eV will prevent the onset of thermodynamic roughening (see last column of Table B.1

of Appendix B.1 for values of γ). When coupled with dopant and surface atom interactions, this

decrease in surface energy is the root cause of the larger yield of faceted particles.

X-Ta: 0.038 (0.029)

X-Ta: 0.045 (0.034)

X-Ta: 0.013 (0.019)

X-Ta: 0.022 (0.031)

X-Ta: 0.032 (0.029)

X-C: 0.185 (0.145)

X-C: 0.193 (0.137)

X-C: 0.138 (0.090)

X-C: 0.075 (0.036)

b c

(100) (111)

Dopant (hkl) % covalency
Co (111) 50.30

(100) 54.54
Fe (111) 49.67

(100) 54.55
Ni (111) 45.90

(100) 41.39
Ni* (111) 46.18

(100) 53.27

a

Figure 4.6: -ICOHP bond contributions of dopant bonds at the surface. (a) Table of the
percentage of covalency for the dopant bonds at the surface and the corresponding metal atom
that was substituted in the undoped surface. The remainder percentage represents metallicity.
Ni* indicates Ni substituting Ti in TiTa3C4. The -ICOHP contributions for all nearest X-Ta
(metallic bonds) and X-C (covalent bonds) in the (b) (100) and (c) (111) surface are shown
where X is the dopant (blue site). -ICOHP values shown in red (green) text are for X=Fe (X=Ni).
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4.4 Discussion and conclusion

In summary, the onset of morphology modification is due to surface segregation of dopants

and interaction with neighboring carbon via d− p hybridization, which reduces the growth rate

to prevent thermodynamic roughening. Ni and Co doping favors faceted polyhedrons, while Fe

doping favors both faceted polyhedrons and cubic geometries due to its stronger hybridization

effect with neighboring C at the (100) surface. Nb segregates to the surface only minimally

and, thus, faceted particles are not formed. Ti dopants will dissolve in the bulk of the TaC

host leading to a decrease in surface chemical potential for Ti. This increases the chemical

potential window that allows for cube formation. With the addition of Ni and carbon p− d

hybridization at the surface, thermodynamic roughening can be prevented leading to cubic and

faceted polyhedron geometries in the Ni/Ti doped TaC. We expect the mechanisms explored here

can be widely applicable to other combinations of dopants and ceramic powders. For example, if

one seeks to produce highly-faceted (V, Hf, Zr)-carbide nanoparticles with fcc crystal structure,

doping strategies reported here can be applied. Other rare earth elements may also be effective

in changing the growth habits of crystals based on surface segregation and dopant-host atomic

orbital hybridization.
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Chapter 4 is, in full, a reprint of the material “Morphology control of tantalum carbide

nanoparticles through dopant additions and surface segregation”, Tianqi Ren, Richard Tran,

Sebatstian Lee, Aric Bandera, Manuel Herrera, Xiang-Guo Li, Shyue Ping Ong and Olivia A.

Graeve. This material has been submitted to a peer-reviewed journal and is currently being

reviewed for publication. The dissertation author was the primary investigator and author of this

paper. All calculations and data analysis for the computational part of this paper were performed

by the author. The experimental portion of the work – synthesis and characterization – was

done by collaborators Tianqi Ren, Sebatstian Lee, Aric Bandera, Manuel Herrera, and Olivia A.

Graeve.
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Chapter 5

Computational study of metallic dopant

segregation and embrittlement at Mo grain

boundaries
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5.1 Introduction

Mo166 and its alloys224 have been widely used in high temperature applications225

owing to their excellent stability, strength, high thermal and electrical conductivity226, and a

low coefficient of thermal expansion227. In addition, its high creep, corrosion, and sputtering

resistance opens up applications in medical devices228 and coatings for aerospace and defense

components 229. However, Mo still suffers from low ductility at near room temperatures43,230.

It is well known that segregation of alloying elements or impurities at grain boundaries

(GBs) leads to embrittling effects in Mo as well as many other alloys44,231–234. Nonetheless,

doping with certain other elements can also be a promising approach to mitigate the low ductility

of Mo, as demonstrated by Miller et al. 235 for Zr, Al, C and B dopants in 2002 Charai et al. 236 .

also investigated liquid metal wetting embrittlement (LME) of Pb, Sn and Ni on Mo GBs and

showed that the wettability by Pb and Ni is dependent on crystallography or GB types. More

recently Liu et al. 43 , reported a nanostructuring technique that involves a molecular-level liquid-

liquid mixing/doping to achieve yield strengths over 800 MPa and tensile elongation as large as

40% at room temperature in Mo alloys. On the computational front, first principles investigations

of dopant segregation and diffusion in Mo GBs have been carried out with light elemental

dopants such as B, C, N, O and H110,237. In particular Janisch and Elsässer 237 , used local-density

functional theory (LDFT) to confirm one of the predictions made by the empirical Contrell

model238 by showing that the bonding strength between Mo GBs and its interstitial dopants

depends the strength of hybridization due to the relative position of electronic bands and thus on

the valence configuration of the elements.

GBs in metals critically affect their mechanical properties by acting as centers of dopant

segregation55,239 and system stabilization240. Although GB segregation in other metals, such as

Fe241, W50, and Ni242,243, have been extensively studied, a systematic first principles investigation

of metallic dopant segregation in Mo GBs is yet to be carried out.
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In this work, we performed density functional theory (DFT) calculations to investigate

segregation and strengthening phenomena in the Σ5(310) symmetric tilt and Σ5(100) twist GBs

of Mo for 27 metallic dopants. We compared the results of our investigation with those computed

from the empirical Miedema244 and McLean245 models. We will discuss whether segregation

and strengthening/embrittling effects can be explained using simple models based on strain and

cohesive energy, and the reasons for observed deviations from these models.

5.2 Methods

For brevity, the terms “twist GB” and “tilt GB” will henceforth be used to refer to the

Σ5(100) twist and Σ5(310) tilt GBs investigated in this work. All GB model construction, input

file generation and analyses were performed using the Python Materials Genomics (pymatgen)

library135. The following subsections outline the various structural models and calculation param-

eters used. Comprehensive convergence tests were carried out (see Figure C.1 in Appendix C) to

ensure that the relevant properties of interest (e.g., segregation energy) were converged to within

0.02 eV using these models and parameters.

5.2.1 Grain boundary structural models

GB structures were generated from the fully relaxed body-centered cubic (bcc) Mo unit

cell with cubic lattice parameter a = 3.167Å. The tilt GB model (Figure 5.1a) had dimensions

9.443 Å × 9.956Å × 24.760Å with 144 atoms, and the twist GB model (Figure 5.2) had

dimensions 7.083Å × 7.083Å × 25.343Å with 80 atoms. The twist GB model was generated in

accordance to coincidental site lattice (CSL) theory246. Free surface calculations were performed

using cells of the same cell sizes as the GB models, but with approximately half the numbers of

atoms.
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Figure 5.1: Structure model for (a) the Mo Σ5(310) tilt GB and (b) the Mo (310) surface slab.
Symmetrically distinct sites in the tilt GB are numbered with increasing integers representing
increasing distance from the mirror plane.
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Figure 5.2: Structure model for Mo Σ5(100) twist GB. Coincident sites are labeled with the
number 0, while non-coincident sites are labeled as 1.

5.2.2 DFT calculations

All DFT calculations4,136 were performed using the Vienna Ab initio Simulation Package

(VASP)137 within the projector augmented wave (PAW)140 approach. The exchange-correlation

effects were modeled using the Perdew-Berke-Ernzerhof (PBE) generalized gradient approx-

imation (GGA)78 functional, and all calculations were spin-polarized. A plane wave cutoff

energy of 400 eV and a Gamma-centered k-point mesh were used for all calculations. The

energies and atomic forces of all calculations were converged to within 5×10−4 eV and 0.02 eV

Å−1 respectively. The Methfessel-Paxton method141 was chosen as the smearing algorithm, the

blocked Davidson iteration scheme 142 was chosen as the electron minimization algorithm, and
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ions were updated with the conjugated gradient algorithm. Γ-centered k-point meshes of 6×6×1

and 7×7×1 were chosen for the tilt and twist boundary structures, respectively.

5.2.3 Key parameters for segregation studies

From DFT calculations, the grain boundary (GB) and free surface (FS) energies are given

by the following equation:

γGB/FS =
EGB/FS−Ebulk/atom×nGB/FS

2×AGB/FS
(5.1)

where γGB/FS is the GB/FS energy, EGB/FS is the energy of the supercell containing the GB or

FS, and Ebulk/atom is bulk energy per atom in the Mo bcc structure, AGB/FS, is the cross-section

area and nGB/FS is the number of atoms in the GB/FS supercell.

The propensity of the dopant to segregate into the GB/FS is characterized by its segregation

energy EGB/FS
seg , which is given by the relative difference in energy between the dopant in the

GB/FS and in the bulk. The segregation energy of a dopant X can be computed using the following

equation:

EGB/FS
seg = (EGB/FS+X −EGB/FS)− (Ebulk+X −Ebulk) (5.2)

where EGB/FS/bulk+X is the energy for the doped GB/FS/bulk structure and EGB/FS/bulk is the

energy of the undoped GB/FS/bulk structure. In this work, all doped structures were obtained by

substituting a single Mo atom with a dopant atom and then relaxing the atomic positions with the

lattice parameters fixed at those of the fully-relaxed undoped structures. Interstitial doping was

not investigated. A negative EGB/FS
seg indicates dopant segregation into the GB/FS is energetically

favorable, in line with the convention used in literature50,241–243.

From EGB
seg and EFS

seg, the strengthening energy, ESE can be obtained from the following

equation

ESE = EGB
seg −EFS

seg = (EGB+X −EGB)− (EFS+X −EFS) (5.3)
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A positive/negative ESE indicates that the grain boundary is weakened/strengthened by the dopant.

5.2.4 Empirical continuum models

In this work, we compared the DFT predictions with two empirical GB thermodynamic

models: the McLean model245 and the Miedema model244. The McLean model only considers

strain energy of the solute, which in this case is derived from the Friedel model247, as the major

factor in GB segregation, and the segregation enthalpy (∆Hseg) is given by the following equation:

∆Hseg
el =

24πKMoGXrMorX(rMo− rX)
2

3KMorMo +4GXrX
(5.4)

where K and G are the bulk modulus and shear modulus, respectively, the subscript X denoting

the dopant, and r is the atomic radius.

The Miedema model posits that the bonding energy differences between dopant and bulk

atoms contribute to GB segregation enthalpy, with ∆Hseg given by the following equation:

∆Hseg =−0.71× 1
3
×ν× (−∆HMo

sol c0γ
S
MoV

2/3
Mo + c0γ

S
XV 2/3

X )+∆Eel (5.5)

where ν is the ratio of lost bonds at GB core, c0γSV 2/3 represents the molar surface enthalpy of

pure metal (Mo or X) by the definition of Miedema, ∆HMo
sol is the enthalpy of solution of X in Mo

and ∆Eel is the solute strain energy.

Because the empirical continuum models assume that changes in volume and entropy

due to segregation are negligible, segregation energy EGB
seg is approximately equals to segregation

enthalpy, we will use the former term in the remainder of this article for consistency. Also, EGB
seg

calculated using the empirical models assume the reverse convention whereby a positive value

indicates segregation preference towards the GB while a negative value indicates the dopant tends

to stay in the bulk. To maintain consistency when comparing to the DFT values, EGB
seg derived
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from these models will be presented with the reverse sign.

5.3 Results

Given the relatively large number of dopants explored in this work, we have adopted a

consistent marker shape and color scheme for all figures for ease of reference. The marker type

indicates the type of dopant (circle: 3d transition metal; square: 4d transition metal; triangle:

5d transition metal; pentagon: other s/p metals), and the marker colors are assigned in order of

increasing atomic number within each group of dopants, i.e., for the transition metals, dopants in

the same periodic group share the same color.

5.3.1 Site preference for dopants in Mo twist and tilt GBs

For both the tilt and twist GBs, there are multiple distinct sites close to the GBs that may

be potentially occupied by the dopant:

1. In the tilt GB, we considered three distinct sites: the site lying on the mirror plane (Site 0)

and the two sites that are nearest to the mirror plane (Sites 1 and 2), as shown in Figure 5.1a.

As seen in Table 5.1, Sites 0 and 2 have larger average nearest neighbor distances and

coordination numbers than Site 1. The polyhedron volume of Site 1 is the smallest among

the three sites.

2. In the twist GB, we investigated two distinct sites: (i) the coincidental site (Site 0) and (ii)

the non-coincidental site (Site 1), as shown in Figure 5.2. As seen in Table 5.1, Site 0 has

a larger coordination number, average nearest neighbor distance, and polyhedron volume

than Site 1.

Figure 5.3 plots the energy differences between GBs doped at different sites against the

relative metallic radius RX/RMo of the dopant. We find that larger dopants generally prefer larger
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sites (Site 0 in the twist GB and Sites 0 and 2 in the tilt GB), and vice versa. In the tilt GB,

dopants with radii smaller than Mo tend to favor the site just above the mirror plane (Site 1),

while dopants with radii larger than Mo show a clear preference for the mirror plane site (Site 0),

as shown in Figures 5.3a. An outlier is Pt, which shows a strong preference for the larger Sites

0 and 2 relative to the smaller Site 1 despite having a metallic radius slightly smaller than Mo.

None of the dopants prefer Site 2 over Site 0. For the twist GB (Figure 5.3c), dopants with radii

smaller than Mo clearly prefer the non-coincidental site (Site 1) while dopants with radii larger

than Mo present little to no site preference.
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Table 5.1: The coordination number, average bond length and polyhedron volume for each site
before dopant insertion.

Σ5 (100) Twist Σ5 (310) Tilt
Site 0 1 0 1 2
Coordination number 8 6 7 8 8
Average bond length (Å) 2.835 2.667 2.840 2.717 2.747
Polyhedron volume (Å3) 39.041 20.116 31.976 26.726 31.869

5.3.2 Dopant segregation energy

Figure 5.4 plots the segregation energy for the lowest energy sites of the twist GB EX, twist
seg

against that for the tilt GB EX, tilt
seg . In general, we find that the segregation energies of most dopants

to either type of GB are within ±0.25 eV of each other, with the exception of the magnetic 3d

transition metals, Pd and Pt. Of the 27 dopants investigated, only W, Ti and V are predicted to

have a small positive EX, twist
seg , and only Ti is predicted to have a small positive EX, tilt

seg . All other

dopants are predicted to have negative segregation energy for both types of GBs, i.e., there is a

thermodynamic driving force towards segregation. Given that EX, twist
seg and EX, tilt

seg are relatively

similar, and the tilt GB has a lower calculated energy (γtilt = 1.83 Jm−2) than the twist GB

(γtwist = 2.43 Jm−2), we will henceforth present mainly the results for the Σ5(310) tilt GB and use

EX
seg to refer to EX, tilt

seg for brevity. Interested readers are referred to the Supplementary Information

for the corresponding plots and results for the Σ5(100) twist GB.

Figure 5.5 compares the DFT segregation energy for all dopants in the Σ5(310) tilt GB

with those predicted from the empirical McLean and Miedema models. Again, we note here that

we have inverted the sign of the EX
seg from the empirical models such that a negative EX

seg always

implies a driving force to segregate. We observe that both empirical models tend to predict Eseg

that are less negative compared to DFT. In particular, the EX
seg of the noble metals (Rh, Ir, Pt, Ru,

Pd, Ag, Au), 3d transition metals (Co, Ni, Fe) and Tc predicted by both empirical models are

much less negative than that predicted in DFT. On the other hand, Mg and Ti are both predicted
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by the empirical models to have more negative EX
seg compared to the DFT predictions.

Figure 5.6a plots EX
seg against normalized difference in metallic radii RX−RMo

RMo
for all

dopants. We may observe that there is a somewhat parabolic-like relationship between Etilt
seg and

relative metallic radii, which indicates that the strain energy is likely a significant contributing

factor to segregation. However, the noble metals and 3d transition metals are again outliers,

predicted by DFT to have relatively large EX
seg, despite having relatively small metallic radii

mismatch with Mo.

Figure 5.6b plots EX
seg against the square of the Pauling electronegativity difference (χX−

χMo)
2 between each dopant and Mo, which is proportional to the difference in the dissociation

energy of the dopant X and the average dissociation energy of X and Mo248. We find that there

is a reasonably strong monotonic relationship between EX
seg and (χX−χMo)

2, with increasing

electronegativity difference generally leading to less negative EX
seg.
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literature 55.
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5.3.3 Strengthening energy

In Figure 5.7, the strengthening energy EX
SE is plotted against the segregation energy EX

seg

for the 27 dopants in the Σ5 (310) tilt GB. The dopants can be classified into three zones of

interest: dopants that have positive EX
seg (white region) would prefer to stay in the bulk, and hence

would have no effect on GB strength. For dopants that segregate, those with negative EX
SE (blue

region) tend to strengthen the GB while those with positive EX
SE tend to embrittle it.

For Figure 5.7a, EX
SE and EX

seg were determined based on the lowest energy dopant site

in the GB and FS (henceforth, referred to as the “l-to-l” approach), while for Figure 5.7b, they

were determined based on Site 0 in both the GB and FS, i.e., the mirror plane site in the GB

and surface site in the FS (henceforth, referred to as the “m-to-s” approach). We find that the

site preference has a significant influence on the DFT predictions. Using the l-to-l approach,
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the DFT calculations predict that Pd, Cu, Ta, Cr, Tc, W, Fe, Ni, Ru, Rh, Co, Mn and Ir would

strengthen the Mo tilt GB. Using the m-to-s approach, only Ta and Hf are predicted to have a

weak strengthening effect, and all other dopants are predicted to embrittle or have no effect on

the GB. Among the dopants that embrittle Mo, Bi has by far the greatest tendency to segregate

and the most positive EX
SE .

Instead of the traditional one-factor bond-breaking model that relates EX
SE with relative

cohesive energy ∆EX
coh

55,58, we investigated the following two-factor linear model:

EX
SE = kcoh∆EX

coh + kR
RX −RMo

RMo
(5.6)

where RX−RMo
RMo

is the relative metallic radii (a measure of strain), ∆EX
coh is the relative

difference in cohesive energy, and kcoh and kR are constant coefficients fitted using least squares

regression.

We find that this two-factor model is able to account for most of the variation in the EX
SE

(R2 > 0.8, see Figure 5.8), though the two coefficients differ significantly depending on whether

the l-to-l or m-to-s approach is used in determining EX
SE . For the l-to-l approach (Figure 5.8a),

the relative radii accounted for a much larger proportion of the EX
SE (kR = 7.37±0.578), and the

contribution of ∆EX
coh, kcoh, is much smaller than the 1/3 expected from the Seah bond-breaking

model. For the m-to-s approach (Figure 5.8b), kcoh = 0.39± 0.042, which is close to the 1/3

value expected from the traditional bond-breaking model of Seah 58 , though the relative radii still

accounts for a significant proportion of the variation in EX
SE .
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Figure 5.7: Plots of the strengthening energy EX
SE versus segregation energy EX

seg for the 27
dopants in the Σ5 (310) tilt GB. (a) based on lowest energy dopant site in GB and free surface
(l-to-l approach); (b) based on Site 0 (m-to-s approach). Dopants in the white region (positive
EX

seg) prefer to stay in the bulk. For dopants that segregate, those with negative EX
SE (blue region)

tend to strengthen the GB.
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Figure 5.8: Plot of the observed strengthening energy EX
SE for the site with the lowest EGB

seg versus
the two factor linear model for EX, model

SE (EX
coh, RX−RMo

RMo
) for the 27 dopants in the Σ5 (310) tilt

GB. (a) Fitting performed based on the l-to-l approach. kcoh = 0.14±0.023,kR = 7.37±0.578.
(b) Fitting performed based on the m-to-s approach. kcoh = 0.39±0.042,kR = 2.40±1.076. In
all fittings, the p-value for all coefficients are < 0.05.

5.4 Discussion

The segregation and strengthening/embrittling effects of dopants on Mo GB are of funda-

mental importance in a wide variety of applications. In this work, we performed a comprehensive

DFT investigation of these effects for 27 dopants in the symmetric Σ5(310) tilt and Σ5(100) twist

GBs of Mo.

We find that the type of GB generally has a small effect on the DFT-predicted dopant

segregation energy. This is likely because both the twist and tilt GBs studied in this work are Σ5

GBs with GB sites of relatively similar sizes (see Table 5.1). For the twist GB, most dopants prefer

to segregate to the non-coincidental sites, which is in good agreement with the experimental work
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of Pénisson and Vystavel 249 , which showed that Ni in Mo GBs prefer to segregate into random

and high Σ Mo GBs where there are more non-coincident sites for dopants to segregate into. We

recognize that the behavior of general (random or high Σ) GBs can be somewhat different; yet

the relative trends of segregation for 27 dopants at two special Σ5 (twist and tilt) GBs can still

represent some useful trends in relative segregation behaviors of different alloy elements.

Historically, dopant segregation is attributed to the effect of strain and/or bond breaking

arguments based on simple lattice models, which forms the basis for the McLean245 and Miedema

models244. We find significant disagreements between the more rigorous DFT segregation

energies and those predicted by these empirical models for certain chemical classes, most notably

the noble metals and the 3d transition metals. The dopants for which there is the most significant

disagreement are those that tend to form intermetallic compounds with Mo. For example, Co,

Pt, Ni, Ir, Pt, Tc, Zr, Hf, and Fe form at least one intermetallic compound with Mo250, and

the empirical models significantly underestimate the magnitude of the segregation energy for

these dopants. Elements for which the empirical models are in good agreement with the DFT

results, such as W, Nb, Cr, Cd, Ta, V, generally do not form intermetallic compounds with Mo.

Precipitation of the GB due to compound formation is a chemical effect not accounted for in the

empirical models. Moreover, it has been demonstrated generally for many metallic and ceramic

materials (see several reviews by Cantwell et al. 240 , Kaplan et al. 251 , Harmer 252 , Luo 253 and

references therein) and specifically for several binary233,254 and ternary Mo based alloys68,255 as

well as W-based alloys256,257 that GBs can undergo 2-D phase-like structural transitions, which

are more likely to form in systems with strong, negative mixing enthalpies. These systems also

tend to form intermetallic compounds and have less agreement with the current DFT computations

which do not consider interfacial structural transitions.

Similarly Seah 58 , argued that the strengthening effect of dopants on GBs can be modeled

with a simple bond-breaking argument, and is related to the difference in cohesive energies.

More recently Gibson and Schuh 55 , performed a survey of first principles calculations to show
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that segregation-induced grain boundary embrittlement is generally predicted by bond-breaking

arguments. While the general trends observed in this work support these previous findings, we

find that dopant site preference also has a significant impact on the relative influence of relative

radii RX−RMo
RMo

and relative cohesive energies ∆EX
coh on the EX

SE . In general, the relative radius

drives site preference, more so in the GB than in the free surface. As a result, a model that

assumes cleavage of the lowest energy tilt GB configuration to form the lowest energy free surface

configuration (Figure 5.8a) finds a weak dependence of EX
SE on ∆EX

coh, and a stronger dependence

on RX−RMo
RMo

. On the other hand, a model that assumes cleavage of a tilt GB with the dopant at

the mirror plane site to form a free surface with the dopant on the corresponding surface site

shows a much stronger dependence of EX
SE on ∆EX

coh, which is in line with the bond-breaking

model58. In essence, the bond-breaking argument applies when the dopant site environment

remains consistent between the GB and free surface, i.e., at the mirror plane in the tilt GB or either

of the investigated sites in the twist GB. We also recognize that the bond-breaking arguments may

work (even) better with general (random/non-lattice-matching or high Σ) GBs where bonds are

less satisfied.

There are some disagreements between the predicted EX
SE using the l-to-l approach and

previous experimental data. For instance, the predicted EX
SE suggests that Ni is a good candidate

dopant for strengthening Mo GBs, but experimentally, it is well-known that Ni tends to embrittle

Mo GBs. More recent experimental and phenomenological thermodynamic modeling studies find

that the mechanism leading to the embrittlement of Mo GBs due to Ni doping is likely due to the

formation of premelting-like (disorderd) complexions (i.e. 2-D interfacial phases)233,254. While

Hwang and Huang234,258,259 earlier proposed the formation of δ-NiMo intermetallic compounds

at the Mo GB as the cause of embrittlement, more recent work by one of the co-authors of the

present work has shown that δ-NiMo intermetallic compounds does not wet the general GBs

of Mo, as the dihedral angles are > 100◦; yet, a nanoscale disordered, Ni-enriched interfacial

complexion was observed in well-quenched specimens233. Thus, it is possible that those δ-

99



NiMo intermetallic compounds formed via recrystallization of disordered complexions which

were formed at high temperatures. This can also be a contributing factor to the embrittlement

of slowly-cooled Mo-Ni specimens, making Hwang and Huang’s observations relevant to the

embrittlement mechanism. These studies can adequately explain the discrepancy between the

DFT predictions and the experimental data, since the current DFT calculations do not consider

interfacial disordering or structural transitions.

We also note that the alternative m-to-s model predicts that Ni embrittles the Mo GB

which is consistent with experimental observations. For a rapid fracture process where atoms

do not have the time to equilibrate to the preferred low energy sites, the m-to-s model may be

more appropriate. Moreover, the DFT predictions (whether l-to-l or m-to-s) are premised on a

simple cleavage model where a GB separates to form two free surfaces. Such a model would not

be appropriate for a mechanism of embrittlement via intermetallic compound formation. Finally,

previous experimental work suggests that Ni tends to segregate at random and high Σ Mo GBs.

The GBs investigated in this work are low Σ, which may present different dopant site energetics.

It is also known that general or high Σ GBs are more prone to disorder at high temperatures253.

Based on the m-to-s model for the tilt GB, only Ta and W are predicted to have a weak

strengthening effect on Mo. For the Σ5(100) twist GB, Mn, Fe, Co and Nb are predicted to have

reasonable strengthening effects (see Figure C.4 in the SI).

5.4.1 Conclusions

In conclusion, we have studied the segregation and strengthening effects of 27 metallic

dopants on the Σ5(100) twist and Σ5(310) tilt GB in Mo using DFT calculations. In comparison

with the empirical McLean and Miedema models, DFT predicts significantly larger in magnitude

segregation energies for the noble and 3d transition metals, especially those that are known to

form intermetallic compounds with Mo. In terms of the strengthening energy, we find that dopant

site preference and strain effects have a significant influence, in addition to the difference in
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cohesive energy based on traditional bond-breaking considerations. Assuming a fast cleavage

model for fracture, only Ta and W are predicted to have a weak strengthening effect on Mo for the

Σ5(310) tilt GB, and Mn, Fe, Co and Nb are predicted to have reasonable strengthening effects

for the Σ5(100) twist GB.
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Chapter 5 is, in full, a reprint of the material “Computational study of metallic dopant

segregation and embrittlement at Molybdenum grain boundaries” as it appears in Acta Materialia,

Richard Tran, Zihan Xu, Naixie Zhou, Balachandran Radhakrishnan, Jian Luo and Shyue Ping

Ong, 2016, 117 (July), pp 91-99. The dissertation author was the primary investigator and author

of this paper. Most calculations and data analysis were performed by the author.
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Chapter 6

Metal insulator transition under intrinsic

defects in V2O3
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6.1 Introduction

Neuromorphic computers, which aim to mimic the computational functionality found

in biological brains, have the potential to be far more efficient than traditional von Neumann

architectures in a variety of tasks, including data processing and cognition. One potential

implementation of a neuromorphic computer can be achieved using a sequence of neuristors that

can process electric signals in response to time dependent excitations. This signal must exceed a

threshold and maintain its excited state for a period of time in a behavior referred to as “leaky,

integrate, and fire” to emulate the short term memory needed to sum inputs.

Quantum materials that undergo metal insulator transition (MIT) are ideal for such devices

as they exhibit a sudden collapse of insulating behavior under an external stimuli and can gradually

recover its insulating state over time in the absence of the stimuli. This behavior is known as

volatile resistive switching. Vanadium oxides such as V2O3 and VO2 are known to exhibit this

functionality260 and are considered model materials for studying such properties due to their

chemical simplicity. Below a critical temperature (Tc) of 165 K, V2O3 is an anti-ferromagnetic

insulator (AFI) with monoclinic space group I2/a and a band gap (Eg) of 0.6 eV261. Above Tc, it

is a paramagnetic metal (PM) adopting the corundum structure with trigonal space group R3̄c.

Varying the temperature of a material to achieve MIT can consume a lot of energy

when scaled to an actual computing device. From an engineering standpoint, it is desirable to

reduce this energy consumption as much as possible, either by decreasing the energy barrier

(temperature) required to trigger the MIT or by avoiding temperature-induced MIT altogether.

Previous experiments262,263 and density functional theory (DFT) calculations91 have shown that

V2O3 may be more suitable for such applications than VO2 due to its lower energy barrier for

MIT, resulting in faster switching speed. Further, introducing defects is a pathway to modulate

the MIT behavior of V2O3.

While many defect studies in V2O3 have been focused on transition metal doping, most
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notably for Cr and Ti doping71,72,91, intrinsic defects have garnered less attention. One such study

was done by Ramirez et al. 93 who demonstrated that while the resistance change is more or less

stable, the transition temperature does go down substantially with the dose of defect-induced ion

bombardment. However, they observed a sudden and complete breakdown in MIT and structural

phase transition (SPT) at a concentration of 2×1014 ions. Wickramaratne et al. 92 used DFT to

study Frenkel defects in V2O3 to explain the origins of these effects. He demonstrated that the

V-Frenkel defect reduced the spin-flip energy by a factor of 3, thus reducing the energy barrier for

the Slater AFI to PM transition. Ueda et al. 74 explored the effect of non-stoichiometry in V2O3+x

and compared it to Ti-doped V2O3 and pressurized V2O3. They showed that non-stoichiometry

reduces the transition temperature of the AFI phase as x increases up to 0.03, beyond which

the AFI phase breaks down to an anti-ferromagnetic metallic phase. Similarly, Bao et al. 264

used neutron diffraction to find this phase for V2–yO3 with a Neel temperature (TN) of 9 K.

More recently it has been experimentally shown that V2O3 exhibits non-thermal switching when

defects are introduced69. This is achieved via the Poole-Frenkel effect whereby trapped carriers

occupying in-gap states can hop into the conduction band whose energy barrier has been reduced

by an external potential.

DFT methods have been used to study the MIT in vanadium oxides. Due to their Mott

insulating nature,68,265,266, a Hubbard U correction, typically fitted to reproduce the experimental

band gaps, needs to be applied for semi-local functionals such as the Perdew-Berke-Ernzerhof

(PBE) generalized gradient approximation (GGA)78 to account for the repulsion arising from

electron correlation. Alternatively, hybrid functionals that include a fraction of exact exchange

have also been found to successfully predict an insulating state for low temperature (LT) V2O3

and VO2
267,268. However, the Heyd-Scuseria-Ernzerhof (HSE) functional in particular has also

been shown to incorrectly predict an insulating high temperature (HT) and magnetically ordered

LT phase for VO2
269. Stahl and Bredow 270 had recent success using the meta-GGA strongly

constrained and appropriately normed (SCAN) functional to simultaneously predict four key
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properties - a band gap in the LT non-magnetic phase, a metallic state for the HT phase, and the

correct energy difference between the HT and LT phases in VO2.

In this work, we perform a comprehensive evaluation of different DFT functionals - PBE

and SCAN, with and without Hubbard U, as well as HSE - in reproducing the key energetic

and electronic structure properties of LT and HT V2O3. This will be followed by an in-depth

investigation of defects in the LT and HT phases of V2O3 and how they introduce carrier traps

and influence the band gap of the LT phase which can yield potential insights into the origins of

non-thermal MIT in V2O3.

6.2 Methods

6.2.1 DFT calculations

All DFT4,136 calculations were performed using the Vienna Ab initio Simulation Package

(VASP)137 within the projector augmented wave (PAW)140 approach. The plane wave cutoff

energy was 400 eV267, and the energies and atomic forces were converged to within 10−4 eV

and 0.02 eVÅ
−1

, respectively. Gaussian and Methfessel-Paxton141 smearing were used for

the insulating LT and metallic HT phases, respectively. Γ-centered k-point densities per unit

reciprocal length of 30 Å−1 and 85 Å−1 were used for the relaxation of supercells and for density

of states (DoS) calculations, respectively. The exchange-correlation functionals tested in this

work are PBE, PBE+U , SCAN, SCAN+U and HSE. The U parameter was set at 2.68 eV and

1.35 eV for PBE+U and SCAN+U , respectively, which were found to reproduce the experimental

band gap of LT V2O3, i.e., 0.6 eV (see Figure D.1a)73,261,271.

All analysis and input generation was performed with the Python Materials Genomics

(pymatgen) library135.
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Figure 6.1: Conventional unit cells of (a) the LT monoclinic (large red/blue spheres correspond
to opposite spins) (b) and HT corundum phases of V2O3. The Wyckoff symbols and spin
directions of each symmetrically distinct site is given on the right of each structure.

6.2.2 Initial structures and magnetic configurations

As with previous experimental and computational works272,273, we found that the most

stable anti-ferromagnetic configuration of LT V2O3 has V atoms ferromagnetically aligned on the

(010) planes with each consecutive plane being oppositely aligned along the [010] direction as

shown in Figure 6.1a.

The HT phase is known to be paramagnetic. In this work, we investigated both ferromag-

netic and non-magnetic initializations as it was found that an anti-ferromagnetic initialization

causes the HT corundum phase to automatically relax to the LT monoclinic phase.

6.2.3 Intrinsic defects

In this work, we focus on vacancies and interstitials. Using the Kröger-Vink notation,

vacancies and interstitials are indicated by vA and Ai respectively where A is the species of the

defect. Note that a lower case v is used to denote vacancies to distinguish from the symbol for

vanadium. Negative and positive charges are indicated by • and ′ superscripts respectively. V

and O interstitial sites were found using the Interstitialcy Finding Tool (InFiT)274. The algorithm

found four symmetrically distinct interstitial sites in the LT phase and one symmetrically distinct

site in the HT phase.
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We investigated both charged and neutral defects using the method described by Broberg

et al. 275 . A nominal oxidation state of -2 was assumed for the oxygen anion, and charges ranging

from 0 to -2 (0 to +2) for Oi (vO) were introduced by adding (subtracting) an integer number of

electrons. The same method, mutatis mutandis, was applied for charged defects involving Vi and

vV assuming an oxidation state of +3 for the vanadium cation. Charged defects were investigated

only for the insulating LT phase.

All defect calculations were performed using 2×2×2 (160 atoms) and 2×2×1 (120

atoms) supercells of the conventional unit cells for the LT and HT phases, respectively.

6.2.4 Thermodynamic analysis

The defect formation energy is calculated with the following equation:

E f orm[Xq] = Etot [Xq]−Etot [bulk]−∑ni(Ei +∆µi(T,P0))+qεF +Eq
corr (6.1)

where Etot [Xq] and Etot [bulk] are the total DFT energies of the supercell with and without the

defect X respectively. ni is the number of species i added (ni > 0) or removed (ni < 0) from

the supercell. ∆µi(T,P) is the chemical potential for species i relative to the energy per atom

of species i. The chemical potentials of Equation 6.1 can be rewritten in terms of ∆µO only by

substituting µV for Equation S1. As such all calculations of E f orm will be done with respect to

∆µO as a function of temperature T and partial pressure P0. It should be noted that an anion

correction (EO
corr =−0.702 eV) is applied to ∆µO to compensate for the overbinding of O2 under

PBE and PBE+U 134. As such, the relative chemical potential of oxygen is in reference to the

DFT calculated energy of O2 per atom and the correction:

∆µO(T,P0)) = µO−
1
2

EO2−EO
corr (6.2)
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with the allowed range of ∆µO(T,P0)) being

−4.35eV = ∆GV2O3 < ∆µO(T,P0))< 0 eV (6.3)

where ∆GV2O3 is the formation energy of V2O3 (see Appendix D.1.1 for more details in regards

to the chemical potential).

For charged defects, the fourth term, qεF , compensates for the charge where εF is the

Fermi level and ranges between the valence band maximum (VBM) and conductance band

minimum (CBM) in the DoS (see Figure 6.4(a)). Eq
corr is the Freysoldt correction term for

charged defects in a supercell276. A more detailed discussion of these quantities is given in

Appendix D.1.

From E f orm, the thermodynamic transition level between charged states q1 and q2, which

determines the Fermi level of carrier traps, is given as follows:

εF(q1,q2) =
E f orm[Xq1]−E f orm[Xq2]

q2−q1
(6.4)

The MIT temperature Tc in the presence of a defect can be calculated with the following

equation277:

Tc = Tc,0
∆H
∆H0

(6.5)

where Tc,0 = 165 K is the experimental MIT temperature of stoichiometric V2O3, and ∆H0 and

∆H are the changes in enthalpy during LT and HT phase transition for stoichiometric and non-

stoichiometric V2O3, respectively. Here, the enthalpy (H) is approximated using the total relaxed

DFT energy on the assumption that the pV and T S terms are negligble.
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6.3 Results

6.3.1 Functional assessment of bulk properties

Figure 6.2 summarizes the ability of five functionals - PBE, PBE+U , SCAN, SCAN+U

and HSE - to reproduce the correct band gap (6.2a) and relative energetics (6.2b) of LT and HT

V2O3. All functionals predict the HT phase to be metallic (EHT
g = 0 eV). However, the PBE

functional incorrectly predicts the LT phase to be metallic, while the SCAN and HSE functionals

lead to severe underestimation and overestimation of the band gap ELT
g , respectively. For the

PBE+U and SCAN+U functionals, the Hubbard U parameter were calibrated to reproduce the

experimental band gap of LT V2O3, i.e., 0.6 eV exactly (see Figure D.1a).

All functionals predict the LT phase to have an anti-ferromagnetic ground state (see

Table D.1). While all functionals also predict the AFI LT phase to be more stable than the

ferromagnetic metallic (FM) HT phase, there are substantial differences in the energy difference

of up to 100 meV/f.u. between the HT and LT phase (∆EHT−LT
V2O3

). It is known experimentally

that the energy difference between HT and LT VO2, ∆EHT−LT
VO2

is approximately 44 meV/f.u.278.

Since T VO2
c > T V2O3

c (T VO2
c = 340K), ∆EHT−LT

V2O3
< ∆EHT−LT

VO2
∼ 44 meV/fu. The PBE, PBE+U

and HSE functionals produce values of ∆EHT−LT
V2O3

that satisfy this additional constraint as shown

in the blue shaded region. The SCAN and SCAN+U functionals overestimates ∆EHT−LT
V2O3

by a

significant margin.

We also investigated the accuracy of each functional in reproducing the experimental

lattice parameters of the LT and HT phases83,279, as shown in Table D.2. For the monoclinic LT

phase, the calculated lattice lengths are within 0.07Å of the experimental values for the PBE+U ,

SCAN, SCAN+U and HSE functionals. The PBE functional, however, leads to errors of > 0.1Å

for the a and b lattice parameters and 2◦ for β. For the HT phase in the hexagonal setting, the

PBE+U functional has the largest deviation from the experimental lattice parameters with an
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overestimation of 0.17Å and 0.1Å for a and c respectively. In both phases, the SCAN functional

yielded lattice parameters that are closest to the experimental values with errors of < 0.03Å for

the lattice lengths. The space group of both phases are preserved in all cases after structural

relaxation.

Based on the above results, we have elected to use the PBE+U functional with Ue f f = 2.68

eV to study the MIT in stoichiometric and non-stoichiometric V2O3. This functional choice yields

values of ∆EHT−LT and ELT
g consistent with experimental observations, albeit at the expense of

somewhat larger errors in the lattice parameters. The subsequent results in this work are based on

this functional choice.
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Figure 6.2: Plots of the (a) band gap of the LT AFI phase of V2O3 and (b) energy difference
per formula unit relative to the HT FM phase for the PBE, PBE+U , SCAN, SCAN+U and HSE
functionals. The U parameters of 2.68 eV and 1.35 eV for PBE+U and SCAN+U , respectively,
were calibrated to reproduce the experimental band gap of LT V2O3. The dashed black line
indicates the experimental band gap and the blue shaded region indicates the expected energy
difference for V2O3. (c) Overview of the ability of the five functionals in reproducing the four
key qualitative properties of V2O3: (1) LT phase is more stable than the HT phase (ELT < EHT );
(2) LT phase is insulating (i.e. ELT

g > 0 eV); (3) HT phase is metallic (i.e. EHT
g = 0 eV); (4) LT

phase is anti-ferromagnetic (AFM). ∗ indicates a caveat in fulfilling a criteria.

6.3.2 Charged defects in LT AFI V2O3

The calculated defect phase diagram in LT AFI V2O3 as a function of oxygen chemical

potential ∆µO (temperature) and Fermi energy εF is given in Figure 6.3. Under less reducing
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conditions, vanadium vacancies vV are the most stable defects (red regions). At the most oxidizing

conditions of ∆µO > −2.1 eV (T < 1754 K at standard atmospheric conditions), vanadium-

deficient V2O3 is predicted to be stable relative to stoichiometric V2O3 (E f orm < 0 eV). As

conditions become more reducing (blue regions), oxygen vacancies vO on the 4e site become

the most stable defects. Previous annealing experiments performed under ultrahigh-vacuum by

Simic-Milosevic et al. 73 found the formation of vO in bulk V2O3 between 600 K and 700 K.

While our computed temperatures for the formation of vO are far above these temperatures, it

should be noted that these temperatures are only estimates that neglect any entropic contributions

from solid phases. Nevertheless, our results are in qualitative agreement with experiments where

vO is predicted to form well above above Tc. Finally, under the most reducing conditions (cyan

regions), vanadium interstitials Vi are the most stable. Given the lack of any previous experimental

evidence of vanadium interstitial formation, the remainder of this work will be primarily focused

on vacancy defects.

The transition between different defect charge states can be determined using Equation 6.4.

For example, the neutral vanadium vacancy vV is predicted to be stable at εF of 5.44 eV, but the

negatively charged vV is predicted to be stable above 5.44 eV. Similarly, the oxygen vacancy

transitions from v ′O to vO at εF ≈ V BM+CBM
2 .
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Figure 6.3: Stability map for charged and neutral defects in LT V2O3 as a function of εF

and ∆µO. The legend at the top indicates the colors representing defect types. The lighter
red region indicates where the formation of vanadium-deficient V2O3 is favorable relative to
stoichiometric V2O3, i.e., E f orm < 0 eV, while the solid red region E f orm > 0 eV. Vertical dashed
lines indicates a transition between charged states in a defect. Two corresponding temperature
scales derived from the JANAF thermochemical tables280 are provided as the secondary y axis
on the right (see Equation D.6). The temperature scales are based on two partial pressures
of oxygen: p0 = 0.1 MPa, i.e., standard atmospheric conditions, and p0 = 10−13 MPa, i.e.,
ultra-high-vacuum conditions (parentheses).

Figure 6.4 shows the DoS of LT AFI V2O3 with vacancies with the stoichiometric DoS

as a reference (Figure 6.4(a)) along with the charge transition levels of vV and vO. All vacancy

defects lead to a decrease in the band gap relative to stoichiometric V2O3. The vV defect lowers

the CBM and VBM by 0.23 eV and 0.11 eV, respectively, leading to a decrease in Eg from 0.59

to 0.53 eV as shown in Figure 6.4(b). In Figure 6.4(c), vV introduces additional spin polarized
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states that slightly raises the VBM level while lowering CBM by 0.12 eV, leading to a significant

reduction in Eg to 0.45 eV. As εF increases, the charge carrier is trapped at a localized in-gap

state as it transitions from vV to vV. The activation energy for the conductivity of the trapped

carrier (Ea) is about 73 meV relative to the CBM of stoichiometric V2O3. The transition state

exists above the lowered CBM of vanadium vacancies allowing the trapped carrier to immediately

conduct.

In Figure 6.4(d), the CBM and VBM remain relatively unchanged when v ′O is introduced,

leaving Eg for the most part unchanged (0.56 eV). The most significant decrease in Eg comes

from the introduction of vO as shown in Figure 6.4(e) where additional spin polarized states raises

the VBM level by 0.37 eV to significantly reduces Eg to 0.22 eV. The transition of the oxygen

vacancy from v ′O to vO occurs in the middle of the band gap with Ea = 296 meV relative to the

CBM of stoichiometric V2O3. However, the transition to vO results in the charge carrier falling

below the valence band of vO.
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Figure 6.4: Total (green), O-2p (blue), and V-3d (red) orbital DoS for a 2× 2× 2 supercell
of (a) LT stoichiometric V2O3 and non-stoichiometric V2O3 containing a (b) vV, (c) vV, (d) v ′O
or (e) vO defect. The VBM and CBM of the non-stoichiometric V2O3 (black dashed lines) as
well as the Fermi level (black solid line) are also provided for each DoS. The stoichiometric
VBM and CBM (grey dashed lines) is also provided for reference. The corresponding activation
energies for carrier conductivity (Ea), i.e., the energy difference between the stoichiometric
CBM and transition levels (dashed lines), are also annotated in (b) (red) and (d) (blue).

We performed Bader charge analysis to assess the effect of vacancies on the charges of

atoms surrounding the defects281. Figure 6.5 shows the change in Bader charge in the V2O3

supercell containing vV and vO. Using the Bader charges of stoichiometric V2O3 as a reference,

we find that the charge on the oxygen nearest neighbors of vV (Figure 6.5(a)) become less

negative from -1.24 to -1.12. We also observe a positive charge increase from +1.87 to +2.07

on three neighboring vanadium atoms within 3.4 Å from the vacancy. This is consistent with
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previous observations that LT V2O3 is a p− type semiconductor as a consequence of vanadium

vacancies73,282.

In contrast, the charge on the nearest neighbor vanadium of vO becomes less positive

from +1.87 to +1.67. Furthermore, the electron carriers are confined to these nearest neighbors

while the hole carriers of vanadium vacancies are present in the nearest neighbors as well as three

additional surrounding vanadium atoms within 3.4 Å from the vacancy. This hints to holes being

more delocalized than electrons making hole carriers more conductive which explains the lower

Ea for vV.

(a) vV (b) vO

Figure 6.5: The 2×2×2 supercell of V2O3 containing vV (a) and vO (b). All sites with Bader
charges that differ from bulk-like charges are labelled while all other sites have bulk-like charges.
Bulk-like charges are labelled on the top left sites for oxygen (-1.24) and vanadium (+1.87).

6.3.3 Effect of defects on MIT

Figure 6.6 plots the formation energy for neutral defects E f orm as a function of ∆µO in

the LT monoclinic AFI and HT corundum FM phases of V2O3. As the stoichiometric FM HT

V2O3 is 2.08 eV/f.u. lower in energy than the NM HT V2O3, we will focus on the AFI LT and

FM HT phases here. The corresponding plots for the NM phase are presented in Figure D.2
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and the relative stability of defects are the same in both the FM and NM configurations. Like

with the LT phase, the vanadium vacancy is more more stable than the other defects in the HT

phase. The formation energy of vV in the HT FM phase is lower (more stable) than that of the LT

phase by 0.26 eV. As such, the stabilization of vV over stoichiometric V2O3 also occurs when

∆µO > −2.255 eV. vO becomes the most stable defect at ∆µ = −3.87 eV in the HT phase, but

never more stable than stoichiometric HT V2O3.
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Figure 6.6: The neutral defect formation energy (E f orm) for Oi, Vi, vV and vO in LT AFI (solid)
and HT FM (dashed) V2O3 as a function of the oxygen chemical potential (∆µO, top x axis).
The temperature scales based on p0 = 0.1 (p0 = 10−13 MPa in parenthesis) is provided on the
bottom x axis.

Table 6.1 shows the calculated transition temperature Tc between the LT AFI phase and

the HT FM phase for stoichiometric and non-stoichiometric V2O3 using Equation 6.5. Oxygen

vacancies increase the LT AFI→ HT FM Tc from 165 K to 168 K (1.6% change). In contrast a

vanadium vacancy will significantly decrease Tc from 165 K to 119 K (−27.9%).
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Table 6.1: Phase transition critical temperature Tc of stoichiometric and non-stoichiometric
V2O3. Percentage change in Tc relative to that of stoichiometric V2O3 is indicated in the last
column.

LT→ HT transition Defect Tc(K) Percentage change
AFI→PM - 165 -
AFI→FM vV 119 -27.9%
AFI→FM vO 168 1.6%

6.4 Discussion

Here, we will provide a discussion of our computed results in the context of previous

experiments on the application of V2O3 MIT for neuromorphic computing. Using the PBE+U

functional, we have clearly demonstrated that vV are the most stable defects under a reasonable

device operation temperatures, which is consistent with past experiments73,74. Further, we have

shown that vV decreased Tc of MIT for V2O3 by 28% when transitioning from the AFI to the FM

phase at a stoichiometric ratio of V1.98O3 (one vanadium vacancy in a 160-atom system), which

is very close to the Tc decrease of 23.4% observed by Ueda et al. 74 for V1.99O3.

One proposed mechanism for the non-thermal MIT observed by Kalcheim et al. 69 is the

Poole-Frenkel effect whereby the electric field reduces the energy barrier for excitation of trapped

carriers from in-gap states into the conduction band3. Our calculations provide support for this

mechanism. As shown in Figure 6.4, vanadium vacancies result in the formation of trapped charge

carriers around Ea = 73 meV below the CBM of V2O3. An applied field can decrease this barrier

for carriers to hop into the energetically lowered conduction band of V2O3 thereby allowing for a

purely electric field-induced MIT. Our calculated activation energy for carrier conductivity under

vanadium vacancies is similar to that observed by Kalcheim et al. 69 (Ea = 60 meV).

The calculated formation energies predict that the FM HT phase is more stable than the

AFI phase in the presence of vV. This is consistent with the results of Ramirez et al. 93 who

demonstrates a sudden breakdown of MIT in V2O3 at an ion bombardment concentration above
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2×1014ions/cm2. This was accompanied by a breakdown in structural phase transition (SPT)

whereby the corundum phase is stable even below the stoichiometric critical temperature of 165

K. The ions were not found to be embedded in the actual V2O3 sample which is an indicator

of intrinsic defects being introduced. In contrast, VO2 exhibits no SPT or MIT breakdown

despite having a higher concentration of ion bombardment. Past computational results of VO2
88

showed Oi and vO to be the dominant defects in VO2 with LT VO2 being able to easily recover its

stoichiometric state via the diffusion of oxygen from the air89. However, such a recovery would

not be possible with the vanadium defects in V2O3, which could explain the breakdown of SPT

and MIT in V2O3 but not VO2.

6.5 Conclusion

To conclude, we explored the performance of five DFT functionals in assessing the bulk

properties of HT and LT V2O3 in regards to Mott insulation and concluded that the PBE+U

functional provides the best compromise in computational accuracy and efficiency. It was shown

that vanadium vacancies are the most s defects under typical device operation temperatures.

Vanadium vacancies can influence MIT in two ways. It can decrease the critical temperature

required to induce transition from the monoclinic low temperature AFI phase and corundum

high temperature FM phase. It can also lead to a non-thermal transition whereby a hole carrier

hops from an in-gap state to the CBM whose energetic barrier is decreased due to an external

potential (the Poole-Frenkel effect). These mechanisms can help reduce the energy consumption

of neuromorphic devices.

120



Chapter 6 is, in full, a reprint of the material “Metal insulator transition under intrinsic

defects in V2O3”, Richard Tran, Yoav Kalcheim, Xiang-Guo Li, Ivan Schuller, and Shyue Ping

Ong. This material has been submitted to a peer-reviewed journal and is currently being reviewed

for publication. The dissertation author was the primary investigator and author of this paper. All

calculations and data analysis were performed by the author.
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Chapter 7

Imaging of proton distributions in

nickelate-based neuromorphic Devices
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7.1 Introduction

In a quest to overcome the imminent slowdown of Moore’s law, quantum materials are

actively being explored as platforms for transformative computational paradigms. Standing at the

forefront of these is neuromorphic computing, wherein a new level of computational efficiency

can be achieved by using biologically inspired electronics283,284. A hardware realization of

this paradigm requires materials whose electrical resistance can change under external stimuli,

thus emulating synaptic memory links between neurons260,285. Various strongly correlated

materials exhibiting a metal-insulator transition are being investigated for this purpose, including

transition metal oxides286,287, rare-earth compounds285, and organic-inorganic perovskites288.

To successfully mimic the synaptic behavior of neuromorphic architectures, candidate materials

must have the following features: (i) can be electrically switched by a small external stimulus, (ii)

have a wide range of achievable electrical resistances for easy readability, (iii) can both increase

and decrease their resistance, and (iv) can operate under normal conditions.

It was recently shown that SmNiO3 (SNO) films doped with H+ satisfy these condi-

tions, displaying synaptic functionalities285,289 that can develop decision-tree-like resistance

trajectories290. These behaviors which demonstrate the feasibility of these materials for neuro-

morphic computing devices fundamentally rely on the motion and redistribution of light ions

influenced by electric field pulses. Generally, doping transition metal oxides with light ions like

H+ is a promising area of research. However, the microscopic mechanism behind the resistive

switching in hydrogenated SNO films (H-SNO) remains unknown, particularly the spatially

varying interplay between the structural and electronic degrees of freedom. X-ray absorption

and scattering have been instrumental tools in determining these properties in pristine nickelate

heterostructures169,291, but in small synaptic devices, the key challenge is determining with spatial

resolution how the light ions affect the electrical properties. Additionally, x-rays do not directly

detect light ions easily. To overcome these challenges, we present a study of the electronic and
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structural properties of H-SNO devices using a synchrotron x-ray beam focused to ∼30 nm. By

studying the x-ray fluorescence spectra near the Ni K-edge supported by ab initio simulations,

we are able to spatially resolve how proton doping affects the valency of nickel. We also use

spatially resolved diffraction from a judiciously chosen Bragg reflection to study subtle changes

in the lattice structure to resolve the correlations to the electronic structure. The methodology we

present can be used to detect the light ion dopants in other transition metal oxides.

Pristine SNO has a distorted perovskite structure characterized by corner-connected NiO6

octahedra with Sm3+ ions filling the cavities between the octahedra (Figure 7.1a). Since the ionic

radius of Sm3+ is smaller than the size of the cavity, NiO6 octahedra are tilted292 and distorted

and the rare-earth ions are slightly displaced from the central position (Fig. 7.1b-d). The structure

can be described by the orthorhombic Pbnm symmetry with the unit cell parameters ao = 5.328 Å,

bo = 5.437 Å and co = 7.568 Å15. The electronic properties of SmNiO3 are determined to a

large extent by hybridization between Sm3+ 3d orbitals and O2− 2p orbitals293,294. Since both

the 3d and 2p orbitals have highly directional lobes, the spatial overlap strongly depends on

the Ni-O-Ni angle, which is determined by the NiO6 octahedral tilt pattern. Although SNO is a

paramagnetic insulator at room temperature293, doping it with H+ further decreases its electrical

conductivity by eight orders of magnitude295. The proposed mechanism has been attributed to

the addition of an extra electron into the system that opens a large gap at the Fermi level295–297.

A similar effect is observed when SNO is doped with other small ions, such as Li+ or Na+ 295,298.

Also, possible changes in the crystal lattice (e.g., the unit cell parameters296,299 and the NiO6

tilt pattern296,300) have been shown to directly influence the conductivity of the nickelates. In

addition to that, the random defects in the crystal lattice caused by H+ can result in a decrease of

conductivity via Anderson localization301. The goal of this work is to disentangle these effects

with spatial resolution inside a functioning nanodevice.
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Figure 7.1: (a) Orthorhombic crystal structure of SNO. The breathing mode is shown by
color: expanded NiO6 octahedra are yellow and contracted are orange. (b) Rotation of the
NiO6 octahedra described by three angles α, β, and γ (c) breathing mode with magnitude B,
(d) displacement d = (dx,dy,dz) of the rare-earth cation from the centrosymmetric position
inside the cavity between NiO6 octahedra. (e) Scheme of the nanofocused x-ray experiment.
The focused beam is used for raster scanning of the device where the diffraction signal is
recorded by a 2D detector in reflection geometry, and the fluoresce signal is collected by a point
energy-resolving detector oriented perpendicular to the sample surface
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7.2 Experimental details

The SNO-based nanodevices studied here consist of a 150 nm thick SNO film epitaxially

grown with a high vacuum sputtering system on (101)-oriented LaAlO3 substrate. This orientation

was chosen such as to be able to access Bragg peaks associated with octahedral distortions of

the kind (101)302–304. 5 µm-wide electrodes of Pd and Au were fabricated over the film with a

lateral gap of 1−2 µm. The Pd electrode serves as a catalyst to incorporate H+ in the SNO film

during annealing in the forming gas. The annealing was performed for 5 minutes at 100 ◦C in

H2/N2 mixture (5%/95%). Ideally, the fully doped H-SNO should have the H+ concentration

H:Ni=1:1 (atomic ratio), however due to escape of the hydrogen from the device into air, the

actual concentration is happen to be about two times lower.

The nanofocused x-ray experiments were performed at the 26-ID-C beamline of the

Advanced Photon Source (APS) and 3-ID beamline of the National Synchrotron Light Source

II (NSLS II), using photons with energy of 8.3-8.4 keV to measure around the Ni K-edge

near 8345 eV. At this energy, the resolution was about 0.5 eV achieved by a double-crystal

monochromator. The XAS data were taken using a fluorescence detector placed above the device.

The diffraction data were acquired with a two-dimensional photon counting detector with 55 µm

pixels oriented perpendicular to the diffracted beam. A Fresnel zone plate was placed upstream

from the sample to focus the beam down to ∼30 nm at the sample. To scan the beam over the

sample, the zone plate optics was moved in order to ensure stability of the sample. The gold and

palladium contacts served as fiducials such as to easily locate the device using their fluorescence.

7.3 Computational Details

All DFT4,136 calculations were performed using the Vienna Ab initio Simulation package

(VASP)137 within the projector augmented wave (PAW)140 approach. The exchange-correlation
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effects were modeled using the Perdew-Berke-Ernzerhof (PBE) generalized gradient approxima-

tion (GGA)78 functional under the Hubbard correction with U = 2 eV84,305. We used a plane

wave cutoff energy of 520 eV with the energies and atomic forces converged to within 10−4 eV

and -0.02 eV/Å respectively. We performed full relaxation for the pristine and H-doped structures

of SmNiO3 and all calculations were spin-polarized.

We modelled the pristine and H-doped SmNiO3 system using the low temperature mono-

clinic insulating phase with space group P21/n. SmNiO3 is known to be paramagnetic, however

DFT is only able to simulate magnetically ordered phases (e.g. ferromagnetic (FM) and an-

tiferromagnetic (AFM)) or non-magnetic (NM) phases. As such we investigated the FM and

AFM phases adopting the T-type AFM configuration described by Yoo and Liao 84 . We ignore

H-doping for the NM configuration as the pristine structure automatically relaxes to the high

temperature orthorhombic phase. For further details of the magnetic and structural configurations,

the reader is directed to the Supplementary Information.

We found the interstitial sites for H-doping using the Interstitialcy Finding Tool (InFiT)274.

We investigated H doping in SmNiO3 with the following H-to-formula-unit ratio: 1:32, 1:8, 1:4,

and 1:2 by doping a single H atom in the 2×2×2 supercell, 2×1×2 supercell, conventional

unit cell and primitive unit cell respectively.

All analysis and input generation was performed with the aid of the Python Materials

Genomics (pymatgen) package135.

7.4 Results

The device and experimental geometry are shown schematically in Figure 7.1e. Simulta-

neous diffraction and fluorescence measurements were taken while scanning the focused ∼30 nm

x-ray beam across the device. The spatially resolved fluorescence map near the Ni resonance

energy E = 8345 eV across the device is shown in Figure 7.2a. This energy corresponds to the
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highest slope of the x-ray absorption spectrum (XAS), and thus is most sensitive to shifts of

the absorption edge caused by a different electronic valency. While the region of the increased

fluorescence signal extends several hundred nanometers outside of the Pd electrode, a clear

boundary can be resolved near this electrode. To understand the increase in fluorescence, we

compared the spectra measured in the region between the two electrodes to the region directly

under the Pd electrode, shown in Figure 7.2b. A clear shift in the spectra can be seen between

these two regions, suggesting an accumulation of charge in that vicinity.

The K-edge transition of Ni corresponds to the promotion of the 1s core-level electron

into the valence 4p shells. The energy difference between these levels depends on the number

of electrons at the Ni 3d shells (split into t2g triplet and eg doublet), which screen the Coulomb

interaction. In other words, the position of the Ni K-edge peak depends on the valence of Ni ions

– the decrease of the Ni valence leads to a shift of the K-edge towards the lower energies306–308.

However, in contrast to other transition metals, the K-edge transition of Ni depends only weakly

on the oxidation state. Namely, the difference in the peak position between Ni2+ and Ni3+ is

less than 3 eV306,307. Nonetheless, we experimentally resolved the position of the Ni K-edge by

identifying the zero point of the second derivative of the two spectra, which gave us an estimate

of 1.2±0.4 eV for the energy shift (Figure 7.2b).

To find the corresponding change of the Ni oxidation state, we simulated the structure of

H-SNO using the Vienna ab initio simulation package (VASP)309,310 and calculated the theoretical

XAS spectra with the FEFF package311. The H+ ion inside the SNO unit cell attaches to the

oxygen with a bond length of ' 1Å, consistent with the expected bond length of OH−. There

are two nonequivalent oxygen ions to which the doped H+ might be chemically bonded: the

basal oxygen in the Ni-O (001) plane and the apical oxygen in the Sm-O (001) plane. Our

simulations show that the bonding with the basal oxygen is significantly energetically more

favorable by 0.13 eV. This is in agreement with published results84 showing that, in the stable

H-SNO configurations, H+ is bonded to the oxygen in the Ni-O planes and occupies the void
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Figure 7.2: (a) Spatially-resolved map of the fluorescence signal at E=8345 eV. The white
dashed lines outline the Pd and Au electrodes. Bright areas next to the Pd electrode correspond
to the reduced valence of nickel ions due to the presence of H+. (b) Experimentally measured
normalized XAS spectra at K-edge of Ni in the pristine SNO away from the Pd electrode and
the doped H-SNO under the Pd electrode (solid lines) and FEFF-simulated XAS spectra for
the doped H-SNO and undoped SNO (dashed lines). The simulated spectra were additionally
convoluted with a Gaussian function to match the same energy resolution as in the experiment.
(c) Dependence of the absorption peak shift ∆E on H+ concentration for the simulated XAS
spectra. Horizontal dashed line marks the experimentally observed value of ∆E = 1.2 eV.

between the rare-earth cations as shown in Fig. 7.1a.

In pristine SNO, the integrated charge density312 calculations from DFT (see SI for

computational details) reveal that the nickel ions exhibit two oxidation states: Ni2.75+ inside the

expanded NiO6 octahedra and Ni3.5+ inside the contracted NiO6 octahedra313. This lead to the

average valence of Ni3.125+ in pristine SNO. In doped H-SNO, the oxidation state of the nickel

ion closest to the implanted H+ is reduced to approximately Ni2.66+, while the farther nickel ions

are not affected so much, so the average oxidation state being reduced to Ni2.85+. Indeed, the

broadening of the experimental XAS peak may suggest a distribution of Ni ions with different

oxidation states (Figure 7.2b).

The theoretical XAS spectra for SNO and H-SNO shown in Figure 7.2b exhibit the same

shift ∆E ≈1.2 eV as was observed in the experiment. Our simulation confirms that this shift

increases with doping concentration as shown in Figure 7.2c (see Supplementary Information for

more details). This allowed us to estimate the doping level to be at the atomic ratio of H:Ni=1:2

in our experiment.

The changes of the crystal structure in the nanodevice upon H+ doping can be studied
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by considering the spatially resolved maps of the diffraction signal. In Figure 7.3a the intensity

of the {101} reflection is shown measured on a second device. The striking feature of this map

is the dark region below the Pd electrode which extends over more than 1 µm towards the Au

electrode. The intensity in this region is approximately four times smaller than under the Au

electrode. Nevertheless, the Q-position of the {101} and {202} reflections barely changed across

the device, indicating that the lattice parameters did not change with doping (see Figure 7.3b).

In previous computational77,84 and experimental296 works, an increase of the lattice parameter

up to 4% was reported; however, other experimental data295 showed no visible changes in the

lattice constant. This discrepancy might be explained by the different concentration of implanted

H+ and by the influence of the substrate, which may not allow the SNO crystal lattice to expand.

Nonetheless, the combined results strongly suggests a weaker role of the lattice in generating the

changes in resistance.

Since the unit cell parameters are essentially unchanged, only a rearrangement of the

atoms within the unit cell can cause a change of the diffraction peak intensity. The intensity of a

Bragg reflection is proportional to the squared modulus of the form factor

I(q) ∝ |F(q)|2 =
∣∣∣∑

j
O j f j(q)exp(iqr j)

∣∣∣2 , (7.1)

where q is a scattering vector, index j numerates atoms in the unit cell (see Figure 7.1a), O j

is occupancy, f j(q) is atomic form factor, and r j is the position of each atom. In the ideal

perovskite structure, the {101} reflection is forbidden, i.e., the contribution from different atoms

in Equation (7.1) cancel out. The deviations from the ideal structure in pristine SNO that result in

the non-zero intensity of the {101} reflection include NiO6 octahedra rotations292, Ni-O bond

disproportionation (breathing of the NiO6 octahedra)314,315, and displacement of the rare-earth

cations316 (Fig. 7.1b-d).

In order to understand the individual contributions to the intensity of the {101} reflection,
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we considered a model of the SNO structure in which the position of Ni ions is fixed in the

orthorhombic unit cell (Figure 7.1a), since the distance between Ni ions defines the lattice

parameters that are constant. The oxygen ions form ideal octahedra around the nickel ions where

the length of the Ni-O bond is dNi−0 = dNi−Ni(1±B)/2: dNi−Ni is the distance between two Ni3+

ions and B≈ 1.3% is the magnitude of the breathing mode313,315. The alternating expanded and

contracted octahedra form a three-dimensional checkerboard pattern293,315. Furthermore, each

NiO6 octahedron rotates about the [100], [010], and [001] directions in the orthorhombic unit cell1

over angles α, β, and γ to form the tilt pattern inherent to rare-earth nickelates292. In this notation,

the rotations α = 0◦, β = 15.26◦, and γ = 7.9◦ correspond to the reported values of the Ni-O-Ni

angles θap = 149.5◦ and θb = 154.2◦ for the apical and basal oxygen atoms, respectively15,303.

The displacement of Sm3+ ions from the symmetric position between the NiO6 octahedra was

described by three parameters, dx, dy, and dz, corresponding to the shift along the [100], [010],

and [001] orthorhombic directions (Figure 7.1a). In pristine SNO, the values of dx and dy are

reported to be 0.06 Å and 0.28 Å, while dz equals zero15,302.

Since it was not possible to distinguish between the ao and bo lattice parameters of

the orthorhombic structure due to twinning, the measured intensity of the {101} reflection is

actually averaged over four possible orientations of the unit cell, namely (101), (101̄), (011), and

(011̄)302. In our diffraction simulations, we varied the values of the above-listed distortions of

the orthorhombic crystal lattice around the values reported for pristine SNO by the following

amounts: ∆α,∆β,∆γ =±2◦, B = 0−3%, and ∆dx,∆dy,∆dz =±0.3 Å. Our calculations show that

the intensity of the {101} reflection is determined mainly by the displacement of the rare-earth

cation, while the combined contribution from the breathing mode and tilt pattern constitutes only

∼ 5% of the total intensity. This can be understood since two latter effects include movement of

oxygen atoms that are weak x-ray scatters (| fO2−|/| fSm3+| ∼ 0.1 at E = 8345 eV); however, strictly

speaking, this argument is valid only for the {101} reflection302. Neglecting the contribution

1Historically these rotations were introduces for the pseudocubic symmetry
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from oxygen ions in Equation (7.1), the intensity of the {101} reflection depends only on the

cation displacements along [100] and [001] directions

I101 ∝ exp
[
−
(2πσx

ao

)2
−
(2πσz

co

)2
]

sin2 2πdx

ao
cos2 2πdz

co
. (7.2)

Here σx and σz are the root-mean-square displacement of the Sm3+ ions along the [100] and [001]

directions from the equilibrium positions dictated by dx and dz. In pristine SNO, σx∼ σz∼ 0.05 Å.

The dependence of the {101} reflection intensity on σx, σz, dx, and dz is shown as a contour

map in Figure 7.3c,d, to illustrate the combined impact of each parameter in Equation (7.2). The

strongest decrease of the {101} reflection intensity is caused by the shift of the Sm3+ cations

towards the symmetric position along the [100] direction (i.e., dx→ 0). Notwithstanding, in our

calculations the intensity of the {202} reflection remains practically constant, which coincides

with the experimental x-ray data in Figure 7.3b. This also allows one to directly map the intensity

of the {101} reflection into the displacement of the rare-earth cation. In Figure 7.3e, the intensity

of the {101} is plotted with the corresponding variation of the displacement parameter dx shown

along the x = 0 line cut of the intensity map (Figure 7.3a). The proportionality coefficient between

intensity and dx was determined by assigning the maximum intensity of the {101} peak below

the Au electrode to the literature values of SNO (dx ≈ 0.06 Å). The outstanding feature of this

plot is a nonmonotonic change of the dx parameter between the electrodes: the minimum value of

dx is reached approximately 250 nm away from the Pd electrode. This suggests that the diffusion

coefficient of H+ in SNO may depend on H+ concentration, which leads to accumulation and

stagnation of dopants next to the Pd electrode. This also shows that H+ doping can affect the

structure of SNO up to 1 µm away from the Pd electrode, through which the protons were initially

introduced. This information is important for optimization of the electrode shape and scaling

of the device and requires a dedicated investigation. Finally, our results are in agreement with

DFT calculations which predict that incorporating H+ in SNO can cause a rare-earth-cation
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Figure 7.3: (a) Normalized intensity map of the {101} reflection. The white dashed lines
outline Pd and Au electrodes. The dark region between the electrodes corresponds to the area
where H+ doping results in structural changes in the film. (b) Spatially-resolved map of the
Q-position (Å−1) of the {202} reflection. (c-d) Dependence of the {101} peak intensity on the
root-mean-square displacement (c) and mean position of the Sm3+ ions (d). The intensity was
evaluated by fixing the positions of all ions in the SNO unit cell and allowing only Sm3+ to
move. For each value of the parameters the result was statistically averaged over 104 realizations.
(e) Mean shift of the Sm3+ ions and the corresponding change of intensity along the x = 0 line
in the spatially resolved map in Figure 7.3(a) using Equation (7.2). Vertical lines mark Au and
Pd electrodes.

displacement sufficient to decrease the {101}-peak intensity.

7.5 Discussion

To understand and further improve the performance of the H-SNO devices290,295,317 one

should address two questions: how the hydrogenation changes the properties of the bulk SNO and

how H+ is spatially distributed within a device. Nanofocused x-ray diffraction and spectroscopy

are among a few techniques that can probe the distribution of H+ 299,318. Technically, the x-rays

are not directly sensitive to the implanted H+ ions, but they are a perfect tool to study the influence

of doping on electronic and crystal structure of SNO. In this context, the spatially resolved maps in

Figures 7.2a and 7.3a-b provide valuable information on the changes in SNO with hydrogenation.

The main effects of the H+ doping are the reduction of nickel from Ni3.125+ to Ni2.85+ and

decrease of the Sm3+ displacement from the symmetric position between the nickel ions. The
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rare-earth cation displacement is known to be coupled with the tilt of the NiO6 octahedra316,

so we anticipate that the rotation angles of the NiO6 octahedra are also slightly decreased with

hydrogenation.

At first glance, the shift of the rare-earth cation towards the centrosymmetrical position

in the unit cell and the decrease of the oxygen octahedra rotations seem to be a counterintuitive

result of the H+ implantation, because these structural changes actually make the SNO crystal

lattice closer to the ideal perovskite structure. On the other hand, the rare-earth nickelates with

large rare-earth cations are known to have less distorted crystal structures (i.e., exhibit smaller

octahedral tilts), than the nickelates with small cations293. Therefore, implantation of H+ next

to the rare-earth cation may effectively increase the radius of the latter, which would result in a

decrease of the NiO6 tilt angles, causing the system to be more metallic. We should also note

that, even with our spatial resolution, our probe measures an average structure across the beam

footprint. However, the implanted H+ can produce local lattice distortions that do not affect the

intensity of the measured diffraction peaks (see Figure 7.3c). A hint that these local distortions

are averaged out in diffraction can be seen in the slight broadening of the H-SNO absorption

spectra as compared to the pristine SNO (Figure 7.2). Together, our data suggest that the dramatic

changes in resistance upon hydrogenation come from the change in electronic valency, not from

structural distortions. This further implies that hydrogenating other transition metal oxides with

different crystal structures might also yield changes in resistance and possibly other neuromorphic

functionalities.

7.6 Conclusion

In summary, we used a nano-focused x-ray beam to perform spatially resolved spectro-

scopic and structural studies of the H-SNO-based nanodevice. As a result of H+ doping, we

observed the 1.2 eV shift of the Ni K-edge towards the lower energies. Our DFT simulations
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account for this shift by a reduction of the nickel Ni3.125+ to Ni2.85+. We also observed the

decrease of the {101} Bragg peak intensity next to the Pd electrode. Structural modeling revealed

that this can be caused by a shift of the Sm3+ cations over ∼ 0.03 Å towards the centrosymmet-

rical position inside the voids between the NiO6 octahedra. Combining the x-ray spectroscopy

and diffraction, we elucidate how H+ doping changes the structure and electronic properties of

an SNO device. Since the increase in resistance likely comes from the valency change rather

than the structural distortions, we speculate the hydrogenation of other oxides could also display

similar behavior. Our methods pave the way for future x-ray nanoscale studies of devices based

on transition metal oxides for neuromorphic computing.
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Chapter 7 is, in full, a reprint of the material “Imaging of proton distributions in nickelate-

based neuromorphic devices”, Ivan A. Zaluzhnyy, Peter O. Sprau, Richard Tran, Qi Wang,

Hai-Tian Zhang, Zhen Zhang, Nelson Hua, Boyan Stoychev, Mathew J. Cherukara, Martin

V. Holt, Evgeny Nazarertski, Xiaojing Huang, Hanfei Yan, Ajith Pattammattel, Yong S. Chu,

Shyue Ping Ong, Shriram Ramanathan, Oleg G. Shpyrko, and Alex P. Frano. This material has

been submitted to a peer-reviewed journal and is currently being reviewed for publication. All

calculations and data analysis for the computational part of this paper were performed by the

author. The experimental portion of the work – synthesis and characterization – was done by

collaborators Ivan A. Zaluzhnyy, Peter O. Sprau, Qi Wang, Hai-Tian Zhang, Zhen Zhang, Nelson

Hua, Boyan Stoychev, Mathew J. Cherukara, Martin V. Holt, Evgeny Nazarertski, Xiaojing

Huang, Hanfei Yan, Ajith Pattammattel, Yong S. Chu, Shriram Ramanathan, Oleg G. Shpyrko,

and Alex P. Frano.
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Chapter 8

Summary and outlook
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Planar and point defects are a key component in fine tuning the behavior of materials for

technological applications. In this thesis, we demonstrated how DFT calculations can be used to

uncover the physics behind defect modified material properties as well as develop high-throughput

databases for such properties. This thesis is broadly divided into three topics.

In the first topic we developed a high-throughput database for the surface energies, work

function and Wulff shapes of 145 crystals of 74 elements with an MMI of 2 and 3 for non-cubic

and cubic space groups respectively. We proposed a new method of comparing the average surface

energy and polycrystalline work function of materials by weighting the facet specific quantities

with the corresponding fractional surface areas of the Wulff shapes. These weighted averages

provided an effective comparison to experimental quantities. We also assessed the Smoluchowski

smoothing model for calculating anisotropic work function as well as proposed a new model

for predicting the polycrystalline work function based on Gauss’s law for a potential inside an

infinitely charged plate.

In the second topic we investigated the effect of metallic dopant segregation in the planar

defects of refractory materials with the intention of reducing room temperature brittleness. We

used DFT calculations in conjunction with experimental results to assess the effect of metallic

dopant segregation on the nanoparticle morphology of TaC. Fe and Ni/Ti co-doping were shown

to be effective at producing nanocubes due to its enhanced p− d hybridization on the (100)

facets. These shapes are promising in reducing porosity through compact sintering. We also

investigated the segregation of 29 dopants in Mo GBs. We compared our calculated results to

previously developed empirical models. We also assessed the effect of dopant site preference

on GB embrittlement and developed a new model using the relative cohesive energy and atomic

strain of the dopants.

Our database of elemental surface properties provides the foundation for further expansion

into other quantities related to planar defects. As an example, we have recently expanded the

database to include the properties of grain boundaries319. The next logical step in expansion is
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the inclusion of dopant segregation in surfaces and GBs. Such a database will be invaluable for

screening materials with dopant enhanced mechanical properties as well as crystal shapes for

nanocatalysts and enhanced sintering. Furthermore, the inclusion of GB energy allows for the

investigation of nanoparticles beyond the Wulff shape such as twinned nanoparticles and other

exotic shapes320.

There is still room for further improvement for our models of surface and GB properties.

Our model of GB embrittlement and assessment of dopant induced morphology is limited to two

types of GBs and surfaces respectively and one host material. As such, our assessments can not

account for the influence of different structural geometries and host chemistries. The calculation

of every possible combination of surface, grain boundary and dopant is a computationally daunting

task. Expanding to a larger, but not necessarily complete, data set will provide testing data for the

construction of predictive machine learning models that can account for host chemistry, interface

geometry, and other unforeseen factors without the need of further DFT calculations.

In the third topic we investigated the influence of point defects on MIT in strongly cor-

related materials. We assessed various DFT functionals for predicting the bulk properties of

insulating and metallic V2O3 and concluded that the PBE+U functional provided the best com-

promise in accuracy and efficiency. We used this functional to assess the effect of vacancies and

self-interstials on the electronic and thermodynamic properties of V2O3. Our results demonstrated

vanadium vacancies to be the most stable defect and that it decreased Tc which is consistent with

past experimental observations. Furthermore, our analysis of the in-gap states provided insight

into the underlying mechanisms of non-thermal MIT in V2O3. We also assessed the effects of

H-doping in SmNiO3. Using our calculated XAS spectrum and integrated spin density, we were

able to confirm that H-doping decreased the overall Ni oxidation state. We also predicted a 1:2

H:Ni concentration in SmNiO3 thin films by comparing the calculated XAS features to those

found in the experimental spectrum.

These calculations constitute an important validation of an integrated computational and
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experimental approach to investigating defects in materials. We note that there remains significant

scope for improvements in the computational methodology used for assessing MIT in strongly

correlated materials. As of yet, the method used in this study has been the PBE+U method which

requires an empirical fitting of the U-value to reproduce known experimental quantities. Future

studies will need to improve upon DFT functionals in order to predict these properties without

fitting in order to provide true first principles prediction of MIT in materials. Our studies into

charged defects and its influence on electronic properties in V2O3 can be expanded into other

vanadate materials, especially Magnelli phase vanadates which are known for exhibiting MIT.

Such studies will yield a more generalized understanding of how MIT works in vanadates as well

as TMOs as a whole which will provide for better screening of materials to be used in constructing

energy efficient neuromorphic devices.
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Appendix A

Supporting information: Anisotropic work

function of elemental crystals
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Table A.1: The values of Φ̄ and Φlowest
hkl (along with its corresponding Miller index) from

high-throughput calculations and the experimental Φ
expt
poly from the literature.

Material Φ̄ (eV) Surface Φlowest
hkl (eV) Φ

expt
poly (eV)

Li 2.85 (2, 2, 1) 2.55 2.93196*

Al 4.04 (3, 3, 1) 3.88 4.25171*

Be 4.87 (1, 1, -2, 0) 3.88 4.98181*

B 4.67 (1, 0, -1, 1) 4.64 4.45181*

C 4.24 (0, 0, 1) 4.22 4.65171*

Na 2.55 (2, 1, 1) 2.08 2.75181*

Mg 3.55 (2, 0, -2, 1) 3.35 3.66181*

Si 4.73 (3, 1, 1) 4.23 4.82171*

K 2.31 (2, 1, 0) 1.95 2.29196*

Ca 2.77 (3, 1, 0) 2.39 2.87181*

Sc 3.12 (2, 0, -2, 1) 2.66 3.50181*

Ti 3.65 (1, 1, -2, 0) 3.03 4.33181*

V 4.11 (3, 2, 2) 3.49 4.30181*

Cr 4.11 (3, 1, 1) 3.53 4.50181*

Mn 4.32 (1, 1, 0) 4.20 4.10181*

Co 4.52 (1, 0, -1, 2) 3.85 5.00181*

Zn 4.01 (1, 0, -1, 1) 3.91 4.33181*

Ga 4.08 (2, 1, 0) 3.87 4.20181*

Ge 4.39 (3, 1, 0) 4.05 5.00181*

As 4.40 (2, 2, -4, 1) 4.31 3.75181*

Se 5.22 (0, 0, 1) 5.07 5.90181*
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Table A.1: The values of Φ̄ and Φlowest
hkl (along with its corresponding Miller index) from

high-throughput calculations and the experimental Φ
expt
poly from the literature (continued).

Material Φ̄ (eV) Surface Φlowest
hkl (eV) Φ

expt
poly (eV)

Rb 2.20 (2, 1, 1) 1.91 2.16181*

Sr 2.51 (2, 1, 0) 2.26 2.59181*

Y 2.99 (2, 2, -4, 1) 2.57 3.10181*

Zr 3.57 (1, 1, -2, 0) 2.83 4.05181*

Ru 4.75 (1, 1, -2, 1) 4.12 4.70171*

Cd 3.68 (0, 0, 0, 1) 3.63 4.08196*

In 3.70 (1, 0, 1) 3.67 4.12181*

Sn 4.07 (3, 2, 1) 3.87 4.42181*

Sb 4.30 (2, 2, -4, 1) 4.20 4.55181*

Te 4.51 (1, 0, -1, 1) 4.29 4.95181*

Cs 2.03 (1, 1, 1) 1.59 1.95196*

Ba 2.33 (2, 1, 0) 1.90 2.53196*

La 2.64 (2, 2, -4, 1) 2.42 3.50181*

Hf 3.54 (1, 1, -2, 0) 2.98 3.90181*

W 4.47 (3, 1, 0) 3.71 4.55171*

Re 4.55 (1, 1, -2, 1) 4.06 4.95171*

Os 4.78 (1, 1, -2, 1) 4.44 4.84171*

Tl 3.47 (1, 0, -1, 1) 3.13 3.84181*

Pb 3.69 (1, 1, 0) 3.60 4.25181*

Bi 4.06 (2, 2, -4, 1) 3.93 4.22181*

Th 3.12 (1, 1, 1) 2.99 3.40181*
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Table A.1: The values of Φ̄ and Φlowest
hkl (along with its corresponding Miller index) from

high-throughput calculations and the experimental Φ
expt
poly from the literature (continued).

Material Φ̄ (eV) Surface Φlowest
hkl (eV) Φ

expt
poly (eV)

Ce 2.98 (2, 1, 0) 2.69 2.90181*

Nd 2.86 (2, 2, -4, 1) 2.48 3.20181*

Sm 2.74 (1, 1, -2, 1) 2.54 2.70181*

Eu 2.43 (1, 0, -1, 0) 2.08 2.50181*

Gd 2.96 (2, 1, -3, 0) 2.38 3.10181*

Tb 2.98 (2, -1, -1, 2) 2.53 3.00181*

Lu 3.03 (2, 1, -3, 0) 2.36 3.30181*

Fe 4.31 (3, 2, 2) 3.30 4.36171*

Ni 4.98 (2, 1, 0) 4.41 5.02171*

Cu 4.53 (3, 1, 0) 4.17 4.55171*

Nb 4.15 (3, 1, 0) 3.31 3.99171*

Mo 4.11 (3, 1, 0) 3.53 4.39171*

Rh 4.99 (1, 1, 0) 4.27 4.88171*

Pd 5.06 (1, 1, 0) 4.63 5.33171*

Ag 4.22 (2, 1, 1) 3.97 4.33171*

Ta 4.26 (3, 1, 0) 3.49 4.25171*

Ir 5.31 (3, 2, 0) 4.75 5.27171*

Pt 5.54 (1, 1, 0) 5.19 5.41171*

Au 5.06 (2, 1, 0) 4.71 5.20171*

Pr 2.88 (2, 2, -4, 1) 2.48 2.96197*
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Table A.1: The values of Φ̄ and Φlowest
hkl (along with its corresponding Miller index) from

high-throughput calculations and the experimental Φ
expt
poly from the literature (continued).

Material Φ̄ (eV) Surface Φlowest
hkl (eV) Φ

expt
poly (eV)

Dy 2.98 (2, -1, -1, 2) 2.55 3.25197*

Ho 2.91 (2, 1, -3, 1) 2.56 3.22197*

Er 2.92 (2, 1, -3, 0) 2.37 3.25197*

Tm 2.95 (2, 1, -3, 1) 2.54 3.10197*

* See reference herein
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature.

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

Ru (0001) 4.96 4.83 4.97177 5.31177

(1010) 4.7 4.79177 5.13177 4.6183*

(1011) 4.84 4.91177 5.26177

(1012) 4.45 4.5177 4.85177

(1121) 4.12 4.39177 4.76177

(2130) 4.28 4.47177 4.86177

Pt (100) 5.68 5.47 5.698 6.0620 5.7183*

(111) 5.64 5.72 5.128 6.0820 5.91183*

(110) 5.33 5.25 4.948 5.620 5.53183*

(321) 5.34 5.44176 5.4171*

(211) 5.43 5.55176

(310) 5.44 5.42176

(210) 5.3 5.18171*

(311) 5.47 5.5171*

(320) 5.2 5.2171*

(331) 5.24 5.12171*

Ni (100) 4.95 4.71 4.920 5.3320 5.17183*

(111) 5.1 4.89 5.0220 5.520 5.36183*

(110) 4.43 4.26 4.4920 4.9520 4.55183*

Nb (100) 3.43 3.42 3.55176 3.8620 3.97183*

(110) 4.46 4.43 4.49176 4.7720 4.63183*
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(111) 3.63 3.77176 4.1520 4.08183*

(210) 3.86 3.97176

(331) 4.08 4.15176

(311) 3.4 3.64176 4.29171*

(310) 3.31 4.18171*

(211) 3.77 4.45171*

Y (0001) 3.18 3.1820 3.4420

(1010) 3.23 3.3120 3.4720

(2130) 2.76 3.020 3.220

Pd (111) 5.21 4.94 5.328 5.668 5.67183*

(110) 4.63 4.56 4.958 5.328 5.07183*

(100) 5.13 5.128 5.548 5.48183*

(321) 4.86 4.89176

(211) 4.92 4.99176

(310) 4.93 4.86176

Rh (100) 5.01 4.9 5.048 5.448 5.3183*

(111) 5.15 4.77 5.08 5.238 5.46183*

(110) 4.27 4.25 4.538 4.98 4.86183*

(321) 4.57 4.65176

(211) 4.75 4.87176

(310) 4.62 4.74176
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

Tc (0001) 4.63 4.47 4.69177 4.95177

(1010) 4.22 4.5177 4.83177

(1011) 3.76 4.7177 5.05177

(1012) 4.35 4.31177 4.67177

(1121) 3.8 4.09177 4.44177

(2112) 4.19 4.28177 4.63177

(2130) 4.05 4.26177 4.58177

Ta (100) 3.71 3.67 4.1176 4.1220 4.1183*

(110) 4.64 4.64 4.96176 4.9820 4.74183*

(111) 3.71 4.2176 4.2220 3.5183*

(210) 4.04 4.34176

(331) 4.21 4.62176

(311) 3.5 4.1176

(211) 3.92 4.45171*

Fe (110) 4.79 4.66 4.7420 5.2820 5.12183*

(111) 4.25 3.8620 4.5420 4.81183*

(100) 3.96 3.8920 4.4120 4.75183*

Hf (0001) 4.29 4.12 4.3420 4.5820

(1010) 3.62 3.9420 4.2120

(2130) 3.23 3.1220 3.3820

Mo (100) 3.76 3.61 3.84176 4.3620 4.45183*
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(110) 4.53 4.46 4.51176 4.8620 4.95183*

(111) 3.76 3.94176 4.3420 4.52183*

(210) 4.0 4.11176

(331) 4.15 4.25176

(311) 3.61 3.89176

(211) 3.81 4.36171*

W (100) 4.04 4.03 4.09176 4.4420 4.65183*

(110) 4.8 4.64 4.76176 5.0520 5.25183*

(111) 3.98 4.24176 4.4120 4.47183*

(210) 4.22 4.29176 4.38171*

(331) 4.39 4.46176

(311) 3.82 4.1176 4.46171*

(211) 4.29 4.76183*

(321) 4.13 4.49171*

(310) 3.71 4.32171*

V (100) 3.59 3.56 3.7420 4.0720

(110) 4.67 4.66 4.7420 5.0220

(111) 3.6 3.8720 4.2320

Sc (0001) 3.39 3.66 3.3320 3.5620

(1010) 3.35 3.5620 3.7720

(2130) 3.09 3.1820 3.3520

149



Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(2131) 2.84 3.4220 3.3920

Os (0001) 5.27 5.1 5.32177 5.64177

(1010) 4.44 5.17177 5.45177

(1011) 4.77 5.23177 5.53177

(1012) 4.78 4.85177 5.15177

(1121) 4.44 4.67177 4.98177

(2112) 4.93 4.9177 5.22177

(2130) 4.68 4.87177 5.2177

Zn (0001) 3.92 4.21 4.0820 4.4420

(1010) 4.08 4.3320 4.720

(2130) 3.92 4.0320 4.320

(2131) 3.93 4.1320 4.4320

Co (0001) 4.86 4.75 4.9220 5.3920

(1010) 4.55 4.720 5.1420

(2130) 4.37 4.3920 4.8120

(2131) 4.34 4.3320 4.7620

Ag (100) 4.21 3.96 4.268 4.6820 4.36183*

(111) 4.34 4.21 4.498 4.8420 4.53183*

(110) 4.05 4.04 4.168 4.5520 4.1183*

(321) 4.01 4.14176

(211) 3.97 4.24176
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(310) 4.06 4.08176

Re (0001) 4.77 4.85 4.88177 5.17177 5.15171*

(1010) 4.58 4.62177 4.93177

(1011) 4.67 4.94177 5.25177

(1012) 4.42 4.55177 4.86177

(1121) 4.06 4.33177 4.62177

(2112) 4.38 4.48177 4.79177

(2130) 4.06 4.49177 4.77177

Ir (100) 5.54 5.42 5.55176 5.9120 5.96183*

(111) 5.42 5.18 5.5176 5.8620 5.78183*

(110) 5.01 4.83 4.96176 5.3120 5.42183*

(321) 5.0 5.07176 5.4171*

(211) 5.21 5.28176

(310) 5.04 5.13176

(210) 4.94 5.0171*

(331) 4.87 5.4171*

Cd (0001) 3.63 3.76 3.8120 4.2120

(1010) 3.72 4.0820 4.4920

(2130) 3.76 3.920 4.2120

Au (100) 5.0 4.9 5.078 5.498 5.22183*

(111) 5.16 4.98 5.128 5.498 5.33183*
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(110) 4.93 4.88 4.948 5.368 5.16183*

(321) 4.89 4.98176

(211) 4.96 5.01176

(310) 4.93 4.92176

(210) 4.71 4.96171*

(311) 4.94 5.16171*

Cu (111) 4.71 4.74 4.888 5.28 4.9183*

(110) 4.2 4.32 4.388 4.688 4.56183*

(100) 4.47 4.428 4.798 4.73183*

(321) 4.22 4.35176

(211) 4.22 4.45176 4.53171*

(310) 4.17 4.26176

(210) 4.18 4.37171*

(311) 4.28 4.42171*

Cr (110) 4.7 4.74 4.8320 5.1320

(111) 4.04 4.0920 4.3920

(100) 4.08 4.0220 4.3620

Zr (0001) 4.16 3.98 4.1820 4.4620

(1010) 3.52 3.8420 4.1620

(2130) 3.11 3.0920 3.3920

Li (100) 2.96 2.99176 3.1320
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(110) 3.18 3.22176 3.3620

(111) 2.6 2.75176 2.9220

(210) 2.99 2.97176

(331) 2.94 3.01176

(311) 2.91 3.0176

Na (100) 2.53 2.64176 2.820

(110) 2.71 2.84176 2.9620

(111) 2.5 2.58176 2.7620

(210) 2.65 2.68176

(331) 2.49 2.73176

(311) 2.45 2.69176

K (100) 2.15 2.22176 2.3720

(110) 2.37 2.37176 2.5220

(111) 2.13 2.18176 2.3620

(210) 1.95 2.23176

(331) 2.29 2.29176

(311) 2.15 2.24176

Rb (100) 2.1 2.12176 2.2920

(110) 2.23 2.24176 2.4120

(111) 2.05 2.1176 2.2920

(210) 1.94 2.13176
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(331) 2.18 2.18176

(311) 2.08 2.13176

Cs (100) 1.97 1.97176 2.1620

(110) 2.04 2.07176 2.2520

(111) 1.59 1.97176 2.1720

(210) 1.77 2.0176

(311) 1.65 2.0176

Ca (100) 2.56 2.76176 2.8520

(110) 2.74 2.81176 2.9520

(111) 2.94 2.94176 3.0120

(321) 2.52 2.78176

(211) 2.55 2.83176

(310) 2.39 2.71176

Sr (100) 2.47 2.47176 2.5620

(110) 2.49 2.54176 2.6620

(111) 2.53 2.57176 2.6720

(321) 2.33 2.51176

(211) 2.37 2.45176

(310) 2.31 2.47176

Ba (100) 2.28 2.31176 2.5420

(110) 2.35 2.38176 2.5820
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(111) 2.24 2.29176 2.5820

(210) 1.9 2.35176

(331) 2.35 2.34176

(311) 2.21 2.33176

Be (0001) 5.32 5.29177 5.45177

(1010) 4.48 4.52177 4.71177

(1011) 4.95 5.03177 5.23177

(1012) 4.71 4.81177 5.04177

(1121) 4.35 4.58177 4.82177

(2112) 4.79 4.81177 4.94177

(2130) 4.14 4.17177 4.38177

Mg (0001) 3.61 3.76177 3.89177

(1010) 3.39 3.64177 3.76177

(1011) 3.64 3.7177 3.88177

(1012) 3.58 3.63177 3.74177

(1121) 3.4 3.56177 3.68177

(2112) 3.62 3.67177 3.8177

(2130) 3.35 3.49177 3.72177

Al (111) 4.0 4.28 4.978 4.32183*

(100) 4.18 4.278 4.418 4.31183*

(110) 4.0 3.968 4.088 4.23183*
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

Ga (001) 3.9 4.0120 4.3320

(100) 4.19 4.2220 4.5620

(010) 4.35 4.6120 4.9620

In (001) 3.74 3.8820 4.2220

(100) 3.81 3.7920 4.1220

(110) 3.81 3.9220 4.320

Tl (0001) 3.5 3.5620 3.9820

(1010) 3.42 3.5620 3.9820

(2130) 3.34 3.5220 3.9420

(2131) 3.27 3.5220 3.9520

C(P63/mmc) (0001) 5.02 4.5720 4.7620 4.7171*

C(Fd3m) (111) 4.61 4.3620 4.5420

(100) 5.17 5.6320 5.6320

(110) 5.22 5.320 5.5620

Si (111) 4.64 4.6720 4.8120 4.6171*

(100) 4.79 4.5620 4.7120 4.91171*

(110) 4.97 5.020 5.2320 4.8171*

Ge (111) 4.52 4.3820 4.5520

(100) 4.41 4.4820 4.7220

(110) 4.51 4.7420 4.9920

Sn (111) 4.21 4.1520 4.3720
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Table A.2: A comparison of the high-throughput values to experimental and computed values
for materials from the literature (continued).

Material Surface Work function Φ (eV )

HT GGA(RPBE) GGA(PBE) LDA Experiment

(100) 4.38 4.2320 4.4920

(110) 4.5 4.420 4.7120

Pb (111) 3.68 3.7620 4.0820

(100) 3.71 3.820 4.120

(110) 3.6 3.7320 4.0320

As (0001) 4.44 4.4120 4.7120

Sb (0001) 4.23 4.2420 4.520

(1010) 4.29 4.3920 4.7220

(1120) 4.24 4.4120 4.6220

Bi (0001) 3.98 4.0720 4.3720

(1120) 3.98 4.1420 4.3920

Ti (0001) 4.38 4.4220 4.6720

(1010) 3.51 3.920 4.2320

(2130) 3.21 3.1920 3.4520

(2131) 3.26 3.5120 3.820

* See reference herein
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Figure A.1: Plot of computed facet-dependent Φhkl using LDA from the literature8,20,177 vs
experimental values171,183,196.
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Figure A.2: Plot of the cohesive energy (Ecoh) versus the group number for lanthanides.

* See reference herein
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Table A.3: The R values for γhkl and Φhkl as a function of normalized broken bonds per surface
area (BB) and Φhkl as a function of γhkl.

Material spacegroup R values

γhkl vs BB Φhkl vs BB Φhkl vs γhkl

1stNN 2ndNN 1stNN 2ndNN

Cu Fm−3m 0.99 – -0.93 – -0.93

Er P63/mmc -0.06 0.84 0.24 -0.90 -0.77

La P63/mmc 0.53 0.98 -0.72 -0.89 -0.73

Re P63/mmc 0.57 0.79 0.02 -0.89 -0.28

Ag Fm−3m 0.96 – -0.89 – -0.88

Ni Fm−3m 1.00 – -0.89 – -0.85

Ru P63/mmc -0.40 0.95 0.64 -0.88 -0.91

Ho P63/mmc 0.35 0.75 -0.24 -0.88 -0.70

Zr P63/mmc 0.52 0.73 -0.15 -0.87 -0.48

Nb Im−3m 0.47 0.88 -0.86 -0.43 -0.72

Au Fm−3m 0.92 – -0.86 – -0.74

Eu P63/mmc -0.02 0.77 0.20 -0.84 -0.74

Tc P63/mmc 0.80 0.92 -0.18 -0.84 -0.42

Y P63/mmc -0.07 0.78 0.23 -0.83 -0.61

Lu P63/mmc -0.01 0.70 0.05 -0.82 -0.70

Rh Fm−3m 0.97 – -0.82 – -0.68

W Im−3m 0.94 -0.00 -0.81 -0.52 -0.65

Tm P63/mmc 0.34 0.69 -0.15 -0.80 -0.47

Li Im−3m -0.38 0.77 -0.34 -0.79 -0.43
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Table A.3: The R values for γhkl and Φhkl as a function of normalized broken bonds per surface
area (BB) and Φhkl as a function of γhkl (continued).

Material spacegroup R values

γhkl vs BB Φhkl vs BB Φhkl vs γhkl

1stNN 2ndNN 1stNN 2ndNN

Sc P63/mmc 0.67 0.67 -0.23 -0.79 -0.66

Ta Im−3m 0.19 0.96 -0.78 -0.51 -0.60

Mo Im−3m 0.47 0.21 -0.78 -0.53 -0.55

Pd Fm−3m 0.95 – -0.78 – -0.71

Cr Im−3m 0.87 0.17 -0.61 -0.74 -0.38

Ti P63/mmc 0.67 0.21 0.34 -0.74 0.42

V Im−3m -0.27 0.89 -0.74 -0.67 -0.40

Cs Im−3m 0.87 0.89 -0.73 -0.65 -0.83

Be P63/mmc 0.45 0.88 0.43 -0.73 -0.15

Hf P63/mmc 0.80 0.82 0.11 -0.73 0.07

Ir Fm−3m 0.93 – -0.72 – -0.50

Co P63/mmc 0.57 0.95 -0.68 -0.71 -0.47

Pt Fm−3m 0.88 – -0.71 – -0.51

Ca Fm−3m 0.86 – -0.70 – -0.41

Nd P63/mmc 0.07 0.94 0.22 -0.70 -0.23

Pr P63/mmc 0.03 0.95 0.28 -0.65 -0.15

Tl P63/mmc 0.79 0.83 -0.19 -0.65 -0.57

Mg P63/mmc 0.30 0.82 -0.64 -0.26 -0.23

Na Im−3m 0.38 0.97 -0.49 -0.62 -0.62
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Table A.3: The R values for γhkl and Φhkl as a function of normalized broken bonds per surface
area (BB) and Φhkl as a function of γhkl (continued).

Material spacegroup R values

γhkl vs BB Φhkl vs BB Φhkl vs γhkl

1stNN 2ndNN 1stNN 2ndNN

Os P63/mmc -0.10 0.94 0.24 -0.60 -0.30

Sm P63/mmc 0.10 0.70 -0.32 -0.58 0.09

Sr Fm−3m 0.85 – -0.56 – -0.46

K Im−3m 0.22 0.95 -0.55 -0.44 -0.38

Zn P63/mmc 0.59 0.48 -0.51 0.44 -0.20

Ce Fm−3m 0.96 – -0.49 – -0.49

Fe Im−3m 0.40 0.23 -0.44 -0.48 -0.49

Pm P63/mmc 0.46 0.88 -0.40 -0.44 -0.21

Yb Fm−3m 0.76 – -0.44 – -0.23

Rb Im−3m 0.22 0.94 -0.35 -0.39 -0.45

Ba Im−3m -0.01 0.98 -0.20 -0.04 0.01

Pb Fm−3m 0.94 – -0.05 – 0.02

Cd P63/mmc 0.53 0.51 0.01 0.41 0.24

Al Fm−3m 0.97 – 0.22 – 0.09

* See reference herein
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Appendix B

Supporting information: Morphology

control of tantalum carbide nanoparticles

through dopant additions and surface

segregation
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B.1 Surface energy

In general, the surface energies of undoped TaC can be obtained from the following

expression:

γ(∆µC) =
Eslab−NTagbulk

TaC
2A

+ΓC(∆µC +Egraphite
C ) (B.1)

where γ(∆µC) is the surface energy as a function of the carbon chemical potential, ∆µC relative to

the energy of graphite per atom (Egraphite
C ), gbulk

TaC is the Gibbs free energy of bulk TaC per formula

unit, A is the cross-sectional area, Eslab is the total DFT energy of the slab, ΓC = 1
2A(NTa−NC)

is the number of excess or deficient C atoms per surface area (coverage), which is negative for

excess C and positive for deficient C, and NTa and NC is the number of Ta and C atoms in the

slab, respectively. For a stoichiometric system, such as the undoped (100) slab of TaC (Table B.1:

row 1), ΓC = 0 and the surface energy becomes a constant value given by:

γ =
1

2A
[Eslab−NTagbulk

TaC ] (B.2)

Equation B.1 can be derived from its more generalized form:

γ(∆µi) =
1

2A
[Eslab−∑

i
Niµi] (B.3)

where the chemical potential accounts for excess or deficient atomic species exchanged between

the surface and an external reservoir (i.e., the surrounding environment in the form of a gas,

liquid or bulk phase). All coefficients and constants for surface energy provided in Table B.1

can be derived from this expression. For the case of an undoped TaC surface, we can expand

Equation B.3 to:

γ =
1

2A
[Eslab−NTaµTa−NCµC] (B.4)

Assuming the surface phase is in equilibrium with the bulk, the chemical potential for all
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species in the undoped system is connected via Gibbs free energy by:

gbulk
TaC = ∑

i
ni = µTa +µC (B.5)

where ni is the stoichiometry of species i per formula unit (nTa = nC = 1 in TaC). Assuming there

is no configurational entropy or pressure-volume effects, gbulk can be calculated as the total bulk

DFT energy per formula unit. We can therefore simplify Equation B.4 as a function of µC by

substituting Equation B.5 for µTa to obtain:

γ =
1

2A
[Eslab−NTa(gbulk

TaC −µC)−NCµC] (B.6)

Table B.1: The coefficients and constants, see (Equation B.14), used to calculate the surface
energy as a function of ∆µi for all slab models. Values of Γi are the coefficients to ∆µi in units
of Å

−2
and represent the coverages of species i at the surface, while the units of the constant b

are eVÅ
−2

. Entries labeled with * correspond to values for TiTa3C4.

(hkl) Dopant (X) Site ΓC ΓX ΓTi Constant (b)
1 (100) Undoped – – – – 0.0915
2 (111) Undoped – 0.0576 – – 0.1849
3 (100) Ni sub -0.0199 -0.0199 – 0.0328
4 (111) Ni surf 0.0346 -0.0230 – 0.0648
5 (100) Co sub -0.0199 -0.0199 – 0.0251
6 (111) Co surf 0.0346 -0.0230 – 0.0563
7 (100) Fe sub -0.0199 -0.0199 – 0.0240
8 (111) Fe surf 0.0346 -0.0230 – 0.0614
11 (100) Nb sub -0.0199 -0.0199 – -0.0662
12 (111) Nb surf 0.0346 -0.0230 – -0.0035

15* (100) Undoped – 0.0169 – 0.0169 0.1206
16* (111) Undoped – 0.0584 – – 0.1960
17* (100) Ni sub -0.0169 -0.0253 0.0084 0.0415
18* (111) Ni surf 0.0195 -0.0292 -0.0097 0.0141

An upper and lower bound is needed for µC to allow a reasonable range for the surface

energy due to the exchange of C atoms between the surface and the external reservoir. The upper

165



bound is set by the assumption that an excess amount of C at the surface will eventually lead to

the formation of surface graphite, while the lower bound is set by the assumption that a surface

deficiency of C (or equivalently an excess of Ta) will lead to the formation of Ta2C. This range

for µC is expressed as:

ETa2C−2Ebcc
Ta −Egraphite

C ≤ µC ≤ Egraphite
C (B.7)

where ETa2C is the energy per formula unit of Ta2C, Ebcc
Ta and Egraphite

C are the energies per atom

of body-centered Ta and graphite, respectively. For convenience, we set the upper bound as a

zero reference by subtracting Egraphite
C from µC leaving:

∆G f
Ta2C ≤ ∆µC ≤ 0 (B.8)

where ∆G f
Ta2C = ETa2C− 2Ebcc

Ta − Egraphite
C is the formation energy of Ta2C and µC = ∆µC +

Egraphite
C . Substituting our expression for µC into Equation B.6 will yield an expression for the

surface energy of an undoped, non-stoichiometric slab (Table B.1: row 2) in Equation B.1.

With the addition of an external component (e.g., a dopant), a new chemical potential

term (µX ) is added to Equation B.1. As with µC, we need an appropriate upper bound, which

we set as Eatom
X , the total energy of an atom X isolated in a vacuum. We choose this reference

assuming the dopant atoms will interact similarly to a metallic gas with the surface. We substitute

µX into Equation B.1 in a manner similar to µC to yield an expression for the surface energy of a

doped slab as a function of ∆µi (Table B.1: row 3 to 14):

γ(∆µC,∆µX) =
Eslab+X −NTagbulk

TaC
2A

+ΓC(∆µC +Egraphite
C )−ΓX(∆µX +Eatom

X ) (B.9)

where ΓX = 1
2ANX is the coverage of dopant X in the slab and Eslab+X is the total energy of a slab

with dopant X.
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Similar to Equation B.5, for an undoped non-stoichiometric TiTa3C4 slab (Table B.1: row

15 to 16), we can solve for µTa:

µTa =
gbulk

TiTa3C4
−4µC−µTi

3
(B.10)

The numbers 4 and 3 in this equation are the values of nC and nTa, respectively. We set the upper

bound of nTi as the energy per atom of a hexagonal close packed Ti bulk system (Ehcp
Ti ) and again

rewrite Equation B.3 as a function of ∆µi:

γ(∆µC,∆µTi) =
Eslab− NTa

3 gbulk
TiTa3C4

2A
+ΓC(∆µC +Egraphite

C )−ΓTi(∆µTi +Ehcp
Ti ) (B.11)

with ΓC = 1
2A(

4
3NTa−NC) and ΓTi =

1
2A(

1
3NTa−NTi). For a slab where only one species is

non-stoichiometric, such as C in the (111) slab of TiTa3C4 (Table B.1: row 16), Equation B.11

simplifies to:

γ(∆µC,∆µTi) =
Eslab− NTa

3 gbulk
TiTa3C4

2A
+ΓC(∆µC +Egraphite

C ) (B.12)

For a doped slab of TiTa3C4 (Table B.1: row 17 and 18), we again add an NX µX term to

Equation B.11 to obtain:

γ(∆µC,∆µTi) =
Eslab− NTa

3 gbulk
TiTa3C4

2A
+ΓC(∆µC+Egraphite

C )−ΓTi(∆µTi+Ehcp
Ti )−ΓX(∆µX +Eatom

X )

(B.13)

In summary, we can generalize the surface energy of all systems as a linear equation with

a constant value, b, as follows:

γ(∆µi) = b+∑
i

Γi∆µi (B.14)

All values of b and Γi for the surface energy of each slab are listed in Table B.1.
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B.2 Compositions and X-ray diffraction patterns

Table B.2: Dopant concentrations on the TaC powders determined from energy dispersive
spectroscopy. The dopant concentrations listed for the Ni/Ti-doped TaC powders represent the
concentrations of Ti in the powders. The concentration of Ni for these powders was fixed at 2.5
at.%.

Sample Number Ni (at.%) Co (at.%) Fe (at.%) Nb (at.%) Ni/Ti (at.%)
1 0.9 0.9 0.5 4.4 2.2
2 1.4 1.6 1.2 7.8 4.1
3 1.7 1.9 2.2 - 8.0
4 2.5 2.3 2.7 - 12.4
5 4.1 2.6 4.0 - 16.4
6 5.7 3.4 4.2 - 18.5
7 - - 4.8 - -

168



Figure B.1: X-ray diffraction patterns of Ni-doped TaC powders.
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Figure B.2: X-ray diffraction patterns of Co-doped TaC powders.
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Figure B.3: X-ray diffraction patterns of Fe-doped TaC powders.
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Figure B.4: X-ray diffraction patterns of Nb-doped TaC powders.
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Figure B.5: X-ray diffraction patterns of Ni/Ti-doped TaC powders.
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Appendix C

Supporting information: Computational

study of metallic dopant segregation and

embrittlement at molybdenum grain

boundaries
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C.1 Convergence tests

Figure C.1 presents a set of convergence tests that were performed for both the tilt and

twist GB to optimize the parameters for efficient and accurate calculations. Figures C.1a and C.1b

varies the size of the GB in the direction normal to their GB planes to find the minimum distance

required to minimize interaction with their periodic images. Here, we choose Nb as the dopant in

both GBs and Site 0 of the tilt and twist GBs were substituted with the dopant. Figures C.1c and

C.1d show the k-point convergence. k-point along the c lattice parameter is set to be 1.
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(a) Σ5 (100) twist size convergence test
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Figure C.1: Convergence tests for validating GB size and k-points. EGB+Nb−EGB is converged
with respect to the lattice size along the [001] and [13̄0] direction for the twist GB C.1a and tilt
GB C.1b. The GB energy (γGB) is converged with respect to k1 (k1 = k2) for the twist GB C.1c
and the tilt GB C.1d.
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C.2 Comparison of EX
seg for Mo and W grain boundaries

To validate our calculations, we compared the trends of various dopants in relation to

their EX
seg in the Mo twist and tilt GBs with W Σ3(111) tilt GB system from literature50. Mo and

W are both refractory materials from the same group in the periodic table with similar chemical

behaviors. We expect the dopant interactions with the host material to be similar. Figure C.2

shows that among the dopants considered, the site preferences, magnitude of the preference and

the sign (GB or bulk preference) of the EX
seg values in the three systems are consistent with each

other.
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W Σ3(111)[11̄0] Tilt (S0)

W Σ3(111)[11̄0] Tilt (S1)

Figure C.2: Comparison of EX
seg for selected dopants in Mo tilt and twist and W GB. The values

for the W system are obtained from a study by Li et al. 50
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C.3 Solubility of dopants in Molybdenum

The formation of intermetallic compounds occurs when the solubility of a dopant in the

host structure is high. It is therefore axiomatic that when a dopant is more likely to form an

intermetallic compound with the host, it is also less likely to segregate into the grain boundary321.

Here we quantitatively demonstrate the dependence of EX
seg on dopant solubility in Figure C.3.

It is clear that less soluble dopants in Mo tend to segregate into the grain boundary which is in

agreement with the previous model for GB segregation proposed by Hondros et al. 59 .

2 4 6 8 10 12

ln( 1
KX

)

1.0

0.5

0.0

E
X
,t
il
t

se
g

 (
eV

)

Figure C.3: The dependence of the segregation energy EX
seg on the solubility of the dopants

(KX ) in bulk Mo. Values for KX were extrapolated at 800 K from experimentally derived phase
diagrams322–325.
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C.4 Corresponding figures for Σ5 (100) twist GB

For completeness, the figures for the twist GB corresponding to the figures presented for

the tilt GB in regards to ESE from the main article are shown in this section.
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Figure C.4: Plot of the strengthening energy EX
SE versus segregation energy EX

seg for the 29
dopants in the Σ5 (100) twist GB. (a) based on the site with the lowest EX

seg; (b) based on Site 0.
Dopants in the white region (positive EX

seg) prefer to stay in the bulk. For dopants that segregate,
those with negative EX

SE (blue region) tend to strengthen the GB.
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Figure C.5: Plot of the observed strengthening energy EX
SE for the site with the lowest EGB

seg

versus the two factor linear model for EX, model
SE (EX

coh, RX−RMo
RMo

) for the 29 dopants in the Σ5 (100)
twist GB. (a) Fitting performed based on the site with the lowest EGB

seg . kcoh = 0.259 ± 0.029, kR

= 5.898 ± 0.730. (b) Fitting performed based on Site 0. kcoh = 0.448 ± 0.059, kR = 1.346 ±
1.496. In all fittings, the analysis of variance (ANOVA) finds that the p-value for all coefficients
are < 0.05 with the exception of RX−RMo

RMo
for C.5b.
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Figure C.6: Plot of the relative difference in atomic size versus the difference in the cohesive
energy between the dopant X and host Mo.

Table C.1: P-values obtained for the multiple linear regressions using ANOVA from Figures 8
and C.5. Tests were conducted with a confidence of 95%.

P>|t|
Σ5 (310) Tilt Σ5 (100) Twist

1-to-1 m-to-s Site 0 Lowest EGB
seg

RX−RMo
RMo

0.000 0.035 0.000 0.401
∆EX

coh 0.000 0.000 0.000 0.000
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Table C.2: A table for values of EFS
seg, EGB

seg and ESE (Unit: eV). EFS
seg and EGB

seg for all dopants in
all sites of the tilt and twist GBs calculated in this study are listed. ESE are listed for each dopant
correspond to the lowest EGB

seg site in both systems. Dopants (X) are listed in a descending of the
metallic radius.

Σ5 (310) Tilt Σ5 (100) Twist
Site 0 Site 1 Site 2 Site 0 Site 1

X EGB
seg EFS

seg EGB
seg EFS

seg EGB
seg ESE EGB

seg EGB
seg EFS

seg ESE

Bi -1.595 -4.702 -1.332 -2.933 -0.932 3.107 -1.242 -1.266 -4.356 3.090
Sn -0.956 -2.905 -0.770 -1.705 -0.647 1.949 -0.620 -0.664 -2.774 2.109
Zr -0.613 -1.325 -0.258 -0.802 -0.126 0.712 -0.667 -0.686 -1.161 0.475
Mg -0.315 -2.047 -0.235 -0.977 -0.114 1.732 -0.243 -0.434 -2.141 1.707
Hf -0.466 -0.913 -0.077 -0.507 -0.022 0.447 -0.415 -0.473 -0.770 0.297
Cd -0.878 -2.891 -0.736 -1.768 -0.447 2.013 -0.782 -0.838 -2.943 2.106
Nb -0.269 -0.385 0.019 -0.269 -0.100 0.116 -0.159 0.181 0.014 -0.173
Ta -0.200 -0.044 0.123 -0.091 -0.041 -0.156 -0.051 0.307 0.320 -0.371
Ti 0.116 -0.410 0.169 -0.088 0.195 0.526 0.176 0.198 -0.094 0.270
Ag -0.908 -2.649 -0.973 -1.554 -0.532 0.581 -0.774 -1.017 -2.693 1.676
Au -1.151 -2.621 -1.254 -1.649 -0.775 0.395 -0.904 -1.263 -2.698 1.436
Al -0.090 -1.263 -0.341 -0.444 -0.089 0.103 0.231 -0.260 -1.256 0.996
W -0.175 0.130 -0.118 -0.078 -0.214 -0.305 0.101 0.193 0.445 -0.344
Zn -0.250 -1.830 -0.624 -0.797 -0.240 0.173 -0.066 -0.665 -1.869 1.204
Pt -1.152 -1.890 0.048 -1.224 -0.903 0.738 -0.785 -1.796 -2.184 0.389
Pd -0.964 -2.044 -1.267 -1.212 -0.681 -0.055 -0.728 -1.659 -2.281 0.622
Re -0.568 -0.310 -0.770 -0.444 -0.674 -0.326 -0.234 0.002 -0.106 -0.128
Tc -0.552 -0.664 -0.810 -0.493 -0.580 -0.317 -0.137 -0.459 -0.611 0.152
Ir -1.146 -1.452 -1.582 -1.001 -1.034 -0.581 -0.638 -1.749 -1.713 -0.036
Os -0.934 -0.879 -1.310 -0.734 -0.963 -0.576 -0.786 -0.302 -0.923 0.137
V 0.247 -0.198 -0.060 -0.104 -0.014 0.044 0.382 0.095 0.265 -0.170
Rh -1.025 -1.657 -1.553 -1.021 -1.002 -0.532 -0.658 -1.722 -1.950 0.228
Ru -0.917 -1.236 -1.335 -0.803 -1.029 -0.532 -0.435 -1.047 -1.379 0.332
Mn 0.031 -0.575 -0.845 -0.267 -0.303 -0.578 0.152 -1.396 -0.735 -0.660
Cr -0.031 -0.572 -0.567 -0.374 -0.442 -0.193 0.333 -0.333 -0.121 -0.212
Cu -0.320 -1.741 -0.918 -0.799 -0.398 -0.119 -0.214 -1.477 -1.827 0.349
Fe -0.130 -1.061 -0.858 -0.507 -0.375 -0.351 0.070 -1.475 -1.002 -0.473
Co -0.344 -1.423 -1.281 -0.720 -0.609 -0.561 -0.174 -1.927 -1.514 -0.414
Ni -0.404 -1.626 -1.243 -0.829 -0.742 -0.414 -0.355 -1.878 -1.794 -0.084
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Table C.3: Values of the metallic radii (RX ), cohesive energy (Ecoh) and Pauling electronegativity
(χ) for the 29 dopants and the host material (Mo) used in this study.

Dopants (X) RX Å Ecoh (eV ) χ

Bi 183.0 2.556 2.02
Sn 168.5 3.174 1.96
Zr 160.2 6.505 1.33
Mg 160.0 1.496 1.31
Hf 158.0 6.769 1.30
Cd 157.0 0.739 1.69
Nb 147.3 6.959 1.60
Ta 147.0 8.427 1.50
Ti 146.2 5.694 1.54
Ag 144.5 2.491 1.93
Au 144.2 2.985 2.54
Al 143.0 3.526 1.61
W 141.0 8.300 2.36
Zn 139.0 1.102 1.65
Pt 138.7 5.519 2.28
Pd 137.6 3.707 2.20
Re 137.5 7.744 1.90
Tc 136.3 7.001 1.90
Ir 135.7 7.235 2.20
Os 135.2 8.483 2.20
V 134.7 5.413 1.63
Rh 134.5 5.986 2.28
Ru 133.9 7.126 2.20
Mn 129.2 3.833 1.55
Cr 128.5 4.030 1.66
Cu 127.8 3.503 1.90
Fe 127.7 5.041 1.83
Co 125.0 5.162 1.88
Ni 124.6 4.867 1.91
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Appendix D

Supporting Information: Metal insulator

transition under intrinsic defects in V2O3
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Figure D.1: Plots of the (a) band gap of the LT AFI phase of V2O3 and (b) energy difference per
formula unit relative to the HT FM phase for the PBE+U (red) and SCAN+U (blue) functionals
as a function of the effective Hubbard U (Ue f f ) correction value (x-axis). Dashed lines depict
a linear fitting for ELT

g and ∆EHT−LT in (a) and (b) respectively (see legend). Data points
with Ue f f < 2 eV are not considered in the linear fitting for PBE+U as the LT phase loses its
insulating properties under this value.
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D.1 Derivation of thermodynamic quantities for the calcula-

tion of the defect formation energy

D.1.1 Chemical potential

The relationship between the bulk DFT energy of V2O3 per formula unit and chemical

potentials µO and µV is given by the following:

Ebulk
V2O3

= ∑
i

niµi = 2µV +3µO (D.1)

We can substitute this relationship into Equation 1 to rewrite the formation energy in terms of

oxygen chemical potential:

E f orm[Xq] = Etot [Xq]−Etot [bulk]−nV
Ebulk

V2O3
−3µO

2
−nOµO +qεF +Eq

corr (D.2)

The upper limit of values for µO can be set to the computed energy of O2 gas per atom:

µO ≤
1
2

EO2
+EO

corr (D.3)

where EO
corr = −0.702 eV is a correction to the overbinding of O2 in the PBE and PBE+U

functionals326. Using 1
2EO2

+EO
corr as a reference, we get:

µO−
1
2

EO2
−EO

corr = ∆µO ≤ 0 (D.4)
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which we substitute for µO in Equation SD.2. The lower limit of ∆µO is generally determined by

the enthalpy of reaction of the most stable V-O compounds given by the following:

2VO+
1
2

O2→ V2O3,∆GV2O3
=−4.345eV (D.5)

Here ∆GV2O3
is the lower limit of the chemical potential where V2O3 is stable relative to VO.

To put the chemical potential into context, ∆µO can be written as a function of temperature

(T) and pressure (P):

∆µ(T,P) = g(T,H,S)+ kBT ln(
P
P0

) (D.6)

where H and S are determined experimentally from the JANAF thermodynamics tables at temper-

ature T, kB is the Boltzmann constant and P0 = 0.1 MPa is the standard pressure of oxygen.

D.1.2 Freysoldt correction

The Freysoldt correction276 for charged defects in a supercell is given by:

Eq
corr = [1+Csh(1− ε

−1)]
q2αM

2εL
(D.7)

Here Csh is a supercell factor determined by the electrostatic potential along the defect system. ε

is the dielectric constant for V2O3 which we adopted as 8.5327. αM is the Madelung constant of

the structure. L =V−1/3 is the supercell dimension where V is the cell volume.
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Table D.1: Energy difference (in meV/f.u.) for monoclinic V2O3 for a non-magnetic
(∆ENM−AFI) and ferromagnetic (∆EFM−AFI) configuration relative to an anti-ferromagnetic
configuration for 5 different functionals. Ue f f values of 2.68 eV and 1.35 eV are chosen for the
PBE+U and SCAN+U functionals respectively.

Functional ∆ENM−AFI ∆EFM−AFI
HSE06 14 54
SCAN 1078 76

SCAN+U 2265 87
PBE 217 13

PBE+U 940 39

Table D.2: Calculated lattice parameters of the low (I2/a) and high (R3̄c) temperature phases
and their experimental counterparts for various functionals. Ue f f values of 2.68 eV and 1.35 eV
are chosen for the PBE+U and SCAN+U functionals respectively.

Phase Functional a (Å) b (Å) c (Å) α (◦) β (◦) γ (◦)
I2/a (AFI)279 Exp 7.27 5.00 5.54 90 96.76 90

I2/a (AFI) HSE06 7.22 5.01 5.50 90 96.23 90
I2/a (AFI) SCAN 7.27 5.00 5.55 90 96.81 90
I2/a (AFI) SCAN+U 7.29 5.11 5.55 90 96.32 90
I2/a (AFI) PBE 7.37 4.90 5.54 90 98.47 90
I2/a (AFI) PBE+U 7.32 5.07 5.58 90 96.52 90

R3̄c (PM)83 Exp 4.95 4.95 14.01 90 90 120
R3̄c (FM) HSE06 5.05 5.05 13.86 90 90 120
R3̄c (FM) SCAN 4.98 4.98 14.04 90 90 120
R3̄c (FM) SCAN+U 5.07 5.07 13.90 90 90 120
R3̄c (FM) PBE 4.86 4.86 14.35 90 90 120
R3̄c (FM) PBE+U 5.12 5.12 14.11 90 90 120
R3̄c (NM) PBE+U 4.84 4.84 14.28 90 90 120
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and HT NM (dotted) V2O3 as a function of the oxygen chemical potential (∆µO, top x axis).
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Appendix E

Supporting Information: Proton

distribution visualization in nickelate

neuromorphic devices
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E.1 Spatially resolved diffraction studies

The SNO-based device with 1 µm gap between the Au and Pd contacts was scanned by a

nanofocused x-ray beam with an exposure time of 10 s ({101} reflection) and with an exposure

time of 1 s ({202} reflection). The footprint of the x-ray beam for the {101} reflection was

approximately 170×30 nm2, and for the {202} reflection - 90×30 nm2. The averaged diffraction

patterns are shown in Fig. E.1(a,b). The 2θ increases from right to left and the dispersion along

the vertical direction is due to the Fresnel zone plate used for focusing. The projected signal

along the 2θ-direction is shown in Fig. E.1(c,d).

In Fig. E.2 spatially resolved maps of the intensity, position and width of the {202} reflec-

tion from SNO (film) and {111} reflection from LAO (substrate) are shown. These maps show no

clear changes of the parameters induced by H+ doping, in contrast to the {101} intensity map

(see the main text). The variation of intensity in Fig. E.2(a,d) are attributed to the heterogeneity

of the substrate and almost complete overlap between the film and substrate peaks, which doesn’t

allow to reliably separate two signals (see Fig. E.1(c,d)).

The position of electrodes was determined by fluorescence signal from Au and Pd, as

it is shown in Fig. E.3(a,b). The Ni fluorescence map at E = 8395 eV (away from the K-edge

resonance, hence not sensitive to valence state of Ni) shows that the SNO film is uniform.
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Figure E.1: Averaged diffraction pattern for the {101} reflection (a) and the {202} reflection
(b). Projection of the averaged diffraction pattern along the vertical direction is shown in (c,d).
The signal from the {101} reflection can be fitted by a single Gaussian function (c), while the
signal from the {202} reflection can be approximated by a sum of two Gaussian function that
correspond to the scattering from the SNO film and the LAO substrate (d).
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Figure E.2: (a-c) Intensity (a), Q-position (b), and the width (c) of the {202} reflection from
the SNO film. (d-f) Intensity (d), Q-position (e), and the width (f) of the LAO {111} substrate
reflection. The electrodes are outlines with dashed lines.
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Figure E.3: (a-b) Fluorescence signal from Au (a) and Pd (b) indicates position of electrodes.
(c) Non-resonant fluorescent signal from Ni shows the uniform SNO film across the device.
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E.2 Simulation of RNO crystal lattice

An orthorhombic unit cell of a perovskite SmNiO3 lattice was constructed in several

steps. In our analysis, we assumed that Ni atoms do not move with hydrogen doping, so the

positions of 12 Ni atoms was fixed within a unit cell. Then 4 Sm atoms were placed inside a unit

cell and allowed to be shifted from the centrosymmetric positions over dx, dy, and dz in such a

way, that the orthorhombic Pbnm symmetry was preserved. Finally, we placed 6 O atoms in the

corners of octahedra centered at every Ni atom (20 oxygen atoms in total, if counting only atoms

within a unit cell). The position of each oxygen atom was calculating according to the following

procedure:

1. For each oxygen atom, a nesting nickel atom was selected, around which the rotations will

be performed.

2. The position of the oxygen atom was calculated as

rO = rNi + ũ , (E.1)

where rO = (xO,yO,zO) are coordinates of the oxygen atom and rNi = (xNi,yNi,zNi) are

coordinates of the corresponding nickel atom. The relative coordinates ũ = (x̃, ỹ, z̃) were

calculated as

ũ = (1±B) · R̂(±α,±β,±γ)u0 . (E.2)

Here u0 = (x0,y0,z0) are the relative coordinates of the oxygen atom in an ideal perovskite

structure (in which each oxygen atom located exactly in the middle in between two nickel

atoms), R̂(α,β,γ) is an operator of rotation over the angles α, β and γ about x-, y- and z-axis,

respectively, and the pre-factor (1±B) takes the breathing distortion with a magnitude B

into account (’+’ corresponds to the expanded NiO6 octahedra, and ’-’ to the contracted).
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3. The signs of rotation angles α, β and γ for each octahedra are selected in such a way that

the final structure corresponds to the a−a−c+ tilt pattern in Glazer notation292.

We assigned an occupation number O j to each atom, which takes into account that atom

might be shared between several neighboring unit cells. For example, O j = 1 for an atom that is

completely inside a unit cell, while O j = 1/4 for an atom placed on the edge of a unit cell , since

this atom is shared between 4 different unit cells.

The parameters of the structural model are summarized in Table E.1. The first column

contains an index of an atom j, the second column - type of an atom. Columns 3–5 contains

coordinates x, y and z of an atom, and column 6 - occupation number O j. For each Ni the

signs of rotation angles α, β and γ and the breathing distortion are specified in columns 7 and 8,

respectively (this information is duplicated for each oxygen atom). The values of ũ = (x̃, ỹ, z̃) for

each oxygen atom are calculated with Eq. E.2, using the undistorted coordinates u0 = (x0,y0,z0)

specified in columns 9–11. The crystal structure of pristine SmNiO3 constructed with our model

using the parameter values α = 0◦, β = 15.26◦, and γ = 7.9◦, dx = 0.06 Å, dy = 0.28 Å, dz = 0 Å,

and B = 0.013 coincides with the literature data15,314 (see Fig. E.4).

Table E.1: Coordinates of the atoms in SmNiO3 orthorhombic unit cell with lattice parameters
ao = 5.328 Å, bo = 5.437 Å and co = 7.568 Å15. The numbers in brackets next to oxygen
atoms indicate an index of Ni atom, relative to which the coordinates of the oxygen atoms are
calculated (see Eq. E.1). The coordinates ũ = (x̃, ỹ, z̃) for each oxygen atom are calculated
according to Eq. E.2, in which the signs of rotation angles α, β and γ and the breathing distortion
are specified in columns 7 and 8, and the values (x0,y0,z0) for undistorted lattice are specified
in columns 9–11.

x j y j z j O j Rot. Brth. x0 y0 z0

Ni ao/2 0 0 1/4 – – + +

Ni 0 bo/2 0 1/4 + + – –

Ni ao/2 bo 0 1/4 – – + +

Ni ao bo/2 0 1/4 + + – –
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Table E.1: Coordinates of the atoms in SmNiO3 orthorhombic unit cell with lattice parameters
ao = 5.328 Å, bo = 5.437 Å and co = 7.568 Å15. The numbers in brackets next to oxygen
atoms indicate an index of Ni atom, relative to which the coordinates of the oxygen atoms are
calculated (see Eq. E.1). The coordinates ũ = (x̃, ỹ, z̃) for each oxygen atom are calculated
according to Eq. E.2, in which the signs of rotation angles α, β and γ and the breathing distortion
are specified in columns 7 and 8, and the values (x0,y0,z0) for undistorted lattice are specified
in columns 9–11 (continued).

x j y j z j O j Rot. Brth. x0 y0 z0

Ni ao/2 0 co/2 1/2 + + + –

Ni 0 bo/2 co/2 1/2 – – – +

Ni ao/2 bo co/2 1/2 + + + –

Ni ao bo/2 co/2 1/2 – – – +

Ni ao/2 0 co 1/4 – – + +

Ni 0 bo/2 co 1/4 + + – –

Ni ao/2 bo co 1/4 – – + +

Ni ao bo/2 co 1/4 + + – –

Sm ao−dx dy c0/4+dz 1

Sm ao/2+dx bo/2+dy c0/4+dz 1

Sm ao/2−dx bo/2−dy 3c0/4−dz 1

Sm dx bo−dy 3c0/4−dz 1

O (1) ao/2+ x̃ ỹ z̃ 1/2 – – + + ao/4 bo/4 0

O (1) ao/2+ x̃ ỹ z̃ 1/2 – – + + 0 0 co/4

O (2) x̃ bo/2+ ỹ z̃ 1/2 + + – – ao/4 −bo/4 0

O (2) x̃ bo/2+ ỹ z̃ 1/2 + + – – ao/4 bo/4 0

O (2) x̃ bo/2+ ỹ z̃ 1/2 + + – – 0 0 co/4

O (3) ao/2+ x̃ bo + ỹ z̃ 1/2 – – + + ao/4 −bo/4 0

O (3) ao/2+ x̃ bo + ỹ z̃ 1/2 – – + + 0 0 co/4
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Table E.1: Coordinates of the atoms in SmNiO3 orthorhombic unit cell with lattice parameters
ao = 5.328 Å, bo = 5.437 Å and co = 7.568 Å15. The numbers in brackets next to oxygen
atoms indicate an index of Ni atom, relative to which the coordinates of the oxygen atoms are
calculated (see Eq. E.1). The coordinates ũ = (x̃, ỹ, z̃) for each oxygen atom are calculated
according to Eq. E.2, in which the signs of rotation angles α, β and γ and the breathing distortion
are specified in columns 7 and 8, and the values (x0,y0,z0) for undistorted lattice are specified
in columns 9–11 (continued).

x j y j z j O j Rot. Brth. x0 y0 z0

O (4) ao + x̃ bo/2+ ỹ z̃ 1/2 + + – – 0 0 co/4

O (5) ao/2+ x̃ ỹ co/2+ z̃ 1 + + + – ao/4 bo/4 0

O (5) ao/2+ x̃ ỹ co/2+ z̃ 1/2 + + + – 0 0 co/4

O (6) x̃ bo/2+ ỹ co/2+ z̃ 1 – – – + ao/4 −bo/4 0

O (6) x̃ bo/2+ ỹ co/2+ z̃ 1 – – – + ao/4 bo/4 0

O (6) x̃ bo/2+ ỹ co/2+ z̃ 1/2 – – – + 0 0 co/4

O (7) ao/2+ x̃ bo + ỹ co/2+ z̃ 1 + + + – ao/4 bo/4 0

O (7) ao/2+ x̃ bo + ỹ co/2+ z̃ 1/2 + + + – 0 0 co/4

O (8) ao + x̃ bo/2+ ỹ co/2+ z̃ 1/2 – – – + 0 0 co/4

O (9) ao/2+ x̃ ỹ co + z̃ 1/2 – – + + ao/4 bo/4 0

O (10) x̃ bo/2+ ỹ co + z̃ 1/2 + + – – ao/4 −bo/4 0

O (10) x̃ bo/2+ ỹ co + z̃ 1/2 + + – – ao/4 bo/4 0

O (11) ao/2+ x̃ bo + ỹ co + z̃ 1/2 – – + + ao/4 −bo/4 0

E.2.1 Rotation operator R̂(α,β,γ)

In this work we assumed that the tilt of the NiO6 octahedron can be described as a rotation

of a rigid body. This allowed us to calculate the coordinates of each O atom by stretching the

Ni–O bond (breathing mode) and rotating it relative to its position in the pristine structure. It
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Figure E.4: (a) Orthorhombic unit cell of SmNiO3 taken from the literature15. For better
visualization, NiO6 octahedra are shown around each Ni atom. The contracted octahedra are
orange, and expanded are yellow (the breathing mode). (b) An identical unit cell of SmNiO3
consisting of 36 atoms (see atomic coordinates in Table E.1). Only the atoms within a unit cell
are shown. The numbers corresponds to the index j.
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is known that rotations are not commutative, therefore the rotation operator R̂(α,β,γ) can not

be represented as three consecutive rotations around x-, y- and z-axis, because the final result

will depend on the order of rotations. However for small angles, the rotation operators can be

interchanged with the final result remaining constant up to the second-order terms303. Therefore,

the rotation operator R̂(α,β,γ) can be represented as a product of small commutative (Abelian)

rotations around three orthogonal axes

R̂(α,β,γ) =
N

∏
i=1

R̂x

(
α

N

)
R̂y

(
β

N

)
R̂z

(
γ

N

)
. (E.3)

Here N is a large number (in our simulations we used N = 100), and R̂x(θ), R̂y(θ), and R̂z(θ) are

operators of rotation about x-, y- and z-axis, respectively, with matrices

R̂x(θ) =


1 0 0

0 cosθ −sinθ

0 sinθ cosθ

 , (E.4)

R̂y(θ) =


cosθ 0 sinθ

0 1 0

−sinθ 0 cosθ

 , (E.5)

R̂z(θ) =


cosθ −sinθ 0

sinθ cosθ 0

0 0 1

 . (E.6)

We want to emphasize here that since we use the orthorhombic symmetry, all rotations in

this work are performed about orthorhombic axes, and not about traditionally used pseudocubic

axes293.
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E.2.2 Simulation of diffraction

The intensity of the diffracted beam Ihkl was calculated as the squared modulus of the

form factor F(q)

Ihkl ∝ |F(q)|2 , (E.7)

where

F(q) =
36

∑
j=1

O j f j(q,E)exp(iqr j) , (E.8)

and index j runs over all atoms in the unit cell (see Tab. E.1). The atomic form factors f j(q,E) at

x-ray energy E = 8345 eV were calculated for Sm3+, Ni3+ and O2− ions using Cromer-Mann

parameterization328 and tabulated energy-dependent corrections329. The components of the

scattering vector q = (qx,qy,qz) for the reflection (hkl) equal to (2πh/ao,2πk/bo,2πl/co). In the

manuscript we considered two groups of symmetry equivalent reflections: {101} and {202} – that

corresponds to the {1
2

1
2

1
2}pc and {111}pc reflections in pseudocubic notation, correspondingly.

Due to orthorhombic twinning, it is impossible to distinguish between the individual reflections

within each class, so the intensity of the {101} reflection was evaluated as the averaged value

of (101), (101̄), (011), and (011̄) intensities302 In a similar way, the intensity of the {202} is

averaged over (202), (202̄), (022), and (022̄) reflections.

Direct evaluation of the {101} and {202} peaks intensity showed that the first peak is

approximately 250 times weaker and its intensity strongly depends on dx component of the

rare-earth cation displacement (Fig. E.5). At the same time the intensity of the {202} reflection is

not strongly affected by these parameters. Neglecting the weak contribution from Ni and O atoms
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Figure E.5: Intensity of the {101} reflection I101 (a-c) and {202} reflection I202 (d-f) as
a function of NiO6 octahedra tilt angles (a,d), displacement of the Sm3+ cation (b,e), and
breathing distortion (c,f). The intensities are normalized to the value in the pristine SmNiO3.

in Eq. E.8, the form factors can be simplified to

F101,101̄ ∝ sin
2πdx

ao
cos

2πdz

co
, (E.9)

F011,011̄ = 0 , (E.10)

F202,202̄ ∝ cos
4πdx

ao
cos

4πdz

co
, (E.11)

F022,022̄ ∝ cos
(4πdy

bo
± 4πdz

co

)
, (E.12)

If the displacements dx and dz follow a normal distribution with standard deviation σx and σz,
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respectively, the intensity of the corresponding reflections can be estimated as

I{101} ∝ exp
[
−
(2πσx

ao

)2
−
(2πσz

co

)2
]

sin2 2πdx

ao
cos2 2πdz

co
, (E.13)

I{202} ∝ exp
[
−
(4πσx

ao

)2
−
(4πσz

co

)2
]

cos2 4πdx

ao
cos2 4πdz

co
+

+ exp
[
−
(4πσy

bo

)2
−
(4πσz

co

)2
]

cos2
(4πdy

bo
+

4πdz

co

)
+ (E.14)

+ exp
[
−
(4πσy

bo

)2
−
(4πσz

co

)2
]

cos2
(4πdy

bo
− 4πdz

co

)
.

These results agree with the direct calculations shown in Fig. E.5(b,e): the intensity of the {101}

reflection can be estimated as I{101} ∝ d2
x for a small cation displacement.

E.3 Theoretical results

E.3.1 Structural and magnetic considerations

The LT insulating phase of SmNiO3 is known to be paramagnetic, however, our DFT

calculations are limited to magnetically ordered (e.g. ferromagnetic or antiferromagnetic) or

nonmagnetic systems. As such, we need to select a proxy magnetic configuration based on

structural consistency with experimental observations and H-doping stability. We start by re-

laxing the orthorhombic phase of SmNiO3 shown in Figure SE.4 under a nonmagnetic (NM),

ferromagnetic (FM) and antiferromagnetic (AFM) configuration. Full structural relaxation of the

NM phase preserves the space group of the Pbnm orthorhombic phase while a FM and T-AFM

(see reference herein84) ordering of Ni atoms will decrease the β lattice parameter by 0.038◦ to

form a monoclinic structure with a space group of P21/n. Only the magnetically ordered phases

demonstrated a checkered-pattern breathing distortion among the NiO6 octahedrons consistent

with our experimental observations. As such, we only investigated H-doping in the FM and

T-AFM configurations. We used the InFit algorithm274 to locate all possible interstitial sites for
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H under a 1:32 H:Ni ratio in both phases and observed that the formation energy of H-doping in

the FM phase was 70 meV more stable than in the T-AFM phase. Hence all investigations of the

effect of H-doping concentration on the oxidation state and XAS spectrum will be done in the

FM phase.

E.3.2 H-doping concentration from XAS shift

To evaluate the approximate concentration of H in the experimentally doped SmNiO3

sample, we calculated the theoretical shift in the XAS peaks between the doped and undoped

system for 4 different ratios of H to Ni (H:Ni): 1:32, 1:8, 1:4, and 1:2 using the FEFF software311.

The shift in the XAS spectrum is plotted as a function of the corresponding H:Ni ratio in

Figure E.6. We observed that overall, the shift gradually increases as the H content increases

from a ratio of 1:8 to a maximum ratio of 1:2 where the XAS peak shifts by 1.1 eV which is

within the range of the experimentally evaluated shift of 1.2±0.4 eV. We can then infer that the

H concentration in the experiment must be highly concentrated at a ratio of 1 H dopant for every

2 Ni cations.

E.3.3 Integrated charge density analysis

To quantify the change in oxidation state upon H-doping, we plotted the spherically

integrated spin-polarized charge density of our Ni cation in our FM SmNiO3 system as a function

of the radial distance from the Ni site in Figure SE.7312. We set our cutoff distance at 1.75Åwhere

the integrated spin density converges. We assume a spin density of 0 corresponds to an oxidation

state of Ni4+ (empty degenerate eg orbitals in the crystal field). As such, any increase in the spin

density corresponds to a reduction of the Ni4+ cation. The integrated spin density is plotted for

both the undoped and H-doped SmNiO3 in Figures E.7a and E.7b respectively. In the pristine

SmNiO3, we have two symmetrically distinct Ni atoms corresponding to the smaller (NiS) and
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Figure E.6: Calculated shift of the XAS peak for H-doped SmNiO3 relative to the peak of the
XAS for pristine SmNiO3 (y-axis) for various ratios of H:Ni in the SmNiO3 supercells (x-axis).
The experimental shift for H-doped SmNiO3 is shown for reference (dashed line).
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larger (NiL) NiO6 polyhedrons as a result of the checkered-pattern breathing distortion. As a

result, the electrons amongst the Ni cations are redistributed with NiS being the electron donor to

NiL reflected in the lower (higher) integrated spin density of NiS (NiL). This is consistent with

previous calculations using maximally-localized Wannier function330. Hence the final oxidation

states are Ni2.75+
L and Ni3.5+S and for the overall system, Ni3.125+. The introduction of 1 H for

every 2 Ni atoms will modify the oxidation states of the Ni cations according to Figure E.7b. The

oxidation state of one NiL site will remain unaffected while the other becomes more oxidized

with its oxidation state increasing from Ni2.75
L to Ni3.1L . On the other hand, both NiS sites will be

reduced with the site closest to the H-dopants having its oxidation state reduced from Ni3.5+S to

Ni2.66+
S . The magnitude of this reduction is in line with the expected reduction of Ni3+ to Ni2+

upon H-doping. For the entire system, the oxidation state of Ni will reduced from Ni3.125+ to

Ni2.85+.

0.5 1.0 1.5 2.0
Distance from Ni atom (Å)

0.0

0.5

1.0

1.5

In
te

gr
at

ed
 S

pi
n 

De
ns

ity

Ni2.75 +

Ni3.5 +

Ni_S
Ni_L

(a) undoped

0.5 1.0 1.5 2.0
Distance from Ni atom (Å)

0.0

0.5

1.0

1.5

In
te

gr
at

ed
 S

pi
n 

De
ns

ity Ni2.66 +

Ni2.75 +

Ni2.9 +

Ni3.1 +

(b) doped

Figure E.7: Integrated spin density for the E.7a undoped and E.7b H-doped SmNiO3 system.
Dashed (solid) lines indicate the Ni site corresponding to the smaller (larger) NiO6 polyhedron.
The corresponding oxidation state for each Ni-site is shown.
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