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Abstract

Efficient Methods for Calculating and Analyzing Excited States in Molecular Complexes

by

Qinghui Ge

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Martin P. Head-Gordon, Chair

Understanding excited states is vital to photochemistry and spectroscopy, yet the study
of excited states from a theoretical viewpoint is often much more challenging than that of
ground states due to the more complicated nature of excited states systems. This thesis is
primarily focused on a series of topics regarding excited state electronic structure theory,
aiming to improve the accuracy, efficiency and interpretability of computational methods.
In particular, we generalize the recently developed ALMO-CIS approach, which is a formu-
lation of configuration interaction singles (CIS) for molecular complexes or clusters based on
absolutely-localized molecular orbitals (ALMOs), in two ways. The first is to reintroduce
charge-transfer (CT) effects, and the resulting ALMO-CIS+CT method is shown to provide
better accuracy in simulating spectra of large helium clusters. Secondly, a multi-reference
version of ALMO-CIS is formulated, and shown to be a promising method for systems where
pure charge-transfer excitations are important. We also develop and implement an energy
decomposition analysis (EDA) method for studying intermolecular interactions in excited
molecular systems. This EDA scheme brings insight to interesting excited-state phenomena
such as solvatochromism, charge-transfer-to-solvent (CTTS) spectrum and the formation of
excimers.
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lowest local excitation on water is dominated by a transition from the non-bond
orbital (HOMO) to LUMO, while the second lowest local excitation is dominated
by the HOMO → LUMO+1 transition. . . . . . . . . . . . . . . . . . . . . . . . 49

3.5 PES for 5 singlet states of H2O· · ·Mg2+ computed by MR-ALMOCIS with the
6-31G+(d) basis. The character of each state at long range are denoted in paren-
theses, while they are allowed to change at shorter distances. . . . . . . . . . . 50

4.1 Water molecule interacting with a point +1 charge. R is the distance between
the center of nuclear charges of water and the point charge. . . . . . . . . . . . 61

4.2 (a) Excitation energy of water in the presence of a +1 charge at the isolated
fragment (ω1), frozen (ωFRZ), and polarized (ωPOL) levels. (b) Decomposition of
the shifts in excitation energy: the sum of the FRZ and POL contributions gives
the total shift (“INT”) due to the presence of +1 charge. (c) Plots of ∆ωFRZ and
∆ωPOL vs. R at long range, on a logarithmic scale. . . . . . . . . . . . . . . . . 61

4.3 Values of the ground and first excited state dipole moments of water varying
with its distance from the +1 charge. When the point charge is absent, µ(∞) =
−1.98 D, µ∗(∞) = 1.51 D. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.4 Electron density difference (EDD) contours showing changes upon the excitation
from the ground to first excited state of water in the presence of a +1 point
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Chapter 1

Introduction

1.1 Quantum Chemistry

1.1.1 Schrödinger Equation

In quantum mechanics[1–3], the Schrödinger equation models the state of a microscopic
system. For a chemical system, the state is described by a wavefunction Ψ(r,R, t), which
is fully defined by the electron position vector r, the nuclei position vector R and the time
t. The most general form of the Schrödinger equation is the time-dependent Schrödinger
equation:

ĤΨ(r,R, t) = i~
∂

∂t
Ψ(r,R, t) (1.1)

When the Hamiltonian Ĥ does not depend on time explicitly, the wavefunction Ψ can be
separated into a spatial part Φ(r,R) and a time part T (t). The spatial wavefunction can be
solved from the time-independent Schrödinger equation:

ĤΦ(r,R) = EΦ(r,R) (1.2)

and the total wavefunction can then be expanded as:

Ψ(r,R, t) =
∑
n

Φn(r,R)Tn(t) (1.3)

where Φn is the eigensolution of eq. 1.2 with eigenvalue En, and Tn(t) = e−iEnt as solved
from i~ ∂

∂t
T (t) = EnT (t).

The Hamiltonian Ĥ can be further split into kinetic energy terms (for both electrons
and nuclei) and potential energy terms that comprise electron-electron, electron-nuclei and
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nuclei-nuclei Coulomb interactions, i.e.

Ĥ = T̂e + T̂n + V̂ne + V̂ee + V̂nn

= −
n∑
i=1

1

2
∇2
i −

N∑
A=1

1

2mA

∇2
A −

n∑
i=1

N∑
A=1

ZA
|ri −RA|

+
n∑
i=1

n∑
j>i

1

|ri − rj|
+

N∑
A=1

N∑
B>A

ZAZB
|RA −RB|

, (1.4)

where we have assumed that the system is comprised of n electrons and N nuclei. mA, ZA,
RA are the mass, charge and coordinate for nucleus A; ri is the coordinate of electron i. Note
that the equation is expressed in atomic units. Unfortunately, the Schrödinger equation in
this form is unfeasible to be solved exactly except for very small systems. Thus, we have to
resort to various approximations. Applying valid approximations to reduce the complexity
of the Schrödinger equation is an essential challenge in quantum chemistry, and we will
introduce some of the fundamental approximations in the following sections.

1.1.2 The Born-Oppenheimer Approximation

The Born-Oppenheimer Approximation[4, 5] is a simplification to the time-independent
Schrödinger equation (eq. 1.2). The approximation utilizes the fact that the nuclei are at
least 1800 times heavier than the electrons and move much slower. Thus, the electrons
can be viewed as moving in a Coulomb potential generated by fixed nuclei, and the spa-
tial wavefunction can be factorized as a product of electronic wavefunction Ψe and nuclei
wavefunction Θ:

Φ(r,R) = Ψe(r; R)Θ(R) (1.5)

where Θ only depends on the nuclei coordinates R. Ψe(r; R) is the adiabatic wavefunction
that parametrically depends on R. It can be obtained as the eigenstates of the electronic
Schrödinger equation:

ĤeΨe(r; R) = Ee(R)Ψe(r; R) (1.6)

with the electronic Hamiltonian Ĥe defined under a fixed nuclei configuration R:

Ĥe =

Ñ
−

n∑
i=1

1

2
∇2
i −

n∑
i=1

N∑
A=1

ZA
|ri −RA|

+
n∑
i=1

n∑
j>i

1

|ri − rj|

é
(1.7)

The electronic energy Ee(R) along with the nuclei potential Vnn(R) defines the potential
energy surface (PES) V (R) that is a function of nuclear coordinates (R):

V (R) = Ee(R) + Vnn(R) (1.8)

V (R) is often regarded as the “total” energy of a system and utilized as a metric of system
stability at varying nuclei configurations. In the following chapters, we will be looking at
PES constantly especially when discussing the intermolecular interactions.



CHAPTER 1. INTRODUCTION 3

The Born-Oppenheimer approximation can break down when the adiabatic states are
close in energy. In such cases one has to expand the total wavefunction in terms of products
of adiabatic wavefunction Ψ(m)

e (r; R) and the associated nuclear wavefunction Θ(m)
n (R) and

consider the nonadiabatic (derivative) coupling between electronic states.

1.1.3 The Hartree-Fock Theory

The exact solution to the electronic Schrödinger equation (eq. 1.6) is still hard to find
because the electronic Hamiltonian (eq. 1.7) contains a potential energy term that couples
every pair of electrons. It would greatly simplify the equation if the electronic Hamiltonian
can be approximated as a sum of one-electron operators, so that eq. 1.6 can be reduced to a
set of one-particle eigenvalue problems. The Hartree-Fock theory achieves this through the
mean-field approximation, i.e., each electron is moving in the mean-field potential created
by all other electrons. The approximated wavefunction has the form of an antisymmetric
product of one-particle wavefunctions, i.e. a Slater determinant[6]:

Ψe =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣

χ1(q1) χ1(q2) . . . χ1(qn)
χ2(q1) χ2(q2) . . . χ2(qn)

...
...

. . .
...

χn(q1) χn(q2) . . . χn(qn)

∣∣∣∣∣∣∣∣∣∣∣
, (1.9)

where qi = {ri, σi} is a combination of electron i’s spatial and spin degrees of freedom. The
single particle wavefunction χ is called a spin-orbital, which is the product of a spatial orbital
ψ(r) and the spin function α(σ) or β(σ).

The variational principle[3, 6] states that minimizing the energy expectation value of
any trial wavefunction gives an upper bound to the true ground state energy. For the
wavefunction in the form of a Slater determinant, we can find the expectation value of the
energy:

E0 = 〈Ψe|Ĥe|Ψe〉

=
n∑
i=1

〈χi|hi|χi〉+
1

2

n∑
i=1

n∑
j=1

〈χiχj|
1

rij
|χiχj〉 − 〈χiχj|

1

rij
|χjχi〉

=
n∑
i=1

〈χi|hi|χi〉+
1

2

n∑
i=1

n∑
j=1

〈χiχj||χiχj〉 (1.10)

where

hi = −1

2
∇2
i −

∑
A

ZA
|ri −RA|

(1.11)

is a one-electron operator, and the antisymmetrical integral, 〈χiχj||χiχj〉, is a compact way to
put together the Coulomb integral 〈χiχj| 1

rij
|χiχj〉 and the exchange integral 〈χiχj| 1

rij
|χjχi〉.

A common practice is to express the spatial part of a one-particle wavefunction as a
linear combination of atomic orbital (AO) basis functions ωµ(r): ψi(r) =

∑
µ ωµ(r)Cµi, and
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the ground state energy can be written in terms of AO functions and molecular orbital (MO)
coefficients Cµi:

E0 =
∑
µν

∑
i

CµiCνi〈µ|h|ν〉+
1

2

∑
µνλσ

∑
ij

CµiCνiCλjCσj〈µλ||νσ〉

=
∑
µν

(PµνHµν) +
1

2

∑
µν

Pµν(Jµν −Kµν) (1.12)

where Pµν =
∑
iCµiCνi is called the density matrix, Hµν = 〈µ|h|ν〉 is the core Hamiltonian,

Jµν =
∑
λσ Pλσ〈µλ|νσ〉 and Kµν =

∑
λσ Pλσ〈µλ|σν〉 are the Coulomb and Exchange matrix,

respectively.
Minimizing E0 subject to the constraint that 〈χi|χi〉 =

∑
µν CiµCiν〈µ|ν〉 = 1 gives the

Hartree-Fock equation[6, 7]:
FC = SCε (1.13)

where Fµν = Hµν + Jµν − Kµν is the Fock operator, Sµν = 〈µ|ν〉 is the overlap matrix.
The eigenvalues of this generalized eigenvalue problem, ε, are the orbital energies. When
employing an atomic basis set of size M (typically M � n, the number of electrons), the
lowest n eigenvectors solved from eq. 1.13 are the occupied orbitals used to construct the
Slater determinant. The remaining M − n orbitals are called the unoccupied or virtual
orbitals, which represent higher single-particle energy levels.

The Hartree-Fock equations are solved through a self-consistent field (SCF) procedure,
as the Fock operator depends on MO coefficients C through the density matrix. In practical
calculations, the choice of how to construct spin-orbitals would give rise to different flavors
of SCF. For closed-shell systems, restricted Hartree-Fock (RHF) is commonly used, where
the spatial orbitals are constrained to be the same for α and β electrons, and the form of the
Hartree-Fock equation can be further simplified. For open-shell systems, one can choose to
employ different sets of spatial orbitals for α and β electrons, or retain the constraint that α
and β electrons share a common set of spatial orbitals, leading to unrestricted Hartree-Fock
(UHF) and restricted open-shell Hartree-Fock (ROHF) theory, respectively.

The Hartree-Fock theory is perhaps the simplest method for ground state electronic
structure theory. While successful in many cases, the Hartree-Fock method neglects dy-
namical electron correlation as the mean-field approximation is applied, which can result in
large deviations from experimental results for properties such as bond dissociation energies.
[8] Moreover, as a single Slater determinant is employed to construct system’s electronic
wavefunction, the Hartree-Fock theory is incapable of describing systems of multireference
character where static correlation prevails. Considering the covalent bond in H2 and its
dissociation, RHF underestimates the bond energy at equilibrium distance (compared to
the exact theoretical value) due to lack of dynamical correlation, and it yields an incorrect
dissociation limit as the RHF wavefunction still has 50% ionic character even when two H
atoms are infinitely separated, which is unphysical for the homolysis of H2. UHF, on the
other hand, gives the correct dissociation behavior energetically at the cost of spin symme-
try breaking: the resulting electronic wavefunction is either H(α)· · ·H(β) or H(β)· · ·H(α).
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[6] Also, due to the mix with the higher-energy triplet state, UHF still underestimates the
binding energy compared to the exact result.

1.2 Excited State Electronic Structure Theory

1.2.1 Configuration Interaction Singles and Beyond

Configuration Interaction Singles (CIS)[9, 10] is the simplest and most intuitive ab initio
method for electronic excited states. Starting from the ground state wavefunction, which is
a Slater determinant constructed by the n occupied orbitals (eq. 1.9), one can replace an
occupied orbital i by a virtual orbital a to form a singly substituted determinant |Ψi

a〉, and
the CIS wavefunction is a linear combination of all possible such single excitations:

|Ψex〉 =
occ∑
i

virt∑
a

tai |Ψi
a〉 (1.14)

The single excitations are orthogonal to the ground state wavefunction. In addition, the
Brillouin’s theorem[11] states that the single excitations do not couple with the ground state
through the Hamiltonian, i.e. 〈Ψgs|Ĥe|Ψi

a〉 = 0. As a result, the coefficients tai can be
variationally determined by projecting the time-independent Schrödinger equation into the
space of single substituted determinants:∑

jb

〈Ψj
b|Ĥe|Ψi

a〉tbj = ECIS

∑
jb

tbjδijδab (1.15)

with the matrix elements computed as:

〈Ψj
b|Ĥe|Ψi

a〉 = (E0 + εa − εi)δijδab + 〈χiχb||χaχj〉 (1.16)

Subtracting the ground state energy E0 on both sides, we obtain the eigenvalue equation for
excitation energy ω = ECIS − E0:

At = ωt (1.17)

with
Aia,jb = (εa − εi)δijδab + 〈χiχb||χaχj〉 (1.18)

which is a standard eigenvalue problem that can be solved using either direct or iterative
methods[12, 13].

Just like Hartree-Fock theory, CIS neglects dynamical electron correlation. This will
inevitably introduce an error in CIS excitation energies unless the magnitude of correlation
energy is similar in ground and excited states. For the ground state, dynamical correlation
can be treated using post-Hartree-Fock methods such as Configuration Interaction (CI)[14,
15], Møller-Plesset perturbation theory (MP)[16, 17], and Coupled-Cluster theory (CC)[18,
19]. Analogous ideas can be applied to excited states. For example, CIS(D)[20] is the analog
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of second-order Møller-Plesset perturbation theory applied to CIS states; EOM-CCSD[21]
(equation-of-motion coupled cluster singles and doubles) is related to ground-state CCSD.
All these methods incorporate higher-order excitations into the multi-electron wavefunction
in order to account for dynamical correlation. The correct treatment of static correlation
is also of great importance in modeling excited states, especially for open-shell systems and
special points on potential energy surface where two electronic states are close to each other
in energy. A common strategy is to include multiple important configurations or references
when constructing the wavefunction, which is adopted in methods like multireference CI
(MRCI)[22, 23], multi-configurational self-consistent field (MCSCF), [24, 25] and spin-flip
approaches. [26–28]

1.2.2 Time-Dependent Density Functional Theory

Besides the above mentioned wavefunction-based methods, there exists another family of
methods based on electron density in quantum chemistry that takes dynamical correlation
into consideration. The density functional theory (DFT) is based on the first and second
Hohenberg-Kohn theorems: [29] (i) the ground state properties of a many-electron system
are uniquely determined by the electron density; (ii) the correct electron density minimizes
the ground state energy. In the Kohn-Sham formalism[30], the density of a given system is
mapped to the density of a non-interacting fictitious system, whose wavefunction is a single
Slater determinant constructed from a set of orbitals obtained from solving the Kohn-Sham
equation: ñ

−1

2
∇2 + veff(r)

ô
ψ(r) = εψ(r) (1.19)

where veff = vext + vJ + vxc is the effective potential consisting of three parts: the external
potential, vext(r) =

∑
A ZA/|r−RA| for a molecular system (with nuclear-electron attraction

only); the classical Coulomb interaction between electrons, vJ(r) =
∫ ρ(r)
|r−r′|dr′; an exchange-

correlation (XC) potential that accounts the remaining non-classical contribution to electron-
electron interaction, vxc(r) = δExc[ρ]/δρ(r). In the AO basis, the Kohn-Sham equation is
in the same form as the Hartree-Fock equation (eq. 1.13), with the effective one-electron
Hamiltonian (analogous to the Fock matrix) being FKS = H + J + Vxc.

The time-dependent density functional theory (TDDFT)[9, 31–33] is an extension of DFT
for time-dependent electronic densities. The linear response formalism of TDDFT is a widely
used method for studying excited states. The excitation energy is obtained by calculating
the response of the ground state density to an external electric field that oscillates with time,
which reduces to solving the following eigenvalue equation:Ç

A B
B∗ A∗

åÇ
X
Y

å
= ω

Ç
1 0
0 −1

åÇ
X
Y

å
(1.20)
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where the matrix elements of A and B are defined by:

Aia,jb = (εa − εi)δijδab + 〈χiχb|χaχj〉+ 〈χiχb|fxc|χaχj〉 (1.21)

Bia,jb = 〈χiχa|χbχj〉+ 〈χiχa|fxc|χbχj〉 (1.22)

where fxc = δ2Exc/δρ(r)δρ(r′) is the exchange-correlation kernel (second derivative of the XC
energy with respect to electron density). Vectors X and Y represent the excitation and de-
excitation amplitudes. In Tamm-Dancoff approximation (TDA)[34], matrix B is neglected,
and eq. 1.20 resembles the CIS equation (eq. 1.17), with the exchange term in matrix A
replaced by the exchange-correlation term.

The computational cost of TDDFT and TDA is comparable to that of CIS, while in many
cases TDDFT/TDA offers better accuracy as dynamical electron correlation is incorporated
through the use of DFT. However, TDDFT and TDA are not without disadvantages. They
suffer from self-interaction error and often qualitatively fail for excited states of charge-
transfer or Rydberg character[35]. In addition, the performance of TDDFT/TDA often
strongly depends on the density functional employed, and choosing the best functional often
involves trial and error, which may introduce extra complexity.

In summary, CIS is usually a good starting point for computational modeling of excited
states, and therefore most of the method development in this thesis is based on or exemplified
with CIS. In the meantime, we also employ TDDFT or TDA for certain applications when
we believe that they offer better accuracy, as well as other high-level methods to provide
reference data from time to time.

1.3 Intermolecular Interaction for Excited States

1.3.1 Chemical Significance

Intermolecular interactions[36] are ubiquitous in nature. The term generally refers to
the attractive or repulsive force that act between molecules. Intermolecular interactions
are important because they affect the physical and chemical properties of a substance: for
instance, the strength of intermolecular interaction may determine whether a compound
is solid, liquid or gas at a given temperature, or whether a chemical reaction can happen
between certain species.

Intermolecular interactions are responsible for many interesting phenomena in systems
involving excited molecules. For example, the color of a solute can be different when dissolved
in different solvents. Such a phenomenon is known as solvatochromism[37], and it can be
explained by the environmental effect of solvents that causes the change in the solute’s
excitation energy. Some small inorganic anions such as halides can form stable excited states
in aqueous solution while they would simply ionize in gas phase. This effect can be measured
by the charge-transfer-to-solvent (CTTS) spectrum[38–47]. Intermolecular interactions can
be substantially different in ground and excited states: some molecules that are unbound
or only weakly bound in the ground state can form stable complexes once excited. All
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these facts motivate us to develop theoretical tools that facilitate study of intermolecular
interactions in excited states.

1.3.2 Physical Components of Interaction

Based on different physical origins, the source of intermolecular interactions can be qual-
itatively categorized into the following components:

• Permanent Electrostatics
Permanent electrostatics accounts for the Coulomb interaction between molecules with-
out adapting their charge distribution to their surroundings. At well-separated dis-
tances, the permanent electrostatics can be approximated by a multipole expansion.
The asymptotic distance dependence of permanent electrostatics is determined by the
leading term of the expansion, e.g. it decays as R−1 if the leading term is monopole-
monopole, R−2 for monopole-dipole, R−3 for dipole-dipole, R−4 for dipole-quadrupole,
etc. The permanent electrostatics term can be either repulsive or attractive.

• Pauli Repulsion
Pauli repulsion is a consequence of the Pauli principle, which states that Fermions
such as electrons cannot occupy the same state. As a result, bringing two molecules
very close to each other results in an unfavorable energy change, as electrons with the
same spin may be forced to have similar spatial wavefunctions. The Pauli repulsion is
a short-range effect and it decays exponentially with distance, as the overlap between
the wavefunctions of two molecules vanishes when they are well-separated.

• Polarization
The charge distribution of one molecule will relax due to the presence of the elec-
tric field produced by other molecules. This effect is called polarization or induced
electrostatics, and always has a favorable contribution to the interaction energy. The
long-range behavior of polarization also follows classical electrostatics. For example,
the contribution from a dipole-induced dipole interaction would decay as R−6.

• Charge Transfer
Charge transfer refers to the phenomenon that a fraction of electron population can
transfer between molecules when they interact. In the MO picture, it can be viewed as
the shift of electron density from a donor orbital on one molecule to an acceptor orbital
on the other molecule. Contrary to polarization, CT accounts for the intermolecular
relaxation of the supersystem. Similar to Pauli repulsion, it also decays exponentially
with intermolecular distance.

• Dispersion
The dispersion is a purely non-classical effect which results from the interaction of
instantaneous dipole moments. Capturing the dispersion requires proper description of
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the dynamic motion of electrons, and thus dispersion is missing from methods without
dynamical correlation such as the Hartree-Fock theory. Dispersion is always a favorable
effect and decays as R−6 asymptotically. It can be the dominant binding force in
systems without permanent multipoles (e.g. rare gas dimers or clusters).

• Excimer Interaction
Molecules that weakly interact in the ground state may form a strongly bound complex
called an excimer once excited[48]. There are two types of molecular interaction that
contribute to formation of excimers: exciton resonance (ER) and charge resonance
(CR). ER describes the interaction between two localized excited states, A∗B ↔ AB∗.
While ER is often attributed to the interaction of two transition dipoles, the exact
exchange and the overlap between localized states should also be taken into account
at short distance. CR arises from the interaction between two charge-transfer configu-
rations, A+B− ↔ A−B+, which is Coulombic in nature. Both ER and CR states can
contribute to the final states through configuration mixing. The excimer interaction is
often important when discussing intermolecular interactions in excited states.

1.3.3 Energy Decomposition Analysis

The strength of intermolecular interaction is often measured by the interaction energy,
which, with a “supermolecular” approach, is defined as the difference between the energy
of the supersystem and the sum of the energies of the constituent molecular fragment in
isolation:

∆EINT = Esuper −
frag∑
I

EI (1.23)

The interaction energy alone does not provides a full picture of intermolecular interaction. It
is often desirable to understand the mechanism behind the interaction, i.e. what roles does
one of the aforementioned physical components play in a certain system? This is not an
easy task as the mechanism can be different from case to case, depending on the molecular
species and their arrangement into a complex. The energy decomposition analysis (EDA) is
a tool designed for achieving better understanding of intermolecular interaction. It refers to
a category of methods that decomposes the total interaction energy into terms corresponding
to the physical components mentioned above. As such, the EDA serves as a way to bridge the
gap between interaction energies obtained from ab initio calculations (eq. 1.23) and physical
intuition, and it helps chemists assess the relative importance of each interaction component.

While the total interaction energy can be measured by experiments, the EDA components
are not measurable quantities. Thus, there is no unique or “correct” EDA method. In
practice, the development of EDA involves confirming the expected asymptotic behavior and
validation on model systems where the interactions are well understood. Once confirmed to
be reasonable, a proposed EDA can then be applied to other systems of interests.

Various EDA methods have been developed for studying interaction of ground state
systems[49–70]. For molecules in excited states, an EDA for the interaction energy can
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be useful to explain the formation of exciplexes/excimers. The excitation energy is another
quantity that is important and unique for excited systems. It is thus of interest to decompose
the shift in excitation energy, which has many applications in understanding the effect of
environment on molecular excitations.

1.4 Outline

This thesis presents some recent progress in excited state electronic structure theory,
with a particular focus on molecular complexes or clusters. We first discuss some improve-
ments to the computational methods for obtaining excited states. This is approached in
two perspectives: in Chapter 2, we developed a variant of traditional method, which with
efficient implementation, can handle much larger system without significant loss of accuracy.
In Chapter 3, the goal of methodology development is to tackle certain systems that are not
treated properly with traditional methods, and improve the accuracy on these systems. In
the final two chapters, we present an EDA scheme for excited states that allows decompo-
sition for both the interaction energy and shifts in excitation energies. A summary of the
remaining chapters is as follows.

Chapter 2

Simulations of the n = 2 absorption spectra of HeN(N = 70, 150, 231, 300) clusters are
reported, with nuclear configurations sampled by path integral molecular dynamics. The
electronic structure is treated by a new approach, ALMO-CIS+CT, which is a formulation of
configuration interaction singles (CIS) based on absolutely-localized molecular orbitals (AL-
MOs). The method generalizes the previously reported ALMO-CIS model (J. Chem. The-
ory Comput. 11, 5791 (2015)) to include spatially localized charge transfer (CT) effects. It is
designed to recover large numbers of excited states in atomic and molecular clusters, such as
the entire n = 2 Rydberg band in helium clusters. ALMO-CIS+CT is shown to recover most
of the error caused by neglecting charge transfer in ALMO-CIS, and has comparable accuracy
to standard CIS for helium clusters. For the n = 2 band, CT stabilizes states towards the
blue edge by up to 0.5 eV. ALMO-CIS+CT retains the formal cubic scaling of ALMO-CIS
with respect to system size. With improvements to the implementation over that originally
reported for ALMO-CIS, ALMO-CIS+CT is able to treat helium clusters with hundreds of
atoms using modest computing resources. A detailed simulation of the absorption spectra
associated with the 2s and 2p bands of helium clusters up to 300 atoms is reported, using
path integral molecular dynamics with a spherical boundary condition to generate atomic
configurations at 3 K. The main features of experimentally reported fluorescence excitation
spectra for helium clusters are reproduced. This work has been published in The Journal of
Chemical Physics [71].
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Chapter 3

It is well-known that simple theories of excited states such as configuration interaction
singles (CIS) exhibit a systematic bias against charge transfer (CT) states. To address this
issue in molecular complexes, we propose MR-ALMOCIS, a multi-reference formulation of
CIS based on absolutely-localized molecular orbitals (ALMOs). The MR-ALMOCIS wave-
function is constructed as a superposition of ALMO-CIS [J. Chem. Theory Comput. 11, 5791
(2015)] states computed from multiple references with distinct charge and spin constraints
applied, and the weight (coefficient) of each ALMO-CIS state in such a superposition is
determined by solving a non-orthogonal configuration interaction (NOCI) problem. We ap-
plied MR-ALMOCIS to several model systems: the He dimer cation (He+

2 ), the water-Mg2+

complex, and a series of aromatic-tetracyanoethylene (Ar-TCNE) complexes, and several de-
sirable features of this method were demonstrated: (i) for systems of strong multi-reference
character, MR-ALMOCIS is able to produce correct excited-state structure and asymptotic
behavior of excitation energies (e.g. correct degeneracy at long range); (ii) for conventional
charge-transfer complexes, MR-ALMOCIS is able to produce multiple states of interest (both
CT and non-CT) simultaneously, and it outperforms standard CIS for the excitation ener-
gies of CT states. This method can be a suitable model for studying the interplay of local
excitations and CT states in photochemical processes involving molecular complexes.

Chapter 4

An energy decomposition analysis (EDA) scheme is developed for understanding the
intermolecular interaction involving molecules in their excited states. The EDA utilizes
absolutely localized molecular orbitals (ALMOs) to define intermediate states, and is com-
patible with excited state methods based on linear response theory such as configuration
interaction singles (CIS) and time-dependent density functional theory (TDDFT). The shift
in excitation energy when an excited molecule interacts with the environment is decomposed
into frozen, polarization and charge transfer contributions, and the frozen term can be fur-
ther separated into Pauli repulsion and electrostatics. These terms can be added to their
counterparts obtained from the ground state EDA to form a decomposition of the total in-
teraction energy. The EDA scheme is applied to study a variety of systems, including some
model systems to demonstrate the correct behavior of all the proposed energy components,
as well as more realistic systems such as hydrogen-bonding complexes (e.g. formamide-water,
pyridine/pyrimidine-water) and halide (F−, Cl−)-water clusters that involve charge-transfer-
to-solvent (CTTS) excitations. This work has been published in The Journal of Chemical
Physics [72].

Chapter 5

We present an improved energy decomposition analysis (EDA) scheme for understanding
intermolecular interactions in delocalized excited states, especially in excimers. In the EDA
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procedure, excited states are treated with linear response theory such as configuration inter-
action singles (CIS) or time-dependent density functional theory (TDDFT), and absolutely
localized molecular orbitals (ALMOs) are used to define the intermediate (frozen, excitonic
coupling, and polarized) states. The intermolecular interaction energy is thereby separated
into frozen, excitonic splitting, polarization and charge transfer contributions. The excitonic
splitting term describes the delocalization effect as two or more degenerate local excitations
couple with each other, which is often an important binding force in excimers. A maximum
overlap state-tracking procedure is introduced to connect the initial fragment excitations to
the constrained intermediate states, and finally to the unconstrained delocalized states of
the complex. The EDA scheme is applied to several excimer systems, including the He∗2 and
Ne∗2 noble gas excimers, the doubly hydrogen-bonded 2-pyridone dimer, and the aromatic
benzene and perylene excimers. We are able to gain some useful insights into the role each
term is playing in the formation of these excimers, and the resulting method may also be
useful for understanding a range of other complexes in excited states. This work has been
published in The Journal of Chemical Theory and Computation[73].
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Chapter 2

ALMO-CIS with CT correction

2.1 Introduction

Atomic and molecular clusters span the range between the gas phase and bulk limits, and
they are useful for investigating fundamental differences between bulk and surface properties.
Helium clusters are of particular interest: they are weakly interacting, superfluidic[74] and
can be used as a spectroscopic medium[75, 76]. Experimentally, fluorescence spectra[77–79]
provide a way to understand how the excited electronic states are modified when a helium
atom is adjacent to the others. Typical spectra of helium clusters consist of sharp atomic
lines accompanied by blue-shifted wings, and their relative intensities depend on the cluster
sizes.

Even for helium, the simplest many-electron atom, theoretical study of the excited elec-
tronic states remains a challenge for large clusters. A method must balance accuracy against
efficiency to be practically useful. Two of the simplest methods are time-dependent den-
sity functional theory (TDDFT)[9, 31–33] and configuration interaction singles (CIS)[9, 10].
TDDFT is more widely used, because in many cases where the dynamic electron correlation
is important, it outperforms CIS in terms of accuracy. CIS often has quite large (∼ 1 eV)
errors in excitation energies due to the neglect of dynamic electron correlation.

Nonetheless, CIS does not suffer from the incorrect asymptotic potential and self-
interaction error of TDDFT. For this reason, for relative energies of Rydberg states in
helium clusters, CIS is the method of choice. Moreover, CIS can be improved systemat-
ically by adding higher substitutions to the CI wavefunction[20]. Previous CIS calculations
on small clusters involving up to 25 helium atoms shows that CIS is capable of elucidating
the spectroscopy[80] and the post-excitation dynamics of helium clusters[81].

However, modern experiments mainly focus on helium clusters with hundreds to tens
of thousands of atoms or even larger, which is beyond the normal capability of CIS due
to its high order scaling with respect to system size: a conventional CIS calculation for all
states scales as O(M6), with the number of (identical) atoms or molecules, M , in the cluster.
When only a handful of the low-lying excited states are requested, the CIS eigen-equation can
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be solved iteratively using Davidson’s method[12, 13], which reduces the scaling to O(M4)
in the molecular orbital (MO) basis per state. In the atomic orbital (AO) basis, matrix
element sparsity reduces the cost to as low as O(M2) per state (with a large prefactor) for
the rate-determining matrix-vector contraction.

Unfortunately, to directly compare with the experimental spectra of large homogeneous
clusters, we need a full description of the energy bands of He clusters. The number of states
required then grows at least linearly with the number of atoms (for instance, the n = 2 band
of a 1000-atom helium cluster requires a minimum of 4000 states), suggesting that iterative
methods are not preferred. On the other hand, direct solution for all states is not feasible,
as already discussed.

Great effort has gone into reducing the scaling of CIS and TDDFT methods. By exploit-
ing certain types of spatial locality or sparsity in matrix representations, some linear scaling
methods have been developed[82–84]. However, rigorous linear scaling is only achieved in
substantially large systems, especially since the electronic density of excited states are often
much more delocalized than that of the ground state (here we mainly focus on systems whose
excitations cannot be localized in a certain region, such as homogeneous clusters). For this
reason, these linear scaling methods are not fully applicable for systems consisting of hun-
dreds of atoms, and different approximations seem to be desirable for these cases. A common
feature of the above mentioned methods is that the localized molecular orbitals (LMOs) are
obtained by localizing canonical molecular orbitals (CMOs) into confined physical regions.
This “top-down” scheme is often found to be inefficient due to the difficulty of localizing
virtual orbitals when system size increases[85, 86].

Fragment-based methods, by contrast, follow a “bottom-up” scheme, where LMOs are
obtained directly from subsystem calculations without computing the CMOs first. One ex-
ample is the fragment molecular orbital (FMO) method developed by Kitaura and cowork-
ers[87]. The idea is to divide the system into fragments and perform ab initio calculations of
fragments and their dimers. The method was extended to excited state calculations by em-
ploying the multilayer FMO method, in which the region of chemical interest is treated with
CIS[88], CIS(D)[89] or TDDFT[90], while the environment is kept at the HF/DFT level.
Wu et al. proposed a linear scaling TDDFT method through the use of fragment LMOs
which are orthogonal but still well localized[91]. More recently, Herbert and co-workers
implemented the Frenkel-Davydov exciton model to study the excited states of aggregates,
where an excitonic state is constructed from direct products of fragment configuration state
function basis[92–94].

Another bottom-up method, which is fully self-consistent, is the approach based on ab-
solutely localized molecular orbitals (ALMOs), which were first introduced to speed up SCF
calculations on weakly interacting systems[95–99]. ALMOs are defined by the constraint that
the MO coefficient matrix is block diagonal between fragments. This type of constrained SCF
procedure is commonly referred to as SCF for molecular interactions (SCF-MI). Subsequently
ALMOs from SCF-MI have also proven useful in the development of energy decomposition
analysis (EDA) methods[68–70, 100, 101].

In a previous publication, we reported ALMO-CIS[102], an ALMO-based excited state
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method, and its application to helium clusters. The ALMO-CIS method scales as only
O(M3) for the evaluation of O(M) states. Two factors contribute to the reduction of the
scaling: (a) The molecular orbitals (MOs) are linear combination of only AOs centered on
a certain fragment, which greatly reduces the cost of transforming the electron-repulsion
integrals (ERIs) from AOs to MOs; (b) the locality of MOs allows us to associate a single
substitution to fragments, and the CIS equation can be truncated in a physically meaningful
manner. In the ALMO-CIS model, only intrafragment single excitations are considered, and
this reduces the matrix dimension from O(M2) to O(M) in the CIS equation and thereby
reduces the scaling of the method.

A TDDFT(MI) method has also been recently proposed by Liu and Herbert[103], which
shares the same spirit with ALMO-CIS. The major difference is that TDDFT(MI) computes
several lowest excited states for the monomers first, then evaluates the supersystem excited
states as the linear combination of these local states, using the Davidson algorithm. This
current implementation is optimized for systems such as solvated chromophores, where a
relatively small number of the excited states are of interest. With some modification of the
algorithm, TDDFT(MI) could also be extended to obtain the full spectrum of molecular
clusters.

Both ALMO-CIS and TDDFT(MI) restrict the excitations to be intrafragment, which
means the charge transfer (CT) effect is neglected. For helium clusters, the ALMO-CIS
method is found to have ∼ 0.5 eV overestimation for excitation energies at the blue end
of the n = 2 band, when measured against standard CIS. It also has systematic error for
predicting the spectrum profiles[102]. For many other systems with stronger interaction than
helium, we expect the error will be more pronounced. All these considerations motivate us to
seek a way to correct the ALMO-CIS model by at least partially reintroducing the neglected
charge transfer class of excitations.

In this work, we add back the charge transfer effect by using a real-space distance cutoff.
The model presented here is called ALMO-CIS+CT. The remainder of the paper is organized
as follows: in the Theory section, we introduce the generalization of the ALMO-CIS model to
ALMO-CIS+CT, and a Davidson-like variational method that is used to solve the eigenvalue
problem. Next, we discuss some optimization we have done for the fast implementation of
the ALMO-CIS+CT model. The accuracy and timing results are presented in the Result
section. Finally, we apply ALMO-CIS+CT for the study of helium clusters, and the resulting
spectra are compared with the experimental data. A brief description of a more rigorous
simulation for the cluster geometries with path integral molecular dynamics can also be
found in the Application section.
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2.2 Theory

2.2.1 Notation

The following notation is used throughout the paper. i, j, k, l: occupied MO indices; a,
b: virtual MO indices; p, q, r: generic MO indices. χµ: atomic orbitals; χP , χQ: auxiliary
basis functions. The ALMOs are denoted by ψ, and φ is used for projected virtual orbitals.
Fragments are indicated by I,J or FI , FJ . Unless otherwise specified, two orbital indices
connected as pq or pq belong to two near-neighbor fragments.

We use capital letters to indicate quantities that scale with system size, and lowercase
letters for quantities that do not: O, V , N : total number of occupied/virtual/atomic orbitals
in the system; o, v, n: the average numbers of occupied/virtual/atomic orbitals per fragment;
õ, ṽ, ñ: the average numbers of occupied/virtual/atomic orbitals within the near-neighbor
fragments defined by the distance criterion. For a system with identical fragments, the
number of fragments M can be used to denote the size of the system.

We use standard tensor notation to work with nonorthogonal functions[104]. A covariant
function is denoted by a subscript and a contravariant function is denoted by a superscript.
The Einstein summation convention is also employed, where an index that occurs once
covariant and once contravariant implies a sum.

2.2.2 ALMO-CIS and its generalization to include charge
transfer

Let us begin by defining the ALMOs. The atoms in an atomic cluster (or molecules in a
molecular cluster) are divided into non-overlapping subsets that are referred to as fragments.
The atom centered AOs can thus be partitioned based on the fragments they belong to. In
the ALMO formalism, each molecular orbital (MO) on a given fragment is a superposition
of AOs centered on the same fragment exclusively, and this results in a block-diagonal MO
coefficient matrix.

|ψp〉 =
∑
µ∈FI

|χµ〉Cµ
p , p ∈ FI (2.1)

The MO coefficients can be solved within the framework of self-consistent field theory with
the constraint that the MO coefficient matrix should be fragment-blocked. The resulting
ALMOs are orthogonal within a fragment but are nonorthogonal between fragments.

In the previous ALMO-CIS publication[102], we have derived the generalized CIS equa-
tions that apply to nonorthogonal molecular orbitals:

Aia,jbt
jb = ωCISSabSijt

jb (2.2)

Here ωCIS = E −EHF is the excitation energy, and tjb are the CIS amplitudes. The overlap
metric S appears because of the interfragment nonorthogonality of ALMOs. We have chosen
known matrix elements to be covariant, and the unknown amplitudes to be contravariant.
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The (restricted) CIS Hamiltonian can be constructed from the Fock matrices f , overlap
metric S and the two-electron integrals:

Aia,jb = fabSij − fijSab + 2 (ψiφa | φbψj)− (ψiψj | φaφb) (2.3)

All virtual orbitals above are technically “projected virtuals”, which are defined by project-
ing out the occupied space from the ALMO virtuals to ensure that occupieds and virtuals
are orthogonal (the unprojected ALMO virtuals on a fragment are non-orthogonal to both
occupied and virtual ALMOs on other fragments).

|φa〉 = Na

Ä
|ψa〉 − P̂occ|ψa〉

ä
= Na(|ψa〉 − |ψk〉(S−1)kl〈ψl|ψa〉
= Na

Ä
|ψa〉 − |ψk〉〈ψk|ψa〉

ä
(2.4)

where Na is the normalization constant and |ψk〉 = |ψl〉(S−1)lk are the contravariant occupied
orbitals.

In the ALMO-CIS model, the CIS matrices are truncated by including only “intra-
fragment” single substitutions (i.e. those that promote an electron from an occupied level
to a virtual level assigned to same fragment), which can be denoted as follows:

Aia,jbt
jb = ωCISSabSijt

jb = ωCISGia,jbt
jb (2.5)

G is the metric associated with the retained intra-fragment single substitutions. It is intuitive
that the ALMO-CIS model is free of charge-transfer contributions. As shown in the appendix,
this can also be proven, in the sense that fragment Mulliken populations are unchanged from
the ground state in the ALMO-CIS model.

The ALMO-CIS equation, Eq. 2.5 can be generalized to include some charge transfer
(CT) type single substitutions based on a selection of significant fragment pairs within which
CT will be permitted. Specifically, we use a distance based cutoff (rcut) to determine whether
two fragments are to be considered as neighboring fragments. A significant fragment pair
list can be created, comprising all pairs of fragments whose distances are smaller than rcut.
Pairs of a same fragment repeated twice are considered as zero distance pairs and thus are
also included in the list.

As a result, when a single substitution has corresponding occupied and virtual orbitals
that belong to a pair of fragments in the pair list, we will include it in the truncated matrices.
In this way, the form of the working ALMO-CIS equation (eq. 2.5) remains the same, but
the meaning of the contraction lines is generalized. In the ALMO-CIS model, a contraction
line connects two indices that belong to a same fragment. Now, in the generalization that
we will refer to as ALMO-CIS+CT, the two indices belong to a significant pair of fragments.

The cutoff distance is a user-defined parameter in the ALMO-CIS+CT model. At one
extreme, in the limit of rcut → 0, the fragment pair list will only include the pairs that contain
the same fragment twice, and ALMO-CIS+CT reduces to the original ALMO-CIS model.
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At the other extreme, when a very large rcut is chosen, all possible single substitutions
are included, and the untruncated CIS equations (eq. 2.2) are recovered. For a weakly
interacting system, such as a helium cluster, a cutoff that corresponds to including the first
shell of neighboring atoms will be shown (in the Results section) to be sufficient to recover
most of the error caused by neglecting CT in ALMO-CIS.

The oscillator strength of an excited state κ is defined as:

fκ =
2

3
ωκ|〈ψ0|µ̂|ψκ〉|2 (2.6)

Within the ALMO-CIS+CT theory, the dipole matrix elements can be calculated as:

〈ψ0|µ̂|ψκ〉 =
∑

FI ,FA ∈
FrgPairList

∑
i∈FI

a∈FA

tiaκ 〈ψi|µ̂|φa〉

=
∑

FI ,FA ∈
FrgPairList

∑
i∈FI

a∈FA

tiaκ c
†µ
.i µµνc

ν
.a (2.7)

These matrix elements will be used later in evaluating the absorption spectrum of helium
clusters.

2.2.3 Davidson-like variational method

The eigenvalue problem of eq. 2.5 can be solved by a full diagonalization. In the ALMO-
CIS model, this O(M3) scaling step was found to be a minor step because of its relatively
small prefactor. However, when CT substitutions are included, the computational effort
will increase by the cube of the factor by which the number of single substitutions has
increased. For the nearest-neighbor cutoff, applied to a medium-sized helium cluster, the
ALMO-CIS+CT matrix size is roughly five to six times larger than for ALMO-CIS, and as
a result the diagonalization timing is about 200 times longer. Full diagonalization is still
feasible, but becomes a dominant step. Thus, we propose a one-step Davidson-like variational
method to alleviate this problem.

The eigenvalue problem of eq. 2.5 is now expressed in terms of the intra-fragment (local)
subspace (denoted by l) and the charge transfer subspace (denoted by c). In the matrix
elements below, each index l or c corresponds to an occupied-virtual pair ia. The dimensions
of the two subspaces are denoted by Nl and Nc, respectively. Likewise, the trailing state index
in the amplitudes, t, and eigenvalues, ω, can be associated with a state that is primarily
local (l) or primarily CT (c).ñ

All Alc
Acl Acc

ô ñ
tll tlc
tcl tcc

ô
=

ñ
Gll Glc
Gcl Gcc

ô ñ
tll tlc
tcl tcc

ô ñ
ωl 0
0 ωc

ô
(2.8)
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Solving the above full-size eigenvalue problem can be avoided since we are wanting to obtain
corrected roots only for the ALMO-CIS states (ie. only for the l block). We will show that
the dimension of the eigenvalue problem to be solved for those corrected roots can be reduced
to just 2×Nl by using a one-step Davidson-like method.

We first solve an eigenvalue problem in the local subspace, i.e., solve Allt
(0)
ll = Gllt

(0)
ll ω

(0)
l

and obtain t
(0)
ll and ω

(0)
l as the uncorrected eigenvectors and eigenvalues. They are simply

the ALMO-CIS eigenvectors and eigenvalues. Next, we form a transformation to a projected
CT basis C̃ that is constructed to be orthogonal to the local subspace.

C̃ =

[
−t(0)

ll t
(0)†
ll Glc

I

]
=

ñ
C
I

ô
(2.9)

where I is the Nc×Nc identity matrix. With the projected CT basis, the eigenvalue problem
becomes: ñ

Ãll Ãlc
Ãcl Ãcc

ô ñ
tll tlc
tcl tcc

ô
=

ñ
G̃ll 0

0 G̃cc

ô ñ
tll tlc
tcl tcc

ô ñ
ωl 0
0 ωc

ô
(2.10)

where the projected blocks are given by

Ãll = All; Ãlc = AllC + Alc;

Ãcc = C̃†AC̃ = C†AllC + AclC + C†Alc + Acc

G̃ll = Gll; G̃lc = 0

G̃cc = C̃†SC̃ = C†GllC +GclC + C†Glc +Gcc (2.11)

Similar to the Davidson method, we compute the correction vectors by

δ = (Ãcc − ω̄G̃cc)
−1r (2.12)

where r = Ãclt
(0)
ll are the residue vectors of the uncorrected ALMO-CIS excited states. The

scalar, ω̄, involved in the preconditioner is a parameter which should be chosen based on
the states that one is interested in, and it should be close to the target eigenvalues. For
example, in our study of helium clusters, we target the n = 2 manifold of states, and thus
ω̄ is approximated by the average of the uncorrected n = 2 eigenenergies ω

(0)
l , so that

separate preconditioning for each state can be avoided. It is thus required to solve an Nc-
dimensional linear equation once to apply the preconditioner in Eq. 2.12. One can avoid this
third-order scaling step by considering keeping only diagonal elements of the preconditioner.
However, the cost of solving the linear equation has a quite small prefactor. In fact, for the
helium cluster systems we have studied, it is actually not the dominant step in the whole
Davidson-like procedure. Therefore, the reduction of computational cost from a simplified
preconditioner does not seem to be worthwhile, considering the diminished accuracy that
comes with it. Detailed timings for the Davidson-like method and tests showing the accuracy
of different types of preconditioners are reported in the Results section.

We can now attach the correction vectors to the local subspace, and form A and G in
a 2 ×Nl subspace spanned by t

(0)
ll and δ. The result is a generalized eigenvalue problem of



CHAPTER 2. ALMO-CIS WITH CT CORRECTION 20

dimension 2 × Nl, which is typically 3 times smaller than that of the full ALMO-CIS+CT
model. The eigenstates and eigenvalues corresponding to intrafragment excited states (now
corrected for CT) can be obtained by taking the lowest Nl eigen-solutions. This approach is
like a one-step Davidson method, and the resulting excitation energies are variational upper
bounds to the exact ALMO-CIS+CT eigenvalues that come from solving Eq. 2.5 exactly.

2.3 Efficient Implementation and Scaling

An efficient implementation of the ALMO-CIS+CT model has been completed within a
development version of Q-Chem quantum chemistry program package[105, 106]. With CT
states included, the size of the truncated Hamiltonian and overlap metric will increase by
a factor that depends on the cutoff distance one chooses. However, the storage for these
matrices still scales as O(M2). For the size of systems we have studied, this fact allows
the matrices to be explicitly calculated and stored in memory, and Eq. 2.5 to be solved
as a final step without memory issues. Thus, the algorithms for building the Hamiltonian
reported in the implementation of the ALMO-CIS method[102] can be inherited without
major modification. Nevertheless, some aspects of the two-electron integral evaluation have
been reformulated to further increase computational efficiency. The following subsections
will discuss these aspects in detail.

2.3.1 Strategy for Two-Electron Integral Evaluation

The two electron integrals appearing in Eq. 2.3, including a Coulomb-like term

(ψiφa | ψjφb) and an exchange-like term ( ψiψj |φaφb), are expanded in terms of unprojected
ALMO contributions and projection corrections:

(ψiφa | ψjφb) = NaNb{ (ψiψa | ψjψb)

− 2 ( ψiψa |ψjψk)
Ä
ψk |ψb

ä
+ ( ψiψk | ψjψl)

Ä
ψk |ψa)

Ä
ψl |ψb)}

J = NaNb(J1− 2 · J23 + J4) (2.13)

( ψiψj |φaφb) =NaNb{( ψiψj |ψaψb)

− 2 ( ψiψj |ψaψk)
Ä
ψk |ψb)

+ (ψiψj | ψkψl)
Ä
ψk |ψa)

Ä
ψl |ψb)}

K = NaNb(K1− 2 ·K23 +K4) (2.14)

The expansion is exactly the same as in the ALMO-CIS model, except here two indices
connected by a contraction line belong to two neighboring fragments, rather than being
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restricted to the same fragment. The terms involving four-center two-electron integrals with
three or four occupied indices (J23, J4, K23 and K4) are corrections to the four-center
unprojected integrals and are essential for quantitative accuracy.

We evaluate the correction terms using the resolution of the identity (RI) approxima-
tion[107–109], where the four-center two-electron integrals are decomposed into three-center
integrals, (ψiψj | χP ) and (ψiψa | χP ), as well as the inverse of the Coulomb metric in the
auxiliary basis

Ä
χP | χQ

ä
:

J23 = ( ψiψa |ψjψk)
Ä
ψk |ψb

ä
= ( ψiψa |χP )

Ä
χP | χQ

ä
(χQ|φj ψk)

Ä
ψk |ψb

ä
J4 = ( ψiψk | ψjψl)

Ä
ψk |ψa)

Ä
ψl |ψb) =

Ä
ψk
∣∣∣ψa ) (ψiψk| χP )

Ä
χP | χQ

ä
(χQ|φj ψl)

Ä
ψl |ψb

ä
K23 = ( ψiψj |ψaψk)

Ä
ψk |ψb) =

Å
ψiψj | χP

ã Ä
χP | χQ

ä
(χQ | ψaψk)

Ä
ψk |ψb

ä
K4 = (ψiψj | ψkψl)

Ä
ψk |ψa)

Ä
ψl |ψb) =

Å
ψiψj | χP

ã Ä
χP | χQ

ä
(χQ | ψkψl)

Ä
ψk |ψa

ä Ä
ψl |ψb

ä
The number of three-center two-electron integrals needed does not depend on whether charge
transfer states are included, since for both cases, the indices of three-center two-electron
integrals should run over all the occupied and virtual orbitals, as well as all the auxiliary
basis. Thus, the algorithm used in the ALMO-CIS model, namely, the “digestor” that
transforms the three-center integrals from AO basis to MO basis can be adopted without
any change. On the other hand, the following contraction steps need to be modified to
account for the fact that more occupied-virtual pairs are now included.

The leading terms, J1 and K1, can be evaluated using the schemes that were presented
previously[102]. However, this may not be optimal and we have developed new algorithms
that will improve the computational efficiency. In the next two subsections, we shall compare
different possible schemes in building the J1 and K1 terms, and discuss the necessity of
adopting a better scheme when charge transfer states are present.

2.3.2 ALMO Coulomb Integral Evaluation

Let us begin by analyzing the formal scaling of the previous ALMO-CIS implementation.

The most computationally significant step was to form the half-transformed integrals Jµνia =

(χµχν | ψiψa), which were computed as a contraction of the AO integrals (µν | λσ) with the

pseudo densities P λσ
ia = cλi c

†σ
a . When the excitations are restricted to be intrafragment, the

only AO integrals we need to compute are those with µ and ν on the same fragment, and λ
and σ on a different fragment. Their number is only NNnn. Because of the block structure
of the density, each integral will contract with ov densities, so the scaling for the contraction
step is NNnnov.

With CT excitations between near-neighbors included, the AO integrals that are needed
will grow to become NNññ, and the scaling will become NNññov. Therefore, although
the scaling of the contraction remains quadratic with system size, the prefactor is (ñ/n)2
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times larger, which is roughly a factor of 25 for the case of helium clusters. Based on the
ALMO-CIS timing results[102], this suggests that building the Coulomb integrals is likely
to become a dominant step if no improvements are made. Thus, we have to look into other
ways of doing the Coulomb-type contraction.

One possibility is to replace the contraction of AO integrals with densities by two quarter
transforms to the ALMO representation. The AO integrals (µν | λσ) are first transformed

with ALMO coefficients Cλ
i to form (µν | iσ), and then the quarter transformed integrals are

contracted with Cσ
a to form the half-transformed integrals (µν | ia). In this scheme, with CT

substitutions, the scaling for the first and second quarter transforms are given by NNñño
and NNñõv, respectively. Thus, by replacing the contraction with densities by two quarter
transformations, the computational cost can be reduced by a factor of v, the average number
of virtual orbitals on a single fragment. This is a significant improvement.

However, there is a price to be paid for the two quarter transformation approach. When
contracting with the densities, an AO integral can be used multiple times because of the

permutation symmetries. For example, (µν | λσ) is not only contracted with P λσ
ia , but also

used as (λσ | µν) to contract with P µν
jb . As a result, only about one-eighth of the integrals are

computed since there are eight such permutations. On the other hand, if the AO integrals
are quarter-transformed with MO coefficients, the permutation between the bra side and
ket side cannot be readily used. To understand this, one can look at the batching scheme
shown in Algorithm 1. The second quarter transform is performed after the first quarter
transformation of a particular batch of bra values is done, and only a batch of quarter
transformed integrals (µν | iσ) is held in memory at one time. The first quarter transform
must be completed by running over all pairs of ket indexes, so it is not possible to only
loop over the ket batches with indices smaller or larger than the bra batch index. If one
want to use “upper triangle” or “lower triangle” loop structures for batches, the second half
transform has to be moved outside the loop over bra batches. This, however, will demand
all the quarter transformed integrals to be stored in memory, which is impractical for large
systems, since the number of quarter transformed integrals is NNñõ. Therefore, in our
current implementation, we employ the quarter transform at the price of computing twice as
many AO integrals as we have before. The sacrifice is worthwhile if the cost of computing AO
integrals is insignificant compared to the contraction steps, which is true for the Coulomb
like integrals, as shown in the timing result in the Result section.

2.3.3 ALMO Exchange Integral Evaluation

The exchange term in ALMO-CIS was evaluated from half-transformed integrals Kia
µλ =

( χµψi |χλψa), which were formed by contracting the AO integrals with pseudo-density ma-

trices P νσ
ia = cνi c

†σ
a . If this density contraction scheme is used for the case with charge transfer

excitations, the scaling is predicted to be (NN)ññov. Here the parentheses on NN comes
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Algorithm 1: (Half) integral transfrom for the Coulomb term, Jµνia = (µν | ia)

for bra batches do
for ket batches do

for µν ∈ batch do
for λσ ∈ batch do

λ→ FI , σ → FJ
for i = 1, OFI

do
(µν | iσ) += (µν | λσ)CIλ

Ii

for j = 1, OFJ
do

(µν | jλ) += (µν | λσ)CJσ
Jj

for µν ∈ batch do
for ia ∈ FrgPairList do

σ → FA
for a = 1, VFA

do
(µν | ia) += (µν | iσ)CAσ

Aa

Use the permutation between µν to scatter µν from shellpair form to matrix form.

Table 2.1: Comparison of the density contraction and the MO Coefficient contraction schemes for
the half-transform to build J1

scheme step scaling
computing

AO-ERI twice

a (µν | λσ)P λσ
ia → (µν | ia) NNññov No

b
(µν | λσ)Cλ

i → (µν | iσ) NNñño
Yes

(µν | iσ)Cσ
a → (µν | ia) NNñõv

from the sparsity of µν pairs, namely, the number of significant shell pairs grows linearly with
system size, and thus we expect the overall scaling to form the half transformed integrals is
O(M) for large enough systems (a limit that is not easily reached with the very diffuse basis
sets needed for excited states).

It is promising to consider using the two quarter transformations for the exchange term as
well. There will be further improvement in both scaling and memory concerns if we transform

the two occupied indexes first. The first step transforms ( µν |λσ) with Cµ
i to form ( iν |λσ),

with compute effort that scales as (NN)ñño. Next, the quarter transformed integrals are

transformed with Cν
j to form ( ij |λσ), at a cost that scales as (NN)ñõo. Therefore, the MO
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contraction scheme will reduce the cost of digesting the integrals by a factor of v as it did in
the Coulomb case, and the memory storage for the half transformed integrals is also reduced
by a factor of v/o.

However, we have not implemented that scheme yet. For the helium cluster systems we
focus on, detailed timings show that, unlike the Coulomb-like terms, the cost of computing
the AO integrals is comparable to the cost of the transformation steps. Thus the advantage
in contraction is likely to be offset by computing twice as many integrals. For the special
case of helium clusters, we implemented an alternative scheme for digestion, where the two
occupied indices are transformed at the same time. The idea of this method is similar as
using density matrices, one can view it as contracting with a density matrix built by occupied

orbitals P µν
ij = cµi c

ν†
j . Details of this scheme are shown in Algorithm 2.

Table 2.2 compares different aspects of the three schemes mentioned above. It is note-
worthy that our current approach scales as (NN)ññoo. For the helium clusters, there is
only one occupied orbital per fragment, i.e. o = 1. Therefore we actually achieve the same
scaling as MO coefficient transformation scheme(which scales as (NN)ñño), without the
disadvantage of doubling the cost of computing AO integrals. When the cost for digestion
step is dominant, which is likely to happen for systems with larger fragments, successive
quarter transformation scheme will be preferable.

We have also implemented some optimizations with respect to the screening of integrals.
The previous scheme for making the ”mini-list” (significant quartet of AO basis shells) is
summarized in Algorithm 3. The screening is based on the Schwarz inequality | (µν | λσ) | ≤
(µν | µν)

1
2 (λσ | λσ)

1
2 . This screening step appears to be trivial, since all quantities needed in

the algorithm can be pre-made, computations inside the loops are only a few multiplications
and conditional evaluations. However, this is a quartic scaling step because of the loops
over bra and ket shell pairs, and, for large systems, it actually dominates the evaluation of
exchange integrals in the previous ALMO-CIS implementation. This is the reason that the
overall scaling of computing exchange integrals was found to be 2.88, while it was supposed
to be linear with system size.

The current scheme for mini-list selection is described in Algorithm 4. We preselect
fragment pairs based on the maximum value of occupied four center integrals (ij | ij) on a
given pair. This allows us to have a selection before entering the loop of ket shell pairs. In
this way, the scaling of the algorithm can be reduced to cubic, if the number of fragment
pairs that has (ij | ij) bigger than thresh is linear with system size.
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Algorithm 2: (Half) integral transform for the Exchange term, Kµνij = ( µν |ij)

for bra batches do
for ket batches do

for µν ∈ batch do
for λσ ∈ batch do

µ→ FI , ν → FJ , λ→ FK , σ → FL,
if FI , FK ∈ FrgPairList and FJ , FL ∈ FrgPairList then

for k = 1, OFK
do

for l = 1, OFL
do

( µν | k l) += ( µν |λσ)CKλ
KkC

Lσ
Ll

for i = 1, OFI
do

for j = 1, OFJ
do

( λσ | i j) += ( µν |λσ)CIµ
Ii C

Lν
Jj

if FI , FL ∈ FrgPairList and FJ , FK ∈ FrgPairList then
for k = 1, OFK

do
for l = 1, OFL

do

( µν | l k) += (µν | λσ)CKλ
KkC

Lσ
Ll

for i = 1, OFI
do

for j = 1, OFJ
do

( λσ | j i) += (µν | λσ)CIµ
Ii C

Lν
Jj

Kµνij = Kµνij +Kνµji

Table 2.2: Comparison of different schemes for the half-transform to build K1

scheme step scaling
computing

AO-ERI twice

a ( µν |λσ)P νσ
ia → ( µi |λa) (NN)ññov No

b
( µν |λσ)Cµ

i → ( iν |λσ) (NN)ñño
Yes

( iν |λσ)Cν
j → ( ij |λσ) (NN)ñõo

c ( µν |λσ)Cµ
i C

ν
j → ( ij |λσ) (NN)ññoo No
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Algorithm 3: previous scheme for mini-list selection in building K1

for bra shell pairs (IShl, JShl) do
IShl → FI ; JShl → FJ ;
for ket shell pairs (KShl,LShl) do

KShl → FK ; LShl → FL;
if FI , FK ∈ FrgPairList and FJ , FL ∈ FrgPairList
or FI , FL ∈ FrgPairList and FJ , FK ∈ FrgPairList then

I1: max (µν | µν)
1
2 , µν ∈ bra shell pairs

I2: max (λσ | λσ)
1
2 , λσ ∈ ket shell pairs

if FI , FK ∈ FrgPairList and FJ , FL ∈ FrgPairList then

Pmax: max(|P µλ
ia |, |P νσ

ia |)
if FI , FL ∈ FrgPairList and FJ , FK ∈ FrgPairList then

Pmax: max(|P µσ
ia |, |P νλ

ia |)
if I1I2Pmax > thresh then

add IShl, JShl,KShl, LShl to mini-list.

Algorithm 4: current scheme for mini-list selection in building K1

for bra shell pairs (IShl, JShl) do
IShl → FI ; JShl → FJ
if max (ij | ij) < thresh(i ∈ FI , j ∈ FJ) then

continue
for ket shell pairs (KShl,LShl) do

KShl → FK ; LShl → FL;
if FI , FK ∈ FrgPairList and FJ , FL ∈ FrgPairList
or FI , FL ∈ FrgPairList and FJ , FK ∈ FrgPairList then

add IShl, JShl,KShl, LShl to mini-list.

Note: The algorithm presented here is a simplified version of our actual implementation. In
practice, considering the permutation between bra and ket side, we also need to select FK ,
FL based on max (kl | kl), and find FI , FJ that connect with FK , FL using FrgPairList.
This leads to a more complicated algorithm although it does not affect the scaling.

2.4 Assessment of the ALMO-CIS+CT

implementation

2.4.1 Accuracy

We first study the accuracy of the ALMO-CIS+CT model with different choices of rcut,
in the hope that a relatively small rcut can yield satisfactory accuracy, so that this model
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can be practically useful. Our test system is a small He25 cluster that has been studied
with both standard CIS and ALMO-CIS[102]. In this and all the following calculations
for helium clusters, each helium atom will be treated as a fragment. Figure 2.1 shows the
excitation energies of the first 100 states (which is the n = 2 manifold) when rcut is chosen
to be 6, 7, 8, 10 a0, along with the results obtained by standard CIS and ALMO-CIS. In this
test, the RI approximation and the Davidson-like method are not applied, so that any error
purely comes from the truncation of matrices in Eq. 2.5 (the error due to the use of ALMOs
instead of CMOs is negligible in the case of helium clusters). The basis we use here is a
modified 6-311(2+)G basis, which has 11 functions per helium atom. Thus in the absence of
truncation, there will be 6250 single substitutions in total. By contrast, ALMO-CIS retains
only the 250 intrafragment excitations. The choices of rcut = 6, 7, 8, 10 a0 lead to the number
of retained excitations being 330, 730, 1030 and 1490, respectively. From Fig. 2.1, we find for
rcut = 8, 10 a0, the excitation energies are almost identical to those obtained in standard CIS.
We know that ALMO-CIS is least accurate at the high-energy edge of each band because
these are the states with stronger CT character (some insights are provided in Sec V.D.). For
example, compared to standard CIS, ALMO-CIS exhibits errors of ∼ 0.5 eV at the blue end
of the n = 2 band. This error has been reduced to less than 0.02 eV in the ALMO-CIS+CT
model, when rcut = 8 a0.
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ALMO-CIS+CT, rcut = 6 a0
ALMO-CIS+CT, rcut = 7 a0
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Figure 2.1: (a) n = 2 manifold excitation energies for He25, evaluated by CIS, ALMO-CIS and
ALMO-CIS+CT with rcut = 6, 7, 8, 10 a0. States 1-25 are of 2s character, and states 26-100 are of
2p character. (b) The absolute errors of excitation energies for ALMO-CIS and ALMO-CIS+CT
model compared with standard CIS.

Figure 2.2 compares the spectrum of He25 calculated by standard CIS, ALMO-CIS and
ALMO-CIS+CT with rcut = 8 a0. We use the same He25 geometries that were used for
the spectrum computed by CIS and ALMO-CIS, which come from 100 randomized clusters
that are optimized subsequently at the MP2/6-311G level of theory[80]. It has been found
that ALMO-CIS tends to give an overall more broadened spectrum, with the intensity at
the low-energy edge (corresponding to surface states) being underestimated, and that at the
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Figure 2.2: Absorption spectrum of He25 cluster at the ALMO-CIS, ALMO-CIS+CT (rcut = 8 a0)
and standard CIS level of theory. All spectrum profiles are shifted to the low-energy end by 0.625 eV
to match the atomic peak of the experimental spectrum.

high-energy edge (corresponding to bulk states) being overestimated. Encouragingly, when
a cutoff distance of 8 a0 is employed, these errors are almost eliminated from the ALMO-
CIS+CT spectrum.

Next we want to demonstrate the accuracy of the Davidson-like variational method for
the excitation energies of the same He25 cluster. In Figure 2.3, we compare the ALMO-
CIS and ALMO-CIS+CT results with and without the Davidson-like method (rcut = 8 a0).
Two different preconditioners were examined, the full preconditioner Pfull and the diagonal
preconditioner Pdiag.

Pfull = (Ãcc − ω̄G̃cc)
−1

Pdiag = (diag(Ãcc − ω̄G̃cc))
−1

(2.15)

We find with the full preconditioner, the Davidson-like variational method causes nearly no
additional error, since the data points of Pfull almost overlap with those by solving Eq. 2.5
directly. When the diagonal preconditioner, Pdiag, is utilized, only about 75% of the ALMO-
CIS model error can be eliminated. These facts suggest that the matrices Ãcc and G̃cc are
dense, most likely because there is already a truncation in Eq. 2.5.

At this moment, we conclude that rcut = 8 a0 and a full preconditioner offer a good
balance between accuracy and efficiency, and they will be used for all the calculations in
the rest of the paper. Assuming that the structures of helium clusters more or less resemble
that of the bulk system: an atom has 6 nearest neighbors[110] and the interatomic distance
is 3.6 Å[111], the rcut we have here will include the first shell of nearby atoms. This means
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that for the finite size clusters studied in this work, the matrix size of ALMO-CIS+CT will
be no more than seven times (which is the bulk limit) of that in ALMO-CIS.

ALMO-CIS 
ALMO-CIS+CT, Pfull
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Figure 2.3: Errors of the excitation energies for He25 using ALMO-CIS, ALMO-CIS+CT solved
exactly, and ALMO-CIS+CT solved by the Davidson-like method, with Pfull and Pdiag as the
preconditioners. rcut = 8 a0 for all ALMO-CIS+CT calculations

2.4.2 Timings

Two issues related to the efficiency of our models are of particular interest: the scaling
versus system size, and the increase of computational effort when charge transfer is included.
To address these two problems, we report timing results using helium clusters ranging from 44
to 377 regularly spaced atoms (4 Å) with both ALMO-CIS and ALMO-CIS+CT (rcut = 8 a0)
models. All calculations are performed with a single core on an AMD Opteron 6376 processor,
using the same customized 6-311(2+)G basis as the previous subsection.

The relative costs of the major computational steps of ALMO-CIS and ALMO-CIS+CT
are summarized in Figure 2.4. The slopes of the fitted lines show the scaling of each step.
Overall, both methods have sub-cubic scaling, as we expected. It is noteworthy that forming
the RI integrals, which is the most expensive step in ALMO-CIS, is exactly the same in
ALMO-CIS+CT. The unchanged timing of this step is the main reason that the total cost
of ALMO-CIS+CT is about only four times as large as that of ALMO-CIS, even though the
matrix dimension is 5− 6 times larger.

Detailed timing of forming the Coulomb-like and exchange-like integrals are tested with
He129 and He251 clusters, and the results are presented in Table 2.3 and Table 2.4. For the
Coulomb-like integrals, the relatively expensive cost of contraction steps (especially the first
quarter transform) supports our argument that it is worthwhile to apply the successive MO
transform scheme at the cost of computing AO integrals twice. We note that for building AO
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Figure 2.4: CPU timing data for ALMO-CIS (a) and ALMO-CIS+CT with rcut = 8 a0 (b). The y
axis is in logarithm scale of the CPU time.

Table 2.3: CPU time (s) for significant steps in the construction of J1 integrals.

Method System NState AO integrals
(µν | λσ)Cλ

i (µν | iσ)Cσ
a Total

→ (µν | iσ) → (µν | ia)

ALMO-CIS
He129 1290 3.75 2.31 0.17 6.60
He251 2510 14.24 8.66 0.64 24.89

ALMO-CIS+CT
He129 6570 59.62 43.46 4.01 114.56
He251 14870 298.20 219.72 20.99 577.48

integrals in J1, an incompletely optimized new integral library is used. We expect roughly a
four times speed-up of the AO integral computation in the future based on the performance
of the old library. Also, we do not list the timing for mini-list selection as we do for the
exchange-like integrals because the selection can be done at the shell-pair level, and it is a
trivial step as it scales O(M2).

On the other hand, even with the optimizations described above, mini-list selection still
takes about half of the time in forming the exchange integrals for ALMO-CIS+CT, and
dominates in ALMO-CIS calculations where forming integrals and contractions are very
cheap. The observed scaling of forming K1 is 2.77 for ALMO-CIS and 2.18 for ALMO-
CIS+CT, instead of linear as is asymptotically possible. When charge transfer is included,
we expect a (ñ/n)2 times growth of computational effort in contraction steps and forming
AO integrals. Based on the ratio of number of states in ALMO-CIS+CT and ALMO-CIS,
(ñ/n)2 is estimated to be 25 and 35 for He129 and He251, respectively, and the observed
growth in timing does not exceed these ratios.

To demonstrate the computational savings from the Davidson-like variational method,
we also report the timing of the full eigen-solve for He129 and He251 in Table 2.5. It can be
seen that although the Davidson-like method does not change the cubic scaling, it is about
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Table 2.4: CPU time (s) for significant steps in the construction of K1 integrals.

Method System NState Mini-list AO integrals
( µν |λσ)Cµ

i C
ν
j Total

→ ( ij |λσ)

ALMO-CIS
He129 1290 7.81 0.26 0.34 9.48
He251 2510 56.06 0.64 0.92 61.48

ALMO-CIS+CT
He129 6570 9.51 3.26 6.81 23.69
He251 14870 63.9 9.90 17.93 110.79

Table 2.5: CPU time (s) for the Davidson-like method and the full eigen-solve on He129 and He251

clusters.

System Davidson-like method Preconditioning Full eigen-solve
He129 71.68 11.81 490.18
He251 696.87 131.48 6409.57

7 times faster than solving the full eigenvalue problem for these two systems. In addition,
the preconditioning step (with full preconditioner) takes only about 1/6 of the total cost
of the Davidson-like method. Thus, a simplified preconditioner such as Pdiag would not
significantly reduce the computational cost. Considering the additional error it entails, the
diagonal preconditioner is not recommended at this time.

2.5 Calculating the absorption spectra of helium

clusters

2.5.1 PIMD simulation

In the previous ALMO-CIS work[102], we generated an ensemble of cluster geometries
starting from randomized initial geometries which were then optimized using either MP2
theory, or a classical force field for bigger clusters where MP2 is inaccessible. The resulting
geometries are a myriad of local minima because of the shallow potential wells and many
degrees of freedom. However, with a standard Lennard-Jones potential (ε0 = 10.7 K, r0 =
2.9 Å), we find the resulting clusters are too dense. To qualitatively match the known facts
about helium clusters (for example, the average interatomic distance in bulk helium is 3.6 Å),
we were forced to use a modified Lennard-Jones potential with a much shallower potential
well (ε0 = 0.05 K) and a larger equilibrium distance (r0 = 3.6 Å). Of course the origin of the
failure of the standard classical force field is due to neglecting the nuclear zero point motion,
which is critical for helium atoms.

Feynman’s path integral theory[112] treats nuclei quantum mechanically by mapping each



CHAPTER 2. ALMO-CIS WITH CT CORRECTION 32

quantum nucleus onto a classical system comprising several fictitious particles connected by
springs (“ring-polymers”). This provides an ideal computational technique for the simula-
tion of helium clusters, and there have been various successful applications of path integral
Monte Carlo (PIMC)[113] and path integral molecular dynamics (PIMD)[114, 115] to he-
lium systems. In this work, we employ PIMD to generate configurations of helium clusters
of different sizes, which are then used to calculate the absorption spectrum.

The temperature of helium clusters in spectral measurements may be as low as 0.4 K,
where the Bose statistics of 4He atoms are significant. To properly account for the indis-
tinguishability of identical particles, one has to sample the permutations as well. Ceperley
et al. has employed a PIMC method that includes exchange to study helium clusters and
found that superfluidity exists even in clusters as small as He64[116]. For simplicity of imple-
mentation, our current PIMD formalism neglects the exchange between particles. Therefore
our simulations are performed at 3 K, which is above the superfluid transition temperature.

In a PIMD formulation, the partition function is given by:

Z = lim
P→∞

Å 1

2π~

ãNP ∫
dNPq

∫
dNPp e−βPHP (p,q) (2.16)

where N is the number of distinguishable particles, P is the number of discretization points
of quantum paths (or the number of chain particles in a ring polymer), βP = 1/PkBT , and
HP (p,q) is the ring polymer Hamiltonian:

HP (p,q) =
N∑
i=1

P∑
p=1

(
p2
i,p

2mi

+
1

2
miω

2
P [qi,p − qi,p+1]2

)

+
P∑
p=1

V (q1,p,q2,p...qN,p) (2.17)

with ωP = 1/βP~. In our simulation, the interparticle potential V is described by the
HFDHE2 potential[117]. The time evolution of PIMD follows the normal mode algorithm,
and a white-noise Langevin thermostat[118] is employed (see Ref. 119 for further details).
We find P = 64 and a time step of 2 fs yield converged results.

At finite temperature and zero pressure, the helium cluster will always evaporate in the
long time limit. To avoid this issue, we confine the system within a sphere of radius Rc, so
that an equilibrium between liquid and vapor can be established. The parameter Rc will
affect the density of the system, and the available zero temperature density profile of helium
clusters provide guidance for choosing Rc. A reasonable value of Rc should not be too small,
so that the boundary will not have too much influence. It cannot be too big either, otherwise
its role in preventing the system from evaporating is undermined. Unfortunately, we have
no way to determine an optimal value of Rc. Therefore, for small clusters such as He70

and He150, we perform simulations using several different Rc, and examine how the resulting
spectra change. Then, to study the size-dependence of the spectra, we pick a reasonable
density, and run the simulation with Rc determined based on the fixed density for clusters
of different sizes.
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Figure 2.5: Density profiles ρ(r), nearest neighbor distributions nn(r), and spectra of He70 (a) and
He150 (b). The density profiles are plotted vs distance from the center of the confining sphere.
Spectra are calculated by the ALMO-CIS+CT model, using 50 geometries from each PIMD simu-
lation.

2.5.2 Dependence on Rc

Three different Rc are used for the simulation of He70 and He150, respectively (Rc =
16, 18, 20 Å for He70, Rc = 20, 23, 26 Å for He150). The simulations are run with 200,000
warm-up steps (400 ps) to ensure that equilibrium is reached, and properties of interest and
geometries used for spectral calculations are extracted from the following 400,000 time steps
(800 ps). The resulting geometries can be characterized by density profiles ρ(r) and nearest
neighbor distribution nn(r) (as defined in Ref.120), which are collected in Figure 2.5 along
with the spectra. It is evident that the gas phase becomes increasingly dominant for larger
Rc, which is reflected in a stronger atomic peak and smaller intensity at the high-energy
edge of the spectra. This trend exists for both cluster sizes.

The kinetic energy (estimated by a virial estimator[121]), potential energy and total
energy per helium atom are listed in Table 2.6. The positive total energies may imply
that the system will eventually dissociate into the gas phase. To address this issue, we
perform a simulation of He150 with Rc = 24 Å, using only the repulsive part of the HFDHE2
potential. The system quickly develops into an evenly distributed gas, and the corresponding
spectrum is more like a single atomic peak. Snapshots of He150 simulated with and without
the attractive part of the potential (Figure 2.6) exhibit a clear difference. We conclude
that liquid droplet structure exists at least for the time scale of our simulation. Meanwhile,
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(a) droplet (b) gas

Figure 2.6: Snapshots of He150 cluster at t = 400 ps when simulated with(a) and without(b)
the attractive part of HFDHE2 potential. The resulting configurations are droplet and gas-like,
respectively.

Barnett et al. has performed similar PIMD simulation of He70 with Rc = 18.3 Å and He150

with Rc = 23.6 Å[114]. The energies and density profiles we obtained qualitatively agree
with those available in their publication.

Table 2.6: The density, per-particle kinetic, potential and total energy of He70 and He150 clusters
simulated by PIMD at 3 K with different choices of Rc.

System Rc (Å) ρ (10−3 Å
−3

) T (K) V (K) E(K)

He70

16 4.08 7.44 -5.94 1.50
18 2.87 6.26 -3.67 2.59
20 1.57 5.57 -2.32 3.25

He150

20 4.48 8.50 -7.99 0.51
23 2.94 7.61 -6.21 1.40
26 2.04 6.85 -4.77 2.07

2.5.3 Size-dependence of the Spectra

To study the size-dependence of the spectra, we investigate four helium clusters of dif-
ferent sizes: He70, He150, He231 and He300, and Rc is set to be 18, 23, 27, 29 Å, respectively,

so that all four systems correspond to roughly the same density of 2.9× 10−3 Å
−3

. In Figure
2.7, we can see that the spectra of larger clusters have more intensity at the high-energy
edge. This is reasonable since this “shoulder” next to the atomic peak results from the
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Figure 2.7: Density profiles ρ(r), nearest neighbor distributions nn(r) and spectra calculated by
ALMO-CIS+CT for He70 (Rc = 18 Å), He150(Rc = 23 Å), He231(Rc = 27 Å) and He300(Rc = 29 Å)
clusters

.

interaction between helium atoms, which should be stronger in larger clusters, as they have
smaller interatomic spacing indicated by the density profile and nearest neighbor distribu-
tion. Moreover, the larger fraction of bulk atoms in the larger clusters also contributes to
the broadening of the spectra.

2.5.4 Characterization of Excited States

A previous CIS study[80] of small helium clusters (He7 and He25) concluded that the
higher-energy excited states mainly come from bulk-type excitations, while the lower-energy
states come from surface excitations. To further understand this, we compare the droplet
(Figure 2.6(a)) and gas (Figure 2.6(b)) spectra of He150 at Rc = 16 and 23 Å (Figure 2.8(a)).
The droplet typically has a gradually decreasing density from the core region to the surface,
while the gas structure has a roughly uniform density in the whole sphere. For both Rc’s,
the droplet spectra are broader and more extended to the high-energy edge. This is because
the droplet has a varying density, and its core density is higher than that of gas with the
same Rc. It is also interesting to see, that when Rc decreases, the atomic peak diminishes
in the droplet spectra, while for gas, we see a shift of the maximum peak instead.

The relation between the excitation energy and surface/bulk character of each state mo-
tivates us to find a mapping between these two. Previous state-by-state inspection[80] of
the attachment and detachment density is unfeasible for large clusters and multiple con-
figurations. Alternatively, here we introduce a scalar quantity R̄ to represent the “average
position” of the excitation relative to the center of the cluster. For state κ, R̄κ is defined as:

R̄κ =
∑

FI ,FA ∈
FrgPairList

∑
i∈FI

a∈FA

|t̃iaκ |2|(~RI + ~RA)/2| (2.18)

where ~RI(~RA) represents the position of FI(FA) relative to the center of the cluster, and
t̃ = G1/2t so that t̃ is orthonormal between states.
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Figure 2.8: (a) The spectra of droplet and gas-like He150 at Rc = 16 Å and 23 Å. (b) R̄ for the
droplet and gas-like at Rc = 16 Å and 23 Å as a function of excitation energy in the n = 2 band.
(c) ∆R̄ evaluated in the same way. (both quantities are averaged over 50 geometries for each choice
of Rc as in the spectrum calculations).

In the same spirit, we can define another quantity ∆R̄ as the weighted average of |R̄I −
R̄A|, so that it serves as a metric of the charge transfer character of each state.

∆R̄κ =
∑

FI ,FA ∈
FrgPairList

∑
i∈FI

a∈FA

|t̃iaκ |2|~RI − ~RA| (2.19)

For each system, R̄ and ∆R̄ can be plotted against the excitation energy. As shown
in Figure 2.8(b) and (c), R̄ and ∆R̄ are strongly correlated with the excitation energy in
droplet systems. For both the 2s and the 2p band, the low-energy excitations correspond
to larger R̄ and smaller ∆R̄, which indicates that these excitations mainly come from the
surface and have less CT character. As the excitation energy increases, bulk excitations with
stronger CT character gain more importance, so we see the decrease of R̄ and the increase
of ∆R̄. For gas systems, it is still true that CT raises the excitation energy, so we can still
see the patterns of ∆R̄. However, because the density distribution of gas systems is more
uniform, the correlation between excitation energies and the location of the excitation site
is much weaker. Thus, the curves of R̄ are much flatter for the gas systems, except for the
dips at the beginning of each band resulting from the boundary of the simulation sphere.

2.5.5 Comparison with Experiment

The size-dependence of helium droplet spectra have been studied by Möller and cowork-
ers[77, 79]. In both Ref 77 and Ref 79, the authors observed that an increase in cluster size
results in relative reduction of the atomic peak and relative enhancement of the hump at the
high-energy edge. As was already demonstrated in Figure 2.7, this trend is reproduced by
our computational simulation, and its origin is elucidated by the analysis of the surface/bulk
character of each state introduced in Section 2.5.4. It is quite encouraging that the overall
bandwidth seen experimentally is quite well reproduced by the simulation. This suggests
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that the destabilizing neighbor interactions responsible for the overall shift of the droplet ex-
citations towards higher energy are quite well reproduced by the ALMO-CIS+CT treatment
of the electronic structure.

However, it remains a challenge for the theoretically predicted spectra to quantitatively
match the experimental results. There are several sources of difference between the simula-
tions and the experiments. First is the fact that the experiments are technically fluorescence
excitation spectra, while the calculations correspond to direct absorption. The fluorescence
lifetime is on the order of 5-10 ns for “short-lived” excited states[79], and there is an addi-
tional longer-time fluorescence. The nuclear wavefunction is not an eigenstate of the elec-
tronically excited state, and the non-stationary wavepacket will certainly evolve, which is
likely to affect the spectrum. This is an interesting topic for future investigation. A second
issue is that the current PIMD simulation does not treat the Bose statistics of helium nuclei,
and thus cannot account for the superfluidity that is present in the experiments. A third
issue is that the current electronic structure model has limitations. Specifically, dynamic
correlation is neglected in CIS, which results in an over-estimation of excitation energies.
For this reason we have to shift all spectra to the left by 0.625 eV so that atomic peaks occur
at the same position as in the experiments.

Uncertainty associated with experimental conditions adds further difficulty to a direct
comparison of the calculated and observed spectra. The experiments usually prepare helium
clusters by a nozzle expansion. The final cluster densities are sensitive to conditions such
as nozzle temperature and pressure, and therefore the spectral profiles can vary in different
experiments (for example when comparing cluster with similar sizes, spectra in Ref 77 have
larger humps than those in Ref 79). As the actual density and other structure characters
of helium clusters are hardly known, it is almost impossible to propose a simulation that
can reproduce the condition at the experimental measurement. In addition, we believe that
the systems are not at equilibrium in the experiment, while in the simulations we impose
a confining boundary to obtain reasonably converged results for a system in liquid-vapor
equilibrium.

Additionally, the current simulation model appears to miss some detailed features of the
experimental spectra. One example is that as stated in Ref 79, a small hump associated
with the 2s band exists at around 20.95 eV. Experimentally, the position of this maximum
is nearly invariant as the cluster size changes, while our calculations show a feature that
depends on both cluster size and density (for instance, see the magnified region in Figure
2.7(c)). It is hard to say whether this is due to the limitation in the electronic structure model
or the difference between the simulation and experimental conditions. Despite the above
mentioned deficiencies, we think that the PIMD simulation is a clear physical improvement
over our previous excited state studies of helium clusters[80, 102]. With the charge transfer
effect included via the new ALMO-CIS+CT approach, our methodology also improves the
accuracy rendering it comparable to standard CIS, while the former is dramatically more
efficient.
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2.6 Conclusions

We have generalized the previously reported ALMO-CIS model to include charge transfer
(CT) effects. Similar to ALMO-CIS, the ALMO-CIS+CT model presented in this work is a
local variant of configuration interaction singles (CIS), and is formulated through the use of
absolutely localized molecular orbitals (ALMOs). The difference is that unlike ALMO-CIS,
where only intrafragment single excitations are involved, ALMO-CIS+CT retains interfrag-
ment excitations whose associated fragment pairs are within a cutoff distance. For helium
clusters, the CT effects neglected by ALMO-CIS are mostly recovered when the first shell
of neighboring atoms are included. When many excited states are requested (e.g. an entire
band of states for a homogeneous cluster), ALMO-CIS+CT has a much lower computational
cost (like ALMO-CIS) than standard CIS, while maintaining the same accuracy (in contrast
to ALMO-CIS where systematic deviations are evident).

An efficient implementation has been described that minimizes the increase in computa-
tional cost versus ALMO-CIS. While the dimension of matrices in the eigenvalue problem
is roughly six times larger than that in ALMO-CIS, the computational cost of building the
Hamiltonian matrix does not grow enormously. This is partly because one of the most ex-
pensive steps (computing the three-center ERIs in the RI approximation) remains the same,
and partly because the implementation of the Coulomb and Exchange integrals has been
improved. Solving the eigenvalue problem can potentially be dominant in ALMO-CIS+CT
calculations as its cost grows cubically with matrix size. This is remedied by employing a
single step Davidson-like variational method without significant loss of accuracy. The overall
scaling of ALMO-CIS+CT is third order with respect to system size, which is the same as
ALMO-CIS. For medium sized helium clusters, the computational cost of ALMO-CIS+CT is
about four times as large compared to that of ALMO-CIS. With our current implementation,
systems with up to 377 helium atoms and 4147 atomic basis are reported in this work, using
only standard workstation-level computer resources.

We apply ALMO-CIS+CT to study the n = 2 absorption spectra of helium clusters.
To account for the quantum nature of helium nuclei, the geometries used for spectral cal-
culations are generated from PIMD simulation (at 3 K to avoid the need to simulate the
superfluid phase). This approach is not perfect due to the absence of indistinguishability
between particles, but produces much more reasonable configurations than classical molec-
ular dynamics. We report results on the size-dependence of the spectrum, as well as the
effect of a confining boundary on the spectrum. We show that with reasonable choices of
the confining radius, the system behaves as a liquid droplet in equilibrium with vapor on
the timescale of the simulations. Broad features of the experimental spectrum, such as the
bandwidth and size-dependence of the 2p band are qualitatively reproduced by the simula-
tions. However, a number of finer details are not fully compatible between the simulations
and reported experimental data.

As shown in the appendix, ALMO-CIS is CT-free because it preserves fragment popula-
tions in the Mulliken sense. Therefore differences between ALMO-CIS and ALMO-CIS+CT
quantify the role of CT in cluster excited states. For He cluster absorption spectra, states
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towards the blue edge of the 2p band are stabilized by up to 0.5 eV by CT contributions
while the red edge is virtually unaffected. The 2s states also show CT contributions that
increase with excitation energy while they are negligible at the red edge. Even in a system
whose electron affinity is as unfavorable as helium, CT effects provide significant excited state
stabilization beyond a superposition of atomic excitations, and should not be neglected.

Interesting topics for future work include correcting the model for the neglected effect
of dynamic correlations, either by incorporating higher substitutions into the wavefunction,
or by extending the model to TDDFT. The applicability of this model to other molecular
clusters with stronger interactions between monomers (for instance water clusters) is also
potentially very interesting.
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Chapter 3

Multireference ALMO-CIS

3.1 Introduction

While charge-transfer excited states play an important role in photochemical processes
such as photosynthesis, [122] singlet fission, [123] etc., the accurate prediction of their ex-
citation energies remains a challenge to theoretical methods. The two simple, computa-
tionally cheap, and widely-used methods, configuration interaction singles (CIS)[9, 10] and
time-dependent density functional theory (TDDFT)[9, 31–33] have well-known difficulty in
treating charge-transfer excited states. TDDFT suffers from the self-interaction error and
a semi-local exchange-correlation functional is incapable of capturing the 1/R asymptotic
behavior of CT excitation energies. [35] While range-separated hybrid functionals amelio-
rate this problem as they restore the correct long-range behavior, [124–126] the accuracy can
be sensitive to the range-separation parameter ω, and that is probably why system-specific
tuning of the ω value was suggested. [127, 128]

CIS, on the other hand, correctly recover the 1/R asymptotic behavior and can be im-
proved systematically. However, CIS is highly biased against CT states, with CT excitation
energies often overestimated by 1–2 eV. [129] The unfavorable CT energies can be explained
by the fact that the molecular orbitals (MOs) are only optimized for the ground state (HF)
solution, which may be far from being optimal for the CT states as the electrons are re-
organized when charge transfer occurs. For example, in a donor(D)-acceptor(A) complex,
the orbitals are optimized for the neutral DA configuration. When the D+A− excited state
is formed, CIS provides no mechanism to contract or polarize the remaining electrons of
donor or to expand and polarize the orbitals of the acceptor. Only the particle and hole
orbitals are relaxed via CIS. Fundamentally similar problems affect more advanced excited
state theories such as linear response or equation of motion coupled cluster methods. How-
ever, the presence of double or higher excitations allows the effect of orbital relaxation to be
recovered indirectly. Subotnik and coworkers have shown that with incorporation of orbital
relaxation effect, the perturbative orbital optimized (OO)-CIS [130, 131] and variationally
orbital adapted CIS (VOA-CIS) [132] can achieve a more balanced description of CT and
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non-CT states. It should also be mentioned that ∆-SCF based on the maximum overlap
method (MOM) [133] is also able to account for orbital relaxation effect and was reported
to give satisfactory results for CT states. [134] However, this method can only compute one
single excited state at a time and its success is limited to relatively simple cases where one
dominant pair of donor-acceptor orbitals can be identified.

In cases where charge donor and acceptor can be clearly identified, the CT configuration
is usually of higher energy than the closed-shell configuration, although their orders may be
reversed along the reaction coordinate (e.g. the well-known LiF dissociation problem). This,
however, does not hold for systems whose pre- and post-CT configurations are energetically
degenerate or near-degenerate, such as a charged homogeneous dimer of organic molecules.
For such a system, the |D+A〉 and |DA+〉 configurations naturally form two quasi-diabatic
states, and the lowest two adiabatic states can be viewed as the in-phase and out-of-phase
combinations of them. The multi-reference character renders the single-reference methods
discussed above (CIS, TDDFT, or ∆-SCF) unsuitable for tackling the excited states of
these systems, and one conventionally needs to resort to multi-reference electronic structure
methods such as complete active space (CAS)SCF [25, 135] and perturbative corrections on
top. [136, 137]

The non-orthogonal configuration interaction (NOCI) method [138–141] provides an al-
ternative approach to addressing orbital relaxation and multi-reference problems. In NOCI,
the wavefunction is constructed as a linear combination of multiple Hartree-Fock (HF) solu-
tions (determinants) whose orbitals are independently relaxed. The orbital relaxation effect
can be captured through the use of these pre-relaxed and thus non-orthogonal determinants,
as opposed to including a full set of doubly promoted determinants — a common strategy
in correlated wavefunction methods such as EOM-CCSD [21] or CIS(D) [20]. The NOCI
method is able to obtain qualitatively correct results with much fewer determinants com-
pared to conventional correlated wavefunction methods, and its extension to account for dy-
namical correlation through second-order Möller-Plesset perturbation theory (NOCI-MP2)
further improves the accuracy. [142, 143]

One prerequisite for NOCI is to specify the basis determinants to be included. Besides
using strategies such as SCF meta-dynamics, [144] MOM, [140] and spin-flip from high-spin
restricted open-shell (RO) determinant [141] (plus further relaxation), another way to obtain
well-defined basis state for molecular clusters is to use the SCF(MI) method. [99, 145] The
SCF(MI) solutions are determinants constituted with absolutely localized molecular orbitals
(ALMOs), [99] whose coefficients are constrained to be fragment block-diagonal such that
each ALMO is only expanded by AOs from the same fragment. This scheme is well-suited
for studying charge transfer states, as we can construct SCF(MI) basis states that resemble
diabatic states. [146] For example, we can obtain two SCF(MI) solutions that represents
the covalent (D· · ·A) and ionic (D+ · · ·A−) configurations in a donor-acceptor system, and
re-diagonalize through CI to obtain adiabatic wave-functions. Yost and Head-Gordon have
implemented this ALMO-based NOCI scheme with the MP2 extension to study charged
organic dimers and long C–C bonds in ethane derivatives. [143] Note that the idea of using
quasi-diabatic states to construct the CI space was also employed in the multistate DFT
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(MSDFT) method by Gao and co-workers, [147–150] as well as in the constrained DFT
(CDFT)-CI formulated by Wu et al. [146, 151] for the evaluation of adiabatic state energies
and electronic couplings between diabatic states.

The NOCI method typically solves for a few low lying states, e.g. we will obtain two
adiabatic states that are linear combination of the D··A and D+ · · ·A− configurations. To
obtain higher CT and local excitation states, one can consider including excited states cal-
culated from SCF(MI) references. Previously, we developed the ALMO-CIS method [102],
which is the local version of CIS with SCF(MI) solution as the ground state. It is therefore
possible to combine the idea of NOCI and ALMO-CIS: we can first perform ALMO-CIS
calculations on different SCF(MI) references, and these ALMO-CIS states can form the CI
space from which the final state can be obtained by solving a generalized secular equation.
This excite-then-diagonalize scheme resembles the idea of perturb-then-diagonalize scheme
in NOCI-MP2. We name this scheme as the MR-ALMOCIS method, as it is a generalized
version of ALMO-CIS that utilizes multiple SCF(MI) references. In the rest of this paper,
we will present a detailed formulation of this method and three application examples to
demonstrate the desirable features as well as some potential limitations of this scheme.

3.2 Theory

3.2.1 Coupling of ALMO-CIS states from multiple references

Considering a donor-acceptor type of system, we first want to construct two reference
wavefunctions |ΨDA〉 and |ΨD+A−〉 that describe DA and D+A− configurations, respectively.
We use SCF(MI), a constrained SCF scheme based on absolutely localized molecular orbitals
(ALMOs) [99] for this purpose: each reference state is obtained as the SCF(MI) solution
with charge and spin on predefined fragments constrained (in the sense of Mulliken popula-
tion[152]). For example, the first reference state for a ethylene-tetrafluoroethylene complex
can be neutral C2H4 with neutral C2F4, both having ms = 0. As C2F4 is more electronegative
than C2H4, we would also consider charge transfer from C2H4 to C2F4 and include two other
reference states: C2H+

4 (↑)··C2F−4 (↓) and C2H+
4 (↓)··C2F−4 (↑). The ALMO constraint forces

the MO coefficient matrix to be block-diagonal across fragments. Note that the reference
states constructed thereby use different sets of ALMOs as they are variationally optimized
within different SCF(MI) calculations.

We can then construct singly excited states on top of each SCF(MI) reference wavefunc-
tion:

|Ψκ
DA〉 =

∑
ia

tκ,iaDA |ΨDA,ia〉

|Ψκ′

D+A−〉 =
∑
ia

tκ
′,ia
D+A− |ΨD+A−,ia〉 (3.1)

where i and a represent fragment-tagged occupied orbitals and projected virtuals, respec-
tively, and κ (κ′) is the index for excited states calculated from the neutral (ionic) reference.
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In our previous work on ALMO-CIS, [102] we have derived generalized CIS equations that
can work with nonorthogonal molecular orbitals (ALMOs in our case) and implemented an
efficient algorithm to solve for the single-excitation amplitudes tia. One most important
feature of this theory is that inter-fragment single excitations are excluded, i.e., amplitudes
with occupied orbital i and virtual orbital a residing on different fragments are zero. As a
result, the ALMO-CIS wavefunctions are ”CT-free” by nature (see the Appendix of Ref. 71).

Once ALMO-CIS solutions are obtained for each reference, we can select states of interest
as basis states for an excitonic-type Hamiltonian. The global wavefunction of the system can
be constructed as a linear combination of these selected ALMO-CIS excited states as well as
the SCF(MI) reference states. The coefficients can then be obtained by solving a generalized
eigenvalue problem Hc = ESc, where the Hamiltonian matrix element and overlap between
two ALMO-CIS basis states are defined as:

Hκκ′ = 〈Ψκ′

D+A−|Ĥ|Ψκ
DA〉 =

∑
iajb

tκ
′,jb
D+A−t

κ,ia
DA 〈ΨD+A−,jb|Ĥ|ΨDA,ia〉 (3.2)

Sκκ′ = 〈Ψκ′

D+A−|Ψκ
DA〉 =

∑
iajb

tκ
′,jb
D+A−t

κ,ia
DA 〈ΨD+A−,jb|ΨDA,ia〉 (3.3)

As ALMO-CIS solutions calculated from multiple reference states are included in this CI
scheme, we call this method multi-reference (MR)-ALMOCIS.

To compute the matrix elements 〈ΨD+A−,jb|Ĥ|ΨDA,ia〉 and 〈ΨD+A−,jb|ΨDA,ia〉, we first
re-orthogonalize the occupied ALMOs within each singly-substituted determinant. Then,
to tackle the non-orthogonality arising from the difference in ALMOs associated with each
reference state, we can employ the generalized Slater-Condon rule as in previous NOCI
works. [139, 153] However, summing over all pairs of singly-substituted determinants in two
basis states is computational unfeasible. To reduce the computational cost, in our current
implementation we perform a natural transition orbital (NTO) [154] analysis for each basis
state, and then truncate the expansion of each ALMO-CIS basis state by including only a
number of significant single transitions between occupied and virtual NTOs:

|Ψκ
DA〉 ≈

M∑
m=1

sκ,mDA |ΨDA,̃iã〉

|Ψκ′

D+A−〉 ≈
M∑
m=1

sκ
′,m
D+A−|ΨD+A− ,̃iã〉 (3.4)

where M is the number of significant NTO pairs, sm is the singular value that corresponds
to the transition between occupied NTO ĩ and virtual NTO ã (included if above a given
threshold), |ΨDA〉 is the determinant constructed from all occupied NTOs, and |ΨDA,̃iã〉
is prepared by promoting ĩ to ã in |ΨDA〉. With this approximation, the summation in
eq. (3.3) only involves O(M2) terms so that the computational expense becomes tractable.
Note that the NTO transformation was also applied in the ab initio exciton model developed
by Morrison et al. for a similar purpose. [92]
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3.2.2 Preparation of basis states

While ALMO-CIS calculations with closed-shell SCF(MI) references are straightfor-
ward, the proper handling of open-shell references can be rather challenging. Here we use
He(↑↓)··He+(↑) as an example to guide the discussion. The simplest way that one would
consider to generate the reference state is to perform an unrestricted SCF(MI) calculation.
[69] However, as the α and β electrons on the He atom are affected differently by the α
electron on He+, the neutral fragment will also be spin-polarized at the end of U-SCF(MI)
calculation. In practice, we found that the ALMO-CIS states computed from such a U-
SCF(MI) reference are often severely spin-contaminated, rendering the character of final
MR-ALMOCIS states difficult to identify.

To alleviate the spin-contamination problem, we enforce each fragment to use the same
set of spatial orbitals for α and β electrons so that each fragment remains restricted (R)
or restricted open-shell (RO). The supersystem wavefunction, on the other hand, is not a
spin eigenfunction but a spin-symmetry-broken state. To simplify the following discussion,
we denote such a scheme as “FragRO-SCF(MI)”. Note that this scheme was employed by
Levine et al. in the ALMO-EDA designed for studying single chemical bonds. [155, 156]

We then perform an unrestricted ALMO-CIS calculation on top of the FragRO-SCF(MI)
reference and the resulting excited states (and the reference) can be employed as basis
states in the final CI step. Note that these ALMO-CIS states are still not spin-pure as CIS
amplitude equation differs for α and β orbitals, which makes tα 6= tβ even on the neutral
fragment. Moreover, using these ALMO-CIS states alone is unable to handle the coupling
between a triplet excited state (s = 1) on the neutral He with He+ (s = 1/2). According
to the theory of angular momentum, such a coupling should yield a quartet (S2 = 3.75)
and a doublet (S2 = 0.75) , while a spin-conserving excitation on top of the He(↑↓)··He+(↑)
reference can only generate states whose S2 expectation value equals 2.75. In order to
alleviate the spin-contamination problem of unrestricted ALMO-CIS as well as restore the
correct S2 values for states arising from a triplet-doublet coupling, a new set of reference
states that can be denoted as He(↑↑)··He+(↓) should also be added to the CI space, i.e.,
the neutral fragment is a high-spin triplet while the doublet fragment has the opposite spin.
From the same FragRO-SCF(MI) reference, these states can be obtained by performing an
α → β spin-flip(SF)-ALMO-CIS calculation then swapping the α and β orbitals on each
fragment. The SF-ALMO-CIS equation has a similar form as standard (spin-conserving)
ALMO-CIS:

Aiā,jb̄tjb̄ = ωSiā,jb̄tjb̄ (3.5)

i.e., an occupied α orbital (j) on one fragment is promoted to an empty β orbital (projected)
belonging to the same fragment. The Hamiltonian matrix A can be constructed as follows:

Aiā,jb̄ = Fāb̄Sij − Fīj̄Sab − (̄ij̄|ab) (3.6)

where F and S denote the global Fock and overlap matrix, respectively. It resembles the
A matrix for standard SF-CIS. [27] The addition of SF-ALMO-CIS states to the CI space
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Table 3.1: Excitation energies (in eV) and S2 by multiple methods for first 14 states of He+
2 at 4 Å

State
CIS MR-ALMOCIS EOM-EE-CCSD Full-CI

Character
∆E S2 ∆E S2 ∆E S2 ∆E S2

0 0.00 0.75 0.00 0.75 0.00 0.75 0.00 0.75 He··He+ in-phase

1 2.62 0.80 0.01 0.75 0.10 0.75 0.01 0.75 He··He+ out-of-phase

2 19.07 2.67 18.46 3.75 18.21 2.77 18.16 3.75 1s→ 2s quartet in-phase

3 19.78 0.85 18.65 0.75 18.62 0.98 18.32 0.75 1s→ 2s doublet1 in-phase

4 21.29 2.60 19.16 0.75 19.59 1.48 18.70 0.75 1s→ 2s doublet2 in-phase

5 21.71 2.73 20.77 3.74 20.38 2.94 20.28 3.75 1s→ 2s quartet out-of-phase

6 21.71 2.73 21.26 0.76 20.67 2.65 20.56 0.75 1s→ 2s doublet1 out-of-phase

7 21.79 0.77 21.38 3.75 20.67 2.65 20.67 3.75 1s→ 2px quartet in-phase

8 21.79 0.77 21.38 3.75 20.71 0.86 20.67 3.75 1s→ 2py quartet in-phase

9 22.03 1.15 21.41 0.75 20.71 0.86 20.69 0.75 1s→ 2px doublet1 in-phase

10 22.32 2.44 21.41 0.75 20.88 1.01 20.69 0.75 1s→ 2py doublet1 in-phase

11 22.52 0.76 21.47 0.75 21.23 2.75 20.72 0.75 1s→ 2px doublet2 in-phase

12 22.89 2.73 21.47 0.75 21.41 0.76 20.72 0.75 1s→ 2py doublet2 in-phase

13 22.89 2.73 21.90 0.75 21.85 2.68 20.97 0.75 1s→ 2s doublet2 out-of-phase

enables nearly spin-adapted states to be obtained from the MR-ALMOCIS calculation, as
illustrated in Sec. 3.3.

3.3 Application Examples

All calculations are performed with a development version of the Q-Chem 5.1 software
package. [106] The geometric direct minimization (GDM) [157] algorithm is employed to
converge the FragRO-SCF(MI) calculations. As in our previous works, [72, 73] a general-
ized Davidson algorithm is utilized to obtain the lowest-lying ALMO-CIS states from each
SCF(MI) reference. To reduce the computational cost, we only include NTO pairs whose
corresponding singular values are larger than 0.15 in the NOCI step.

3.3.1 He+
2

We first illustrate the MR-ALMOCIS scheme with He+
2 , a simple system with two degen-

erate open-shell reference states. To study the excited states originating from the 1s → 2s
and 1s→ 2p transition of a neutral helium atom coupled with a helium cation (in its ground
state, as the single electron is much more strongly bound than in neutral He), we included 26
basis states with Ms = 1

2
. The first 9 basis states include the ground state of He· · ·He+ (ob-
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Table 3.2: Excitation energies (in eV) and S2 by multiple methods for first 14 states of He+
2 at

10Å.

State
CIS MR-ALMOCIS EOM-EE-CCSD Full-CI

Character
∆E S2 ∆E S2 ∆E S2 ∆E S2

0 0.00 0.75 0.00 0.75 0.00 0.75 0.00 0.75 He··He+ in-phase

1 2.62 0.80 0.00 0.75 0.10 0.75 0.00 0.75 He··He+ out-of-phase

2 19.80 2.75 19.77 3.75 19.13 2.30 19.12 3.75 1s→ 2s quartet in-phase

3 20.21 1.75 19.78 0.75 19.15 2.19 19.13 0.75 1s→ 2s doublet1 in-phase

4 20.75 1.73 19.81 0.75 19.46 2.20 19.15 0.75 1s→ 2s doublet2 in-phase

5 21.06 0.76 19.82 3.75 19.92 0.75 19.16 3.75 1s→ 2s quartet out-of-phase

6 21.61 2.69 20.92 0.75 20.56 2.73 19.89 0.75 1s→ 2s doublet1 out-of-phase

7 21.72 0.93 21.10 0.75 20.63 0.81 19.95 0.75 1s→ 2s doublet2 out-of-phase

8 21.73 2.75 21.45 3.75 20.71 1.75 20.56 3.75 1s→ 2pz quartet in-phase

9 21.73 2.75 21.56 0.75 20.71 1.75 20.59 0.75 1s→ 2pz quartet in-phase

10 21.78 1.54 21.69 0.75 20.74 1.75 20.65 0.75 1s→ 2pz doublet1 in-phase

11 21.78 1.54 21.71 3.75 20.74 1.75 20.70 3.75 1s→ 2px doublet1 in-phase

12 21.80 2.61 21.71 3.75 20.74 2.72 20.70 3.75 1s→ 2py doublet2 in-phase

13 21.81 1.96 21.72 0.75 20.80 0.78 20.71 0.75 1s→ 2px doublet2 in-phase

tained from SCF(MI)), and 8 ALMO-CIS excited states (singlet and triplet of one 1s→ 2s
and three 1s→ 2p transitions on the neutral helium atom). The next 4 basis states account
for the high-spin triplets of 1s → 2s and 1s → 2p on the neutral helium atom [He(↑↑)]
coupled with a doublet helium cation in the opposite spin [He+(↓)]. Because either one of
the helium atoms can carry the positive charge, we can obtain another 13 states of the above
characters starting from the He+· · ·He reference.

In Table 3.1 and Table 3.2, we present the results for He-He distance of 4Å and 10Å and
compare MR-ALMOCIS with standard CIS, EOM-EE-CCSD and Full-CI. We will focus on
the lowest 14 states. All calculations employed a customized 6-311(2+)G basis, which in-
cludes two additional sets of diffuse functions to enable a better description of the Rydberg
states of He. The MR-ALMOCIS method gives the same state structure as Full-CI. The
ground and first low-lying excited state result from the coupling of two SCF(MI) references.
Then, we see 6 states originating from the 1s → 2s transition on the neutral helium atom.
Because of the excitonic coupling, the 6 states first split into two groups, corresponding to
in-phase and out-of-phase couplings, respectively. Within each group, the quartet and the
lower doublet state come from triplet excitation of He coupled with the doublet He+, and
the higher doublet state comes from singlet excitation of He coupled with He+. Similarly,
1s→ 2px, 1s→ 2py and 1s→ 2pz transitions on the neutral helium atom will also each result
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in 6 final states. We see pairs of states with the same excitation energies because of the degen-
eracy between 2px and 2py. At short distance, the in-phase band of 1s → 2px/y excitations
crosses with the out-of-phase 1s→ 2s excitations, as illustrated in Figure 3.2. According to
Tables 3.1 and 3.2, the standard CIS and EOM-EE-CCSD methods fail to produce the cor-
rect state structure and suffer from significant spin contamination. By including extra basis
states (high-spin triplet excitations on neutral helium) generated from SF-ALMO-CIS cal-
culations, the spin contamination issue is largely alleviated in MR-ALMOCIS, as indicated
by the S2 values that are close to Full-CI numbers (spin-pure).

It is also noteworthy that the split between the lowest two state is asymptotically cor-
rect with MR-ALMOCIS, i.e., at long distance, the two states are degenerate, as show in
Figure 3.1. This is enforced by the symmetry of MR-ALMOCIS wavefunctions. At long
distances, the excitonic coupling reduces to zero and the energies of MR-ALMOCIS states
are the same as those of ALMO-CIS basis states. The standard CIS method, however, gives
an unphysical excitation energy of 2.62 eV at 10Å) due to lack of orbital relaxation. EOM-
EE-CCSD is also unable to fully resolve this problem, giving an excitation energy of 0.1
eV at long distance. Overall, standard CIS overestimates the excitation energies compared
to Full-CI. MR-ALMOCIS makes a significant improvement over standard CIS, but is still
unable to outperform EOM-EE-CCSD in terms of accuracy for excitation energies. This sug-
gests that MR-ALMOCIS is able to capture static correlation through including basis states
from multiple references, while further development of the method is required to account for
dynamical correlation.
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Figure 3.1: PES of the lowest two states for He+
2 computed by MR-ALMOCIS. These two states

mostly come from the in-phase and out-of-phase coupling of two SCF(MI) references (He· · ·He+

and He+ · · ·He).
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Figure 3.2: PES of the states 3–14 for He+
2 computed by MR-ALMOCIS. Note that excitations

dominated by the same character are connected so the curves are allowed to cross with each other.

3.3.2 water-Mg2+

The next system we are looking at is the water-Mg2+ complex (see Fig. 3.3 for its struc-
ture). The Mg2+ is prone to accepting an electron from the water molecule. As a result,
this system has several low-lying charge-transfer states. The lowest two CT states can be
characterized as transitions from HOMO on water to Mg2+(3s), and HOMO-1 on water to
Mg2+(3s). Higher in energy than these CT states, one can find states that resemble local
excitations on the water molecule. We will be considering two such local excitations that
correspond to transitions from the non-bond orbital (HOMO) to LUMO and LUMO+1,
respectively. Both states have certain Rydberg characters. The relevant orbitals for these
local excitations are plotted in Fig. 3.4.

To describe these four excited states and the ground state, our MR-ALMOCIS calculation
includes 19 basis states from three reference SCF(MI) calculations. In the first reference, Mg
is constrained to carry the +2 charge and water is set to be neutral. We solve for the ground
state and six ALMO-CIS states that describe the local excitations on water. Next, given the
FragRO-SCF(MI) solutions for the H2O+··Mg+ configuration, we obtain the ground state
and 5 charge-transfer excited states. We use two references with opposite spin constraint
for the H2O+··Mg+ configuration to facilitate spin adaptation when solving for the final
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Figure 3.3: Illustration of water-Mg2+ system.

(a) water HOMO (b) water LUMO (c) water LUMO+1

Figure 3.4: Illustration of three most important molecular orbitals (calculated at the SCF(MI)
level) involved in the two local excitations in water-Mg2+. At 6 Å, the lowest local excitation on
water is dominated by a transition from the non-bond orbital (HOMO) to LUMO, while the second
lowest local excitation is dominated by the HOMO → LUMO+1 transition.

MR-ALMOCIS states. Note we have chosen the number of basis states to be larger than
the number of target final states in case that the lowest ALMO-CIS states are not the ones
that contribute the most to the lowest-lying MR-ALMOCIS states. In addition, a larger
variational space also allows for better accuracy.

In Fig. 3.5, we scan the distance between Mg2+ and the oxygen atom and plot the
potential energy curves for the five singlet states computed from MR-ALMOCIS. First we
look at the lowest two states: at short distance, the closed-shell configuration (H2O··Mg2+)
has lower energy than the CT configuration water+Mg+ (which can be viewed as a CT from
water’s HOMO to the 3s orbital of Mg2+). However, at large distance, these two states
switch character, with the CT state becoming the ground state of the complex. The third
state also has a charge-transfer character, which corresponds to the CT from H2O(HOMO-
1) to Mg2+(3s) at large distance. The two highest states obtained correspond to the local
HOMO→LUMO and HOMO→LUMO+1 excitations on water molecule at long distance.
These two states also switch character at around 2.2 Å. The excitation energy corresponding
to the HOMO→LUMO transition becomes pretty high in short range. A closer look at the
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Figure 3.5: PES for 5 singlet states of H2O· · ·Mg2+ computed by MR-ALMOCIS with the 6-
31G+(d) basis. The character of each state at long range are denoted in parentheses, while they
are allowed to change at shorter distances.

MR-ALMOCIS Hamiltonian reveals that this local excitation is strongly coupled with the
CT state from H2O(HOMO) to Mg2+(3s), resulting in the significant rise of its excitation
energy.

In Table 3.3 we compare the MR-ALMOCIS results with standard CIS and EOM-EE-
CCSD at 2 Å, 4 Å, and 6 Å separations (O··Mg). For each method, the energy corresponding
to the ground state of the closed-shell reference (H2O··Mg2+) is chosen to be the zero-energy
point. We compare the excitation energies of states with similar character, which may
not have the same state number in different methods. For example, both MR-ALMOCIS
and EOM-EE-CCSD predict that the H2O(HOMO)→Mg2+(3s) CT state is lower than the
closed-shell reference at 6 Å. As a general trend, CIS is inclined to overestimate excitation
energies of CT states and it does not predict the crossing between the ionic and the lowest CT
configurations within 6 Å. MR-ALMOCIS, on the other hand, usually gives lower excitation
energies for CT states yet higher excitation energies for local states compared to the results
of EOM-EE-CCSD.

3.3.3 TCNE-aromatic complexes

MR-ALMOCIS can also be employed to tackle charge-transfer excitations between or-
ganic molecules. Differing from the He+

2 case, these systems have a well-defined (i.e. non-
degenerate) ground reference state |DA〉, and the charge-transfer state |D+A−〉 is higher in
energy. Nonetheless, MR-ALMOCIS can potentially provide a better description for charge-
transfer excitations than standard CIS as the SCF(MI) preparation of |D+A−〉 can to some
extent account for the effect of orbital relaxation.

Here we use the aromatic-tetracyanoethylene (Ar-TCNE) complexes that were studied
by Stein et al. [127] as an illustrative example. The first excited state in these systems has
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Table 3.3: Excitation energies (in eV) for the water-Mg2+ complex at 2 Å, 4 Å, and 6 Å inter-
molecular separations calculated by CIS, MR-ALMOCIS (denoted as “MR”), and EOM-EE-CCSD
(denoted as “EOM”). All calculations are performed with the 6-31+G(d) basis. The excited
states are sorted based on their characters, and the state energies in each column can change
non-monotonically due to the crossing of states of different characters.

2 Å 4 Å 6 Å
Character

CIS MR EOM CIS MR EOM CIS MR EOM
0 0 0 0 0 0 0 0 0 H2O· · ·Mg2+ (gs)

8.51 6.20 7.08 2.97 0.28 1.33 1.60 -1.12 -0.08 H2O(HOMO) → Mg(3s)
11.85 10.05 10.37 5.06 2.82 3.77 3.59 1.28 2.24 H2O(HOMO-1) → Mg(3s)
17.54 15.19 15.94 9.97 10.29 8.72 9.32 9.65 8.77 H2O∗(HOMO→LUMO)· · ·Mg2+

14.01 14.34 13.35 11.83 11.98 11.77 11.35 11.52 9.82 H2O∗(HOMO→LUMO+1)· · ·Mg2+

Table 3.4: Excitation energies (in eV) for charge transfer from Ar to TCNE.

Benzene-TCNE Toluene-TCNE o-xylene-TCNE Naphthalene-TCNE

MR-ALMOCIS 3.13 2.84 2.57 2.25

CIS 4.58 4.29 4.06 3.49

TDA(ωB97X-D) 2.94 2.70 2.44 1.97

CIS(D) 3.39 3.04 2.76 2.26

Exp. [127] 3.59 3.36 3.15 2.60

Table 3.5: Excitation energies (in eV) for the lowest local-exciton state on the aromatic ring in
Ar-TCNE complexes.

Standard CIS MR-ALMOCIS

Benzene-TCNE 6.26 6.36

Toluene-TCNE 6.18 6.32

o-xylene-TCNE 6.15 6.27

Naphthalene-TCNE 5.35 5.58

a CT character, where the aromatic system serves as the electron donor and TCNE as the
acceptor. The results for the excitation energy of this state with the donor being benzene,
toluene, o-xylene and naphthalene are collected in Table 3.4. The geometries were taken
from Ref. 127 and all calculations were performed with the 6-31G(d) basis.

We compare the MR-ALMOCIS results with standard CIS, TDA (with the ωB97X-D
[158] functional), CIS(D), and also experimental results. All computational methods are
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able to reproduce the trend of decreasing excitation energies when the size of aromatic ring
increases or when a methyl group is attached to the aromatic ring. Standard CIS tends to
overestimate the excitation energies, yielding results that are roughly 0.9 eV higher than
the experimental values. On the other hand, TDA with the (untuned) ωB97X-D functional
significantly underestimates the excitation energies for the lowest CT state. MR-ALMOCIS
excitation energies lie in between the results of TDA/ωB97X-D and standard CIS and thus
are closer to the CIS(D) results (which serve as the theoretical reference here) than both:
the CT excitation energy given by MR-ALMOCIS is typically 0.2 eV lower than the result of
CIS(D), except for the naphthalene-TCNE system where excellent agreement between them
is achieved.

It should be noted that MR-ALMOCIS is also able to predict excited states of local
exciton (LE) character in these organic donor-acceptor systems, and the results should be
similar to standard CIS. Table 3.5 compares the first LE state on the aromatic ring calcu-
lated by standard CIS and MR-ALMOCIS: for each system, the excitation energy given by
MR-ALMOCIS is consistently 0.1–0.2 eV higher than that by standard CIS. This discrep-
ancy stems from the lowering of ground state in MR-ALMOCIS, as well as the inexactness of
ALMO-CIS (compared to full CIS) and NTO approximations. The ability of obtaining “ab-
solutely localized” excitonic states together with CT states makes MR-ALMOCIS a suitable
tool for studying the couplings between them, [159] which would be a useful future appli-
cation of this method as these couplings play an important role in photochemical processes
such as photo-induced electron transfer.

3.4 Conclusion

In this work, we extended the previously developed ALMO-CIS method to treat a class
of complexes with a multi-reference nature. The resulting scheme, MR-ALMOCIS, shows
several favorable features for a number of test systems. For He+

2 , MR-ALMOCIS signifi-
cantly improves the excitation energies over standard CIS and reduces the amount of spin
contamination compared to CIS and EOM-CCSD. It gives correct state structure (consis-
tent with Full-CI) and reproduces the degeneracy of the lowest two states at long range,
which even high-level method such as EOM-CCSD fails to produce. This should transfer
to more complex excimers with degenerate ground state. For water-Mg2+, MR-ALMOCIS
successfully predicts the crossing between the closed-shell reference and the lowest charge
transfer state. It also manages to describe several other charge-transfer excitations from
H2O to Mg2+. For the Ar-TCNE complexes, MR-ALMOCIS gives more accurate results for
the lowest CT state compared to conventional methods such as CIS or TDA.

We note that the current MR-ALMOCIS method still has several limitations that could
be possible directions of future work:

1. The multi-reference scheme only allowed us to capture static correlation. As a result,
MR-ALMOCIS still suffers from the error caused by lack of dynamical correlation and often
shows lower accuracy than methods such as CIS(D) and EOM-CCSD that are designed



CHAPTER 3. MULTIREFERENCE ALMO-CIS 53

to account for dynamic correlation. As a next step, one may consider including double
excitations in a perturbative way as done in CIS(D) or NOCI-MP2.

2. Choosing the reference and determining how many basis states to include in the
CI space requires knowledge of the systems, which makes the MR-ALMOCIS scheme not
entirely “black-box”. Further, the number of basis states required is often larger than the
number of states we target. Otherwise, we may not be able to get satisfactory results for
those high-lying states, as for the local excitation in water-Mg2+. These problems might be
addressed by solving for the MR-ALMOCIS wave-function directly, i.e. fully relaxing the
amplitudes starting from multiple references without constructing ALMO-CIS basis states
from each reference first.

3. Although we have adjusted the MR-ALMOCIS scheme to avoid missing important
spin configurations, the current scheme is still not strictly spin pure. For open-shell systems,
although each fragment is R or RO in the SCF(MI) solution, the overall SCF(MI) state is
an unrestricted wavefunction and an unrestricted ALMO-CIS calculation is performed on
top of it. Therefore, spin contamination can still occur, especially at short distances where
the ALMO-CIS amplitudes might be more severely spin-polarized (imagine the α and β
amplitudes on He when it is in close contact with a doublet He+). Following the idea of
ROCIS [160] and spin-adapted SF-CIS [161, 162] may help address the spin contamination
issue in this method.

4. As formulated here, MR-ALMOCI is restricted to describing excitations in molecular
clusters. Yet the issue of achieving balance in describing CT and local excitations also arises
in large molecules such as dyes with multiple interesting functional groups[163, 164]. It
will be interesting to consider extensions or alternations to MR-ALMOCIS to address such
problems.
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Chapter 4

Energy Decomposition Analysis for
Exciplexes

4.1 Introduction

Environment effects on ground states are the basis of solvation phenomena which are
well-known to strongly affect solute molecular properties and chemical reactivity. Since
electronically excited states involve less strongly bound electrons, often with much larger
polarizabilities, environment effects on such states will typically be larger as well as less
chemically intuitive than for ground states. One example is the study of the solvent ef-
fects on excitation energies, i.e., solvatochromism. Most dielectric continuum models[165–
167] and combined quantum mechanics and molecular mechanics (QM/MM) methods[168–
170] focus on the electrostatic effect (permanent and induced) of solvent on the solute
molecules. Other studies also pointed out that intermolecular Pauli repulsion is impor-
tant especially when the solute excited states are rather diffuse[171], and recently Kongsted
and co-workers addressed this problem by introducing an effective confinement of the solute
wavefunction[olsen2015polarizable, 172]. Anther interesting topic is the charge-transfer-
to-solvent (CTTS) spectra[38], a unique class of electronic spectra which are present in
dipolar (e.g., aqueous) solution of small inorganic anions such as halides, OH− and NO−3 .
These anions undergo ionization rather than excitation in their gas phase, but can form
stable excited states in solutions. There have been extensive experimental[39–41] and the-
oretical[42–47] studies on the CTTS spectra, and this phenomenon is often explained by
transfer of charges from anions to solution, where the delocalized electron is stabilized by
the surrounding solvent molecules.

Electrostatics, dispersion, and polarization (POL) are the three types of long-range forces
by which non-overlapping molecules interact[36]. In addition, Pauli repulsion, and charge
transfer (CT) are well-known repulsive and attractive forces between overlapping molecules.
However, the definition of all terms in the overlapping regime is inherently non-unique.
Energy decomposition analysis (EDA) decomposes the total interaction energy into sev-
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eral scalars corresponding to the aforementioned terms, thereby allowing an assessment of
their relative importance. Many EDA schemes have been proposed and used for study-
ing intermolecular interactions between molecules in their ground states, as discussed be-
low. However, there are very few reported EDA approaches for excited states. Recently,
Slipchenko et al. reported the hybrid QM/EFP (effective fragment potential) model[173–
175] for studying excited states in the presence of a solvent environment. Other approaches
aiming to construct the effective potential exerted by the environment as a combination of
several physically meaningful components, such as the frozen density embedding (FDE)
[wesolowski1993, wesolowski2015frozen, Neugebauer2005] and polarizable density
embedding (PDE) [olsen2015polarizable, reinholdt2017polarizable, 172] schemes, can
also be utilized to model solvatochromic shifts. The fragment molecular orbital (FMO)
method has also been extended to excited states[176] and used to distinguish the role of
POL and CT on examples of solvatochromism. Excited states of large clusters can also be
treated by ab initio implementations of the Frenkel-Davydov exciton model[177–179], which
uses a basis of monomer excitations, and reveals inter-monomer state mixings. These ap-
proaches all represent useful adaptations of numerical methods for interpretive purposes,
rather than a systematic effort to design an excited state EDA.

Among the EDA schemes designed for ground state interactions, two main categories are
symmetry-adapted perturbation theory (SAPT) [49–53] and variational approaches[54–70].
SAPT evaluates intermolecular interaction energies through a perturbative approach, and it
also provides a decomposition of the resulting energies into electrostatic, exchange-repulsion,
induction and dispersion terms. Recent SAPT advances include efficiency improvements us-
ing Kohn-Sham (KS)-DFT [180, 181] and efforts to separate POL and CT in the induction
term. [182–184] Variational EDA methods date back to the early Kitaura-Morokuma [54,
55] (for the Hartree-Fock (HF) theory) and Ziegler-Rauk [56, 57] (for the Xα method) ap-
proaches. Such methods partition intermolecular interaction energies by constructing con-
strained intermediate states whose energies are upper bounds to the true total energy.

The absolutely localized molecular orbital (ALMO)-EDA [68, 69] (and the closely re-
lated block-localized wavefunction (BLW)-EDA [63–65, 185]) is a more recent variational
EDA that separates the total interaction into contributions from frozen interactions (FRZ),
POL and CT. Its main feature is the use of two intermediate states: an antisymmetrized
Heitler-London wavefunction constructed from converged MOs of the monomers directly (for
the evaluation of FRZ), and a variationally optimized state whose associated AO-to-MO co-
efficient matrix is constrained to be fragment-block-diagonal (to separate POL and CT),
using the so-called “self-consistent field for molecular interactions” (SCF-MI) approach[99,
145, 186]. Recent improvements to the ALMO-EDA include the development of the frag-
ment electrical response function (FERF) model [187] that yields POL (and CT) energies
with a meaningful complete basis set (CBS) limit, and a decomposition of the frozen term
into contributions from permanent electrostatics, Pauli repulsion and dispersion [188]. These
advances define the second generation of the ALMO-EDA method. [70] Additionally a new
connection between ALMO-EDA energy contributions and experimental observables has
been achieved with the “adiabatic” ALMO-EDA[189] that optimizes the structure and eval-
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uates properties such as vibrational frequencies and dipole moments on each constrained
potential energy surface.

Some recent developments encourage us to formulate an EDA scheme based on AL-
MOs for intermolecular interactions involving excited states. The first is the development
of ALMO-CIS[102], a local variant of the configuration interaction singles (CIS) method[9,
10]. The ALMO-CIS wavefunction is constructed from superposition of on-fragment single
excitations, i.e., from a fragment-localized occupied orbital, we only allow excitations to
virtual orbitals that are tagged to the same fragment. ALMO-CIS excludes inter-fragment
charge transfer in a natural way and one can prove that it conserves fragment Mulliken
populations[71]. This suggests that the CT term can be defined as the difference between
excited state energies evaluated by ALMO-CIS and standard CIS, generalizing the ground
state CT which is the difference between converged SCF-MI and full SCF energies. The
second development is that the ALMO-EDA has been recently extended from SCF wave-
functions to post-SCF methods at the MP2 level[101, 190]. In MP2-ALMO-EDA, the MP2
correlation energy is separated into contributions from four components: FRZ, POL, CT
and dispersion, and the first three are then added to their counterparts in the Hartree-Fock
ALMO-EDA. Here we may follow a similar procedure to formulate a CIS-based EDA, as the
CIS wavefunction is generated from the HF wavefunction, and the CIS excited state energy
can be expressed as a sum of the ground state (HF) energy and the excitation energy.

In this work, we present a new EDA scheme for the study of intermolecular interaction
involving excited molecules based on CIS (or linear response theory for single excitations,
to be more general, including time-dependent density functional theory (TDDFT)[9, 31–33],
particularly in the Tamm-Dancoff approximation (TDA)[34]). We focus our methodology
development on cases where the excitation can be assigned to a single molecule within a
complex, as is appropriate for solvatochromism, for example. The remainder of the paper
is organized as follows: in Sec. 5.2, we outline the theory for this new ALMO-EDA scheme.
We then present a series of case studies in Sec. 4.3. Some limitations of the method are
discussed in Sec. 4.4 including types of systems where the current scheme could fail.

4.2 Theory

The EDA presented here uses linear response theory for single substitutions to treat the
excited state. In this section, we present the approach as generally as possible, using CIS in
one or two specific places where it is necessary to illustrate the formalism. Thus the general
expressions below may be specialized to the CIS case by identifying ground state energies as
Hartree-Fock, E = EHF, unconstrained excited state energies as CIS, E∗ = E∗CIS, and ALMO
ground and excited states as ALMO-HF and ALMO-CIS respectively. The EDA scheme is
readily extensible to TDDFT in the TDA approximation (and we have implemented the
method for this latter case also). Since nonorthogonal orbitals are used at the frozen and
polarized level, we occasionally need to employ tensor notation, where subscripts imply
covariant quantities (like orbitals or matrix elements), and superscripts imply contravariant
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quantities such as excitation amplitudes[104].
The interaction energy associated with an excited cluster is defined as the difference

between the excited supersystem energy, E∗, and the corresponding sum of fragment energies,
E∗frag, with a counterpoise correction for basis set superposition error (BSSE):

∆E?
INT = E∗ − E∗frag + ∆E∗BSSE (4.1)

To define E∗frag, we assume that one of the fragments (labeled as fragment 1) has an excitation
energy lower than the other fragments, as might be the case for a solute embedded in a solvent
cluster. In that way, E∗frag is the sum of isolated fragment energies, with fragment 1 excited
and the rest remaining in the ground state:

E∗frag = E∗1 +
∑
J>1

EJ (4.2)

Since E∗ = E+ω and E∗frag =
∑
J EJ+ω1 (ω1 is the excitation energy of the isolated fragment

F1), we can separate the contribution from ground state and excitation energy as:

∆E∗INT = ∆EINT + ∆ωINT (4.3)

where ∆EINT = E −∑J EJ is the ground state interaction energy and ∆ωINT = ω − ω1.
We note that there are different choices for the geometries of the isolated fragments as

well as the complex. Using optimized ground state geometries for both fragment and complex
is appropriate for a vertical excitation as a model of absorption spectra. On the other hand,
geometries optimized for excited states (E∗ for the complex, E∗1 for isolated fragment F1)
are also required for studying emission spectra. We shall confine ourselves to the absorption
case here.

First we briefly recapitulate the decomposition of the ground state interaction energy
∆EINT. Given a fixed geometry of a complex, the first-generation ground state ALMO-
EDA[68] decomposes the ground state interaction energy (∆E) into frozen (FRZ), polariza-
tion (POL) and charge transfer (CT) contributions:

∆EINT = ∆EFRZ + ∆EPOL + ∆ECT (4.4)

The separation of these three terms is achieved by defining the frozen and polarized in-
termediate states. The frozen MO coefficient matrix is constructed by concatenating the
isolated fragment MOs, and the energy of the frozen state (EFRZ) is computed using the
associated one-particle density matrix. At the polarized level, the MOs are relaxed subject
to the constraint that the MO coefficient matrix is fragment-block-diagonal, i.e., the MOs
are “absolutely localized”. [68, 145] The energy lowering relative to the frozen state defines
the polarization energy (∆EPOL). Finally, an unconstrained SCF calculation is performed
for the whole system, yielding the fully relaxed ground state energy denoted as E. The
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ground state FRZ, POL and CT terms are thus defined as:

∆EFRZ = EFRZ −
∑
J

EJ (4.5)

∆EPOL = EPOL − EFRZ (4.6)

∆ECT = E − EPOL + ∆EBSSE (4.7)

In the excited state EDA, we want to define the frozen and polarized wavefunctions for
the excited system (and their associated energies E∗FRZ and E∗POL) so that the excited state
interaction energy (E∗) can be decomposed into the same three terms as in the ground state
EDA.

∆E∗INT = ∆E∗FRZ + ∆E∗POL + ∆E∗CT (4.8)

For the reasons discussed in the introduction, we use the ALMO-CIS wavefunction (or its
TDDFT or TDDFT/TDA analog as appropriate) to describe the polarized excited system,
whose energy is labeled as E∗POL. The CT contribution to the excited state interaction energy
is then accounted for by the difference between the unconstrained and polarized excited state
energies (with basis set superposition error correction included also).

∆E∗CT = E∗ − E∗POL + ∆E∗BSSE (4.9)

Recalling that in the ground state ALMO-EDA, ∆ECT = E−EPOL + ∆EBSSE, the CT term
can also be rewritten as:

∆E∗CT = ∆ECT + ∆ωCT (4.10)

where ∆ωCT = ω − ωPOL + ∆E∗BSSE −∆EBSSE.
Next, at the frozen level, we want to freeze both the orbitals and the excitation ampli-

tudes. Then we calculate the frozen excitation energy using the isolated fragment amplitudes
t1. The effect of other fragments enter only through the frozen Fock matrix. Specializing to
CIS, we obtain:

ωFRZ =
∑

i,a,j,b∈F1

(FabSijt
ia
1 t

jb
1 − FijSabtia1 t

jb
1 )

+
∑

i,a,j,b∈F1

〈ψiψb||ψaψj〉tia1 t
jb
1

+ 2
∑

i,a∈F1

Fiaz
ia
1 (4.11)

The form of the first two terms in the above equation are the same as the non-orthogonal CIS
energy with isolated fragment amplitudes, t1. The last term, which involves the occupied-
virtual block of the relaxed density of the isolated fragment (z1), is a correction term that
is necessary to obtain the correct electrostatics in the non-overlapping regime[101]. To
understand this latter term, one should notice that at long distance, the frozen term is
dominated by electrostatics and we expect:

∂ωFRZ

∂E
= µ1

CIS (4.12)
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Differentiating the first two terms in eq. 5.7 gives Tr(µP1), where µ is the dipole matrix in
the AO basis, and P1 is the unrelaxed CIS difference density of fragment 1:

P ab
1 = Sijt

ia
1 t

jb
1 (4.13)

P ij
1 = −Sabtia1 t

jb
1

Only when the last term is present, the correct dipole moment, which is evaluated as Tr(µP̃1)
using the relaxed density, P̃1, can be recovered. The same issue arose in the MP2-ALMO-
EDA, where an additional term is also needed for the frozen energy (see ref. 101 for further
discussion). Even so, there remains some ambiguity in the overlapping regime, which we
now resolve. When the fragments overlap, we force the virtual space to be orthogonal to the
occupied space so as to make the excitation well defined. Moreover, we reorthogonalize the
virtual orbitals within fragments so that in this projected-then-reorthogonalized basis, the
fragment excited states remain properly orthogonal to each other.

The frozen and polarization interaction of the excited system is defined as:

∆E∗FRZ = ∆EFRZ + ωFRZ − ω1

= ∆EFRZ + ∆ωFRZ (4.14)

∆E∗POL = ∆EPOL + ωPOL − ωFRZ

= ∆EPOL + ∆ωPOL (4.15)

So far, we have defined the three terms in the EDA for excited states and shown that all
these terms can be split into a contribution from the ground state (∆E, obtained by the
ground state ALMO-EDA) as well as corrections arising from the excitation energies (∆ω).
This is because with the linear response theory, the wavefunction at each level of EDA uses
their ground state counterpart as a reference.

The decomposition of ∆E∗ tells us the components of interaction between excited and
unexcited fragments, while the decomposition of ∆ω is useful to interpret phenomena such
as solvatochromic shifts. There is no definite sign for the ∆ω′s. For example, the sign of
∆ωPOL can depend on whether polarization in the excited state is more or less favorable than
in the ground state. Since ALMO-CIS and standard CIS use different molecular orbitals, the
intra-fragment restriction on excitation amplitudes made in ALMO-CIS does not make the
ALMO-CIS excitation energy an upper bound to full CIS, which means ∆ωCT can sometimes
be positive. Also, there is no guarantee for the relative magnitude of ∆ω and ∆E, implying
that in extreme cases ∆E∗POL and ∆E∗CT can also be positive (which appears unintuitive).
This possibility stems from the fact that the excited state is not treated in an equal manner
as the ground state, as linear response theory is utilized to evaluate the excitation energies,
which uses the ground state wavefunction as the reference.

The frozen interaction can be further decomposed. One simple scheme is to define the
electrostatic term as the Coulomb interaction between charge distributions of isolated frag-
ments (the “quasi-classical” definition of electrostatics):

∆E∗CLS ELEC =
∑
I<J

∫∫
dr1dr2ρ

tot
I (r1)r−1

12 ρ
tot
J (r2) (4.16)
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where ρtotI (r) = ρeleI (r) + ρnucI (r) is the sum of nuclear and electronic densities of an isolated
fragment. We use the relaxed CIS state density for the excited fragment and HF density for
the rest (or the appropriate DFT analogs).

The Pauli term is then defined as the remainder of the frozen energy:

∆E∗PAULI = ∆E∗FRZ −∆E∗CLS ELEC (4.17)

We note that the Pauli term defined in this way is contaminated by dispersion if TDDFT or
TDA is used, especially when employing dispersion-corrected functionals. It has been shown
that for the ground state, this could lead to a negative Pauli term in the long range, which is
deemed unphysical. A more rigorous method has been proposed by Horn et al. to decompose
the ground state interaction energy into electrostatic, Pauli and dispersion terms[188]. This
could potentially be generalized to excited states cases in the future.

4.3 Applications examples

The excited state ALMO-EDA has been implemented in a development version of the
Q-Chem electronic structure program[106]. As tests of our EDA scheme, we apply it to
five diverse systems: (a) water-charge interaction, (b) neon-helium and helium dimers, (c)
formamide-water dimer, (d) pyridine/pyrimidine-water, and (e) halide-water. For systems
(a), (c) and (e), the geometries are optimized with MP2[16] and the 6-311++G(2d,2p) basis
set[191, 192], and EDAs are performed at the CIS/aug-cc-pVTZ[193, 194] level. For system
(b), we also use MP2 for geometry optimization and CIS for EDA, but a modified 6-311(2+)G
basis set is employed for the calculations for a better description of the Rydberg States.
System (d) uses geometries provided by the supporting information of a related study[195],
and the EDA is based on TDDFT with the Tamm-Dancoff approximation (TDA)[34] at the
ωB97X-D[158]/6-311++G(d,p)[191] level of theory. Counterpoise corrections for BSSE are
applied to all the EDA calculations.

4.3.1 Water-charge

The lowest singlet excited state of water is 11B1, with primarily valence character[196].
We investigate its interaction with a +1 point charge placed on the bisector of the HOH
angle (on the oxygen side, as shown in Figure 4.1). This system is equivalent to H3O+, with
one variable OH distance, and two fixed distances. Since there is only one fragment involved,
the ALMOs are the canonical MOs and ALMO-CIS is equivalent to full CIS. This means
that the charge transfer term is zero by definition. To obtain the frozen and polarization
terms, we need to compute (1) ω1: the excitation energy of water in the absence of the point
charge; (2) ωFRZ: as defined in eq. 5.7, where the amplitudes are frozen and the perturbation
enters through the Fock matrix; (3) ωPOL: obtained from a full CIS calculation on water in
the presence of the charge.
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R

+Q

Figure 4.1: Water molecule interacting with a point +1 charge. R is the distance between the
center of nuclear charges of water and the point charge.

ω1
ωFRZ
ωPOL/ω

ex
ci

ta
tio

n 
en

er
gy

(e
V)

8

10

12

14

distance (Å)
1 2 3 4 5 6

FRZ
POL
INT

Δ
ω

(e
V)

−2

0

2

4

distance (Å)
1 2 3 4 5 6

 ΔωFRZ in long range, ~ R-1.9758

-ΔωPOL in long range, ~ R-3.8954

Δ
ω

(e
V)

10−4

10−3

10−2

10−1

distance (Å)
10 100

(a) (b) (c)

Figure 4.2: (a) Excitation energy of water in the presence of a +1 charge at the isolated fragment
(ω1), frozen (ωFRZ), and polarized (ωPOL) levels. (b) Decomposition of the shifts in excitation
energy: the sum of the FRZ and POL contributions gives the total shift (“INT”) due to the
presence of +1 charge. (c) Plots of ∆ωFRZ and ∆ωPOL vs. R at long range, on a logarithmic scale.

We scan the distance between water (using the center of nuclear charges) and the point
charge to obtain potential energy curves for each level of excitation energies (Figure 4.2(a)),
and the distance dependence of ∆ωFRZ, ∆ωPOL and ∆ωINT (Figure 4.2(b)). A necessary
condition for our EDA scheme to be legitimate is that the frozen and polarization terms
must have the correct long-range behavior. Since there is no Pauli repulsion in this case,
we expect to see that the frozen term decays as R−2, which is the correct behavior of a
permanent charge-dipole interaction. The polarization term, on the other hand, should have
an R−4 distance dependence, which is the character of a charge-induced dipole interaction.
As shown in Figure 4.2 (c), for the data points beyond 10 Å, the plots of log(∆ωFRZ) and
log(−∆ωPOL) vs. logR have slopes -1.98 and -3.90, respectively, which are each quite close
to the expected values.

In the short range, the repulsive frozen (electrostatic) term is simply a consequence
of the sign-flipping of the water dipole upon excitation. The short-range behavior of the
polarization term is more complicated as it is not monotonic. To understand the polarization
behavior, we look at how water’s ground and excited state dipole moments vary when a +1
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Figure 4.3: Values of the ground and first excited state dipole moments of water varying with its
distance from the +1 charge. When the point charge is absent, µ(∞) = −1.98 D, µ∗(∞) = 1.51 D.

point charge is approaching (Figure 4.3). In the long range, the dipole moments of the
ground and excited states have opposite signs. Nonetheless, the positive charge always pulls
electron density towards itself, and the induction effect is substantially stronger in the more
polarizable excited state. Therefore, at short distances (R < 4.5 Å), the excited state dipole
moment becomes even more negative than that of the ground state.

These facts are also reflected in the contour plots of electron densities (Figure 4.4), from
which we can see that at both 2.8 Å and 5.0 Å, the electrons move towards the charge and the
changes in excited state densities are more substantial. The difference density ∆ρ = ρ∗ − ρ
has different patterns at 2.8 Å and 5.0 Å, which is consistent with the relative magnitude of
dipole moments for ground and excited states. When the distance becomes smaller than 3 Å,
the excited state dipole increases again. This is most likely because now the point charge
penetrates the electron density of water and only part of its polarizing effect contributes to
the decrease of the dipole moment. This does not happen to the ground state until R is close
to 1 Å since the ground state electron density is less diffuse than that of the excited state.

4.3.2 Neon-helium dimer, clusters and helium dimer

The first singlet excited state of Ne is a 2p→3s Rydberg state, at 18.4 eV, whereas the
lowest singlet excited state of He (1s→2s) is much higher (21.1 eV). Therefore the lowest
singlet excitation of the Ne-He dimer is expected to be Ne(2p→3s) perturbed by the presence
of helium. The Ne-He distance is scanned from 1 Å to 6 Å. The excitation energy is found to
be blue-shifted for distances between 1.9 Å and 4.3 Å, which is mainly due to Pauli repulsion
(see Figure 4.5(b)). As the Rydberg excited state is far more diffuse than the ground state,
we expect greater Pauli repulsion at long distances for the excited state because of the
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Figure 4.4: Electron density difference (EDD) contours showing changes upon the excitation from
the ground to first excited state of water in the presence of a +1 point charge located at R = (a)
2.8 Å and (b) 5 Å. In each row, the first and second panels exhibit the polarization effect due to
the +1 point charge, and the third panel shows the difference between the ground and excited state
densities. Values plotted are integrated to the molecular plane (∆ρ(x, y) =

∫
dz∆ρ(x, y, z)), and

the contours are evenly spaced at 0.1e−/Å3 with positive ones solid and negative ones dashed. The
black dots indicate the positions of water’s nuclei.

increased overlap between electronic density of helium and neon.
From Figure 4.5(b), it is interesting to see that the Pauli term begins to drop when the

distance becomes smaller, and the excitation energy (Figure 4.5(a)) exhibits a red shift for
small enough distances. At small distances, the ground state is also subject to significant
Pauli repulsion, so that the difference between excited and ground state becomes less promi-
nent. From Figure 4.5(b), we also see that polarization is significantly more favorable for the
excited state (i.e. the Rydberg excited state is far more polarizable than the ground state).
CT is also slightly more favorable in the excited state for distances smaller than 4.4 Å.

The spectra of small helium clusters have been studied experimentally[77–79] and the-
oretically[71, 80, 102]. By examining the eigenstates, it has been shown that the red-edge
states mainly come from surface excitations, while the blue-edge states have predominantly
bulk character. To explore the origin of this effect with a model system, we perform an EDA
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Figure 4.5: EDA results for the Ne-He dimer (in eV): (a) Excitation energies evaluated at different
EDA levels; (b), (c), (d): Decomposition of the shifts in excitation energies (∆ω), ground state
interaction energies (∆E), and first excited state interaction energies (∆E∗), respectively.

on the excitation energies of NeHeN clusters, with one neon atom placed at the center and
varying numbers of helium atoms around (see Figure 4.6 for configurations). Every single
atom is treated as an individual fragment in these calculations. As shown in Figure 4.7,
the blue shift of excitation energy comes from the Pauli repulsion term (the other terms
are all negative). This is the main reason for a bulk state to be more blue-shifted than
a surface state. In addition, the Pauli repulsion is roughly proportional to the number of
helium atoms when N goes from 1 to 6. However, adding a second layer of 8 helium atoms
(N = 14) barely charges the EDA result, as the interaction between the central neon and
the second layer of helium atoms is very weak (the Pauli term decays exponentially with
intermolecular distance).

Finally, with some caution, we can also investigate the interaction between two helium
atoms. As the two fragments are now identical, the excitation can reside on either helium
when the fragments are isolated, so there are two degenerate reference states with excitation
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Figure 4.6: Structures of the NeHeN clusters, where N = 1, 2 (linear), 4 (square), 6 (octahedron),
14 (face-centered cubic). The distances between the center neon and the first layer of helium atoms
are 3.43 Å, which comes from a ground state geometry optimization of the Ne-He dimer at the
MP2/6-311(2+)G level.
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Figure 4.7: Decomposition of the shifts in Ne’s 2p→3s excitation energy (in eV) in NeHeN with
varying numbers of helium atoms.

energy ω0. We can use either as the reference, in the current EDA scheme, and they will
yield degenerate frozen energies also. Note that one could break the degeneracy at the frozen
level through the configuration interaction between these degenerate references (excitons).
The effect of this “excitonic splitting” will be discussed in a future publication, but for now,
it is included in the polarization term.

Keeping that in mind, we examine the potential energy curves for the helium dimer.
The decomposition of excitation energies resembles the neon-helium system, but He-He has
stronger polarization (more negative) and weaker Pauli repulsion (less positive), such that
that the excitation energy is less blue-shifted at∼ 3 Å and more red-shifted at small distances
(Figures 4.8(a) and 4.8(b)). The interaction in the ground state is also less unfavorable for
the helium dimer (Figure 4.8(c)). As a result of all these factors, the excited helium dimer
is bound at small distances (Figure 4.8(d)), while the interaction between an excited neon
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Figure 4.8: EDA results for the helium dimer (in eV): (a) Excitation energies evaluated at different
EDA levels; (b), (c), (d): Decomposition of the shifts in excitation energies (∆ω), ground state
interaction energies (∆E), and first excited state interaction energies (∆E∗), respectively.

atom and a ground state helium atom is always unbound (Figure 4.5(d)). We also remind
the reader that dispersion interactions are neglected in CIS theory: they would provide a
small amount of additional binding in all states.

4.3.3 Formamide-water

Formamide is the simplest molecule that contains peptide linkage. The first excited state
of formamide is known as an n→π∗ excitation[197]. Experimental studies have shown that in
aqueous solutions, the n→π∗ transition is blue-shifted by 0.27 eV compared to the gas phase
result[198, 199]. Gordon and co-workers performed a theoretical study using CIS on the
formamide-water complexes with 1–3 water molecules and observed blue-shifted excitation
energies in all calculations[200]. With one water, they identified two possible configurations
with different hydrogen-bond structures (shown in Figure 4.9), where the (a) configuration
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(a) (b)

Figure 4.9: Two configurations of the formamide-water complex. The geometries are optimized
with MP2/6-311++G(2d,2p), as in Ref. 200. The ground and excited state dipole moments of
formamide are indicated by blue and brown arrows, respectively, and the dipole moments of water
are shown by purple arrows.

Table 4.1: EDA results for the formamide-water complex (in eV), including the decomposition of
interaction energies in the ground state (∆E) and the n→π∗ excited state (∆E∗), as well as the
shifts in excitation energies (∆ω).

(a) (b)

FRZ (ELEC/PAULI) POL CT INT FRZ (ELEC/PAULI) POL CT INT

∆E -0.068 -0.758/0.691 -0.154 -0.085 -0.306 -0.087 -0.338/0.251 -0.056 -0.029 -0.172

∆E∗ 0.470 -0.353/0.823 -0.108 -0.318 0.045 -0.040 -0.297/0.257 -0.054 -0.036 -0.130

∆ω 0.538 0.406/0.133 0.046 -0.233 0.351 0.047 0.041/0.006 0.002 -0.007 0.042

is lower in energy and has a larger blue shift than (b).
Our EDA results in Table 4.1 indicate that the main reason for the blue shifts in both

configurations is the frozen interaction, where electrostatics and Pauli repulsion both favor
the ground state. It is reasonable that the excited state is subject to stronger Pauli repulsion,
as the electronic density is typically more diffuse after excitation. The electrostatic interac-
tion is less favorable in the excited state because when the lone pair electron is promoted
to the empty π∗ orbital, the carbonyl oxygen is not as negatively charged as in the ground
state. To better understand the change in electrostatics, we first look at the dipole mo-
ments of water and formamide. In Figure 4.9, we can see that the direction of formamide’s
dipole moment barely changes after excitation, while its magnitude is significantly reduced.
This could result in a less favorable dipole-dipole interaction in the excited state for both
configurations.

However, further investigation shows that only looking at the dipole-dipole interaction is
probably not enough. In Table 4.2, we report the electrostatic interaction energies calculated



CHAPTER 4. ENERGY DECOMPOSITION ANALYSIS FOR EXCIPLEXES 68

Table 4.2: Comparison between the classical electrostatic terms given by our EDA scheme and
results of multipole expansion (up to quadrupole moments) for the formamide-water system (with
configurations (a) and (b) shown in Figure 4.9). “d” in subscripts represents dipoles and “q” is for
quadrupoles. The energies are reported in eV.

(a) (b)

distance (Å) ∆EELEC ∆Edd ∆Edd+dq+qq distance (Å) ∆EELEC ∆Edd ∆Edd+dq+qq

ground state
2.7 -0.758 -0.240 -0.219 4.2 -0.338 -0.118 -0.154

10.1 -0.005 -0.004 -0.005 10.2 -0.010 -0.009 -0.010

excited state
2.8 -0.353 -0.098 0.002 4.0 -0.296 -0.067 -0.107

10.3 -0.002 -0.002 -0.002 10.0 -0.006 -0.004 -0.005

with a multipole expansion. When we pull the two fragments apart, making the distance be-
tween the charge centers of water and formamide ∼ 10 Å, the Coulomb interaction evaluated
by multipole expansion, truncated at the quadrupole-quadrupole level, recovers the classical
electrostatics pretty well. However, at the equilibrium distance in (a) and (b), the multipole
expansion energy is a very poor approximation to the classical electrostatic term. This fact
suggests that at short distance, there is a non-negligible charge penetration effect due to
the overlap of monomer densities, which makes the electrostatic interaction more favorable.
Only at long distance, can one safely employ the multipole interaction picture to interpret
electrostatics.

Gordon et al. used the relative orbital energies of HOMO and LUMO to explain the origin
of the blue shift[200]. Here, in Table 4.3, we report the orbital energies of the dominant pair
of natural transition orbitals (NTOs) (evaluated as 〈ψNTO|F̂ |ψNTO〉). The orbital energies
of both occupied and virtual NTOs in configuration (a) are red-shifted from monomer to
complex, and the occupied has a larger shift so the orbital energy difference is enlarged,
which agrees with the picture discussed in Gordon’s work. However, for the configuration
(b), although we also observe the blue shifts in both occupied and virtual NTO energies, the
orbital energy difference is red-shifted, which is opposed to the shift in the excitation energy.
Moreover, the orbital energy difference of the NTO pairs is around 17 eV, which is much
larger than the excitation energies (∼6.5 eV). On the other hand, we can consider looking
at the excitation energy of a singly excited wavefunction Ψs where the transition takes place
between the dominant NTO pair: ωs = 〈Ψs|Ĥ|Ψs〉 − EHF . We find that ωs recovers the
CIS excitation energy ω quite well, and has the correct blue-shifting behavior for both (a)
and (b) configurations. This indicates that the excitation can be well described by a single
orbital transition, but, in this case, the orbital energy difference is a poor approximation to
the CIS excitation energy.

Finally, it is interesting to note that CT is more favorable for the excited state in configu-
ration (a), i.e. ∆ωCT < 0. This seems to be counterintuitive, as in (a), the n→π∗ excitation
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Table 4.3: NTO analysis for the formamide-water complex. The orbital energies of the dominant
occupied-virtual NTO pair for the n→π∗ excitation and the gap between them (∆ε) are reported,
as well as the excitation energies estimated using the dominant natural transition (ωs).

(a) (b)

ε
(occ)
NTO (a.u.) ε

(virt)
NTO (a.u.) ∆ε (eV) ωs (eV) ω (eV) ε

(occ)
NTO (a.u.) ε

(virt)
NTO (a.u.) ∆ε (eV) ωs (eV) ω (eV)

monomer -0.437 0.187 16.992 6.537 6.448 -0.438 0.188 17.049 6.585 6.493

complex -0.450 0.180 17.131 6.899 6.799 -0.422 0.203 17.002 6.629 6.536

renders the carbonyl oxygen less negatively charged, so one would expect weaker charge
transfer than in the ground state. However, it may be problematic to relate the magnitude
of CT energy lowering to the net charge flow between fragments. In some symmetric systems
such as He2, although there is no net charge transfer in both ground and excited states, CIS
has lower excitation energy than ALMO-CIS, which is a result of allowing CT from the
occupied orbitals of one fragment to the virtuals of the other. From another perspective,
the CT energy lowering in the ground state comes from removing the constraints on MOs
(MOs no longer have to be block-diagonal), while in the excited state, both MOs and CIS
amplitudes are relaxed (the amplitude corresponding to interfragment excitations can be
non-zero). The additional variational degree of freedom in the CIS wavefunction is the main
reason for CT usually causing a red shift in excitation energy.

4.3.4 Pyridine-water and pyrimidine-water

Hydrogen bonds between heteroaromatic rings such as pyridine and diazines and water
are of great interest because of their roles in biological systems[201–203]. Typical geometric
configurations include a linear hydrogen bond configuration and an “on-top” configuration
where H2O interacts with the π system (see Figure. 4.10 for illustration of these two con-
figurations). A previous study[195] showed that the linear structure is more stable in the
ground state of both pyridine and diazines. However, for the excited state, pyridine is more
stable with the on-top structure while the linear one is still preferred for pyridazine and
pyrimidine. In order to gain more insight into this interesting fact, we perform EDA with
the ωB97X-D functional on the pyridine-water and pyrimidine-water complexes, using the
geometries given in the supporting information of Ref. 195, which are optimized for the first
excited state (n→π∗) at the TDDFT ωB97X-D/6-311++G(d,p) level of theory. All data
are collected in Table B.1. The results of EDA with CIS, using the same geometries are also
presented in the supporting information (Table S1) for comparison.

Our results show that upon excitation, the interaction between pyridine/pyrimidine and
water becomes weaker in the linear structure but stronger in the top structure. Further
decomposition shows that this is mainly an electrostatic effect. This is reasonable since we
can imagine that during an n→π∗ excitation, the electronic density of nitrogen’s lone pair
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linear on-top

Figure 4.10: The linear and on-top configuration for the pyridine-water complexes.

pyridine pyrimidine

Figure 4.11: The dominant occupied NTOs for the n→π∗ excited states of the pyridine- and
pyrimidine-water complexes in linear configuration.

will move towards the π system, which weakens the hydrogen bond in the linear structure
but strengthens the interaction between water and the heteroaromatic ring in the on-top
configuration. For pyrimidine, the linear structure is much more stable than the on-top
one in the ground state (0.3184 eV vs. 0.1455 eV for the binding energy), so the above-
mentioned effect does not reverse the order of stability for these two configurations in their
excited states. However, in the excited state of pyridine, the on-top configuration becomes
more favorable. All these are consistent with the findings in Ref. 195.

It is also interesting that for the linear structures, CT results in a much smaller energy
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lowering in pyridine than in pyrimidine, for both ground and excited states. A closer look
at the optimal geometries of these exciplexes can help us understand why. For pyrimidine-
water, the N–H–O angle is 161◦, while for pyridine-water this angle is much smaller (113◦).
An N–H–O angle that is far away from 180◦ indicates that the hydrogen bond is likely broken
in pyridine-water’s excited state. For pyrimidine, however, the non-bonding orbitals on both
nitrogen atoms can contribute to the n→π∗ transition, so the linearity of the hydrogen bond is
less affected. The dominant occupied NTOs for the n→π∗ excited states of both pyridine and
pyrimidine (shown in Figure 4.11) support this assumption, as the non-H-bonded nitrogen
atom in pyrimidine is significantly involved in forming the occupied NTO. As a further
investigation, we also perform EDAs on the linear structures optimized in the ground state.
The resulting structures show typical hydrogen-bonding characters, as the N–H–O angles
are 163◦ and 153◦ for pyridine and pyrimidine, respectively. With these structures, the
energy lowering due to CT for these two complexes becomes more comparable, as shown in
Table B.1.

4.3.5 Halide-water

The final system is a challenging example for our current EDA scheme. Halide anions
have bound excited states in solution but not in gas phase, which is due to the charge
transfer to solvent (CTTS) effect that stabilizes the promoted electron. There have been
various studies on the excited states of small halide-water clusters X−(H2O)N , and the role
of CTTS has been discussed[42–47]. Kim et al.[47] reported TDDFT and CIS excitation
energies for X = F, Cl, Br, I and N = 1–4. They observed a blue shift in excitation energies
when N increases. By examining the amount of charge transfer upon excitation (measured
as the change in Mulliken population on X−), they also pointed out that the CTTS effect is
minimal for F− but significant for Cl−, Br− and I−.

We obtained geometries of F−(H2O)N and Cl−(H2O)N with N = 1–4, which are similar
to the ones Kim et al. used in their studies (see Figure 4.12). Starting from the simplest
N = 1 case, we first look at the attachment and detachment density at the ALMO-CIS and
CIS level (Figure 4.13). For F−(H2O), the excitation is mainly located on water. The main
difference between ALMO-CIS and CIS is that the CIS detachment density has some small
values on F−. These are consistent with the conclusion in Ref. 47 that charge transfer in
F−(H2O)N is small. For Cl−(H2O), the detachment density looks similar in ALMO-CIS and
CIS. However, when CT is allowed, the attachment density migrates from the vicinity of
Cl− to that of water. Based on the different character of excited states in F−(H2O)N and
Cl−(H2O)N , we made different choices for the fragment to excite at the isolated fragment
level. For F−(H2O)N , the waters are excited, which means ω1 is the excitation energy of
the water cluster evaluated in isolation (note: in our calculations for halide-water clusters,
all the water molecules are treated as one single fragment). For Cl−(H2O)N , the reference
contains excited Cl− and ground state waters. However, as Cl− has no bound excited state,
we take its ionization energy estimated by the HOMO energy of Cl− as ω1, which would be
the “excitation energy” of a CIS calculation with the virtual being a free electron. To avoid
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Table 4.4: EDA results for the pyridine- and pyrimidine-water complexes using the ωB97X-D
functional. Presented data (in eV) include the decomposition of interaction energies in the ground
state (∆E) and the n→π∗ excited state (∆E∗), as well as the shifts in excitation energies (∆ω).
“gs” denotes that geometries optimized in the ground state are used.

pyridine-water

FRZ (ELEC/PAULI) POL CT INT

linear(n→π∗)
∆E -0.140 -0.204/0.064 -0.024 -0.020 -0.184

∆E∗ -0.047 -0.126/0.079 -0.008 -0.047 -0.101

∆ω 0.093 0.078/0.015 0.017 -0.027 0.083

top(n→π∗)
∆E -0.077 -0.155/0.078 -0.032 -0.048 -0.157

∆E∗ -0.131 -0.249/0.117 -0.034 -0.054 -0.220

∆ω -0.054 -0.094/0.039 -0.002 -0.007 -0.063

linear(gs)

∆E -0.120 -0.519/0.399 -0.079 -0.120 -0.319

∆E∗ 0.394 -0.105/0.499 -0.022 -0.408 -0.036

∆ω 0.514 0.414/0.100 0.057 -0.288 0.283

pyrimidine-water

FRZ (ELEC/PAULI) POL CT INT

linear(n→π∗)
∆E -0.122 -0.530/0.408 -0.078 -0.119 -0.318

∆E∗ 0.060 -0.399/0.459 -0.104 -0.216 -0.259

∆ω 0.182 0.131/0.052 -0.026 -0.097 0.059

top(n→π∗)
∆E -0.052 -0.210/0.159 -0.035 -0.059 -0.146

∆E∗ -0.072 -0.254/0.182 -0.038 -0.077 -0.187

∆ω -0.020 -0.044/0.024 -0.003 -0.018 -0.041

linear(gs)

∆E -0.128 -0.470/0.342 -0.066 -0.101 -0.296

∆E∗ 0.164 -0.226/0.182 -0.095 -0.213 -0.144

∆ω 0.292 0.244/-0.160 -0.029 -0.112 0.152

the complexity of redefining ωFRZ, the electrostatics, Pauli repulsion and polarization terms
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Figure 4.12: Illustration of the structures for X−(H2O)N (N = 1, 2, 3, 4). N = 1 has the typical
linear hydrogen bond geometry, while N = 2, 3, 4 have C2-, C3-, C4-like symmetries.

are combined into a single non-CT term by taking the difference between the ALMO-CIS
excitation energy and ω1.

Figure 4.14 shows the excitation energies at different EDA levels, and Table 4.5 summa-
rizes the EDA results for the shifts in excitation energies. For F−(H2O)N , it is surprising
to see a Pauli repulsion as large as ∼ 10 eV. To understand this, we note that there is a
significant difference between the attachment density of isolated water and that of F−(H2O)
(Figure 4.13). It is clear that the excited electron would experience a strong Pauli repulsion
from the electronic density around F−, and the repulsion would be relieved when the system
is allowed to polarize. In spite of this, we have reservations about the very large value of the
Pauli terms. The effect of other terms decrease as N increases, indicating that the excitation
is approaching the bulk limit of pure water. As for Cl−(H2O)N , we do observe a relatively
large contribution from CT, and its effect on the excitation energy becomes smaller for larger
clusters. For both F−(H2O)N and Cl−(H2O)N , the excitation energy is blue-shifted when
the number of water molecules increases, which is primarily due to the growing magnitude
of the unfavorable non-CT effect.
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H2O (CIS) F−H2O (ALMO-CIS) F−H2O (CIS) Cl−H2O (ALMO-CIS) Cl−H2O (CIS)

Figure 4.13: Attachment (red) and detachment (blue) densities for the first excited states of an
isolated water molecule and the F−(H2O), Cl−(H2O) complexes. For the latter two complexes, the
results of both ALMO-CIS and standard CIS are plotted.
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Figure 4.14: Excitation energies (in eV) for F−(H2O)N (a) and Cl−(H2O)N (b) computed at
different EDA levels. Note that ω1 is given by the first excitation energy of the water molecules for
the former system, while the HOMO energy of Cl− is used for the latter so that it does not vary
with N .
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Table 4.5: EDA results (in eV) for the shifts in the lowest excitation energies (∆ω) of the
F−(H2O)N (a) and Cl−(H2O)N (b) systems.

N FRZ (ELEC/PAULI) POL CT INT

1 8.072 -0.803/8.875 -9.358 -0.203 -1.489

2 7.800 -0.746/8.545 -8.714 -0.112 -1.026

3 9.519 -0.745/10.264 -9.941 -0.052 -0.474

4 9.514 -0.709/10.223 -9.595 -0.0265 -0.108

(a) F−(H2O)N

N NON-CT(FRZ+POL) CT INT

1 3.264 -1.572 1.693

2 3.656 -1.579 2.077

3 4.019 -1.444 2.575

4 4.214 -1.337 2.877

(b) Cl−(H2O)N

4.4 Conclusion and outlook

In the present paper, we have proposed an EDA scheme for intermolecular interactions
that involve molecules in their excited states (i.e. exciplexes). In the spirit of the ground state
ALMO-EDA, the energy partitioning is achieved by evaluating the excitation energy of the
intermolecular complex at the frozen, polarized, and fully relaxed levels of linear response
theory (using CIS as an example in the text below, but equally applicable to TDDFT).
These intermediate states are defined by application of constraints to both the MOs and
the CI coefficients (CIS amplitudes). The procedure is initiated with the evaluation of a
target excited state on a specific isolated fragment. The frozen state is then constructed
by embedding this electronically excited fragment into an environment described by ground
state fragments with unrelaxed MOs.

The definition of the polarized state, on the other hand, takes advantage of the ALMO-
CIS scheme we have previously developed.[102] In ALMO-CIS, the intrafragment relaxation
of MOs due to the presence of other fragments is accounted for at the ground state level (via
the SCF-MI approach), while the corresponding excited state of the supersystem, constructed
as a superposition of intrafragment excitations, is computed based upon these absolutely lo-
calized orbitals. This polarized excited state relaxes the amplitudes on the excited fragment,
and also permits the excitation to spread to other fragments (though without charge trans-
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fer). Finally, the fully relaxed state is given by a standard CIS calculation for the entire
system. The differences between the excitation energies evaluated at these intermediate lev-
els (including the initial and the final) define the frozen, polarization, and charge transfer
contributions to the shift in excitation energy of this specific fragment due to its interaction
with the other molecules in the environment.

This method, to our knowledge, is the first EDA scheme designed for fully ab initio
intermolecular interactions that involve a molecular complex in an excited state. It is most
suitable for scenarios where the complex excitation is reasonably well-localized to a single
fragment. In such cases, it reports on the modulation of molecular excited states by the
surrounding environment. Illustrated by the proof-of-concept applications, useful insights on
changes in excitation energies induced by intermolecular interactions are obtained by using
this EDA method. For example, from the study of the NeHeN clusters, we find that Pauli
interaction between the excited neon and the ground state helium atoms is responsible for
the blue shift in neon’s 2p→3s excitation (when the Ne–He distances are greater than 2 Å);
and for a hydrogen-bonding system such as the formamide-water complex, the diminished
permanent electrostatics associated with the n→π∗ transition turns out to be the primary
reason for the blue shift in the corresponding excitation energy.

As a first effort to extend EDA schemes to intermolecular interactions involving molecules
in their excited states, our method still has several limitations. (i) Total energies of excited
states are not fully variational (MOs optimized in the ground state are employed for excited
states). Therefore, the negative semi-definite terms in the ground state ALMO-EDA (polar-
ization and CT) are indefinite for the exciplex (see Sec. 5.2). Although this rarely occurs in
practice, a scheme that ensures these terms are negative semi-definiteness would be prefer-
able. (ii) Our method is most appropriate for exciplexes where most excitation amplitude
belongs to one fragment and connects to an excited state of that fragment in isolation. How-
ever, sometimes the fragment excited state does not exist in isolation (e.g. CTTS excitation
of Cl−(H2O)N). In other cases, the excited state may strongly couple with excitations in the
environment that are close in energy (e.g. the exciton splitting effect mentioned in Sec. 4.3.2.
(iii) The present EDA method can only handle one single excited fragment at separation, so
cases involving multiple excited fragments would be an interesting future extension.
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Chapter 5

Energy Decomposition Analysis for
Excimers

5.1 Introduction

Excimers are excited dimers that, while weakly bound in the ground state, are much more
strongly interacting in the electronic excited state. In fluorescence spectra, excimer emission
typically appears as a broad, structureless band at lower energy than the structured molecular
band. One well-known example of excimers occurs in the noble gas dimers[204]. He∗2 was the
first singlet excimer to be identified though fluorescence spectra[205]. It can be thought of
as a He+

2 core (with bond order 1/2), and an outer Rydberg electron. An intense continuum
between 60 nm and 100 nm was attributed to the transition from He∗2 to the dissociated
ground state (He + He). Other noble gases excimers (Ne∗2, Ar∗2, Kr∗2) were subsequently
discovered[206–208]. Aromatic molecules can also form excimers in solution, as well as in neat
liquid, molecular crystals and polymers [204]. The most stable excimer structure is usually
perfectly stacked, consisting of a symmetric pair of parallel molecules. The pyrene dimer
was the first experimentally studied aromatic system[209], and its fluorescence quenching
has been used as an effective analytical tool[210–214].

There are two main types of configuration interaction (CI) which can contribute to ex-
cimer formation: (1) exciton resonance (ER) caused by interaction between localized excited
states (A∗B↔AB∗), where the electron and hole are placed on the same molecule. (2) charge
resonance (CR) due to interaction between charge transfer states (A+B− ↔A−B+). The ex-
cimer states originate from a mixture of ER and CR states, and simplified models of excimer
formation based only on ER or CR may not properly explain some experimental results[204].
The Frenkel-Davydov exciton model[177, 178], for example, only gives rise to pure ER states
as its wavefunction is constructed in the basis of neutral excitations:

|Φ〉 = cA|Ψ∗AΨB〉+ cB|ΨAΨ∗B〉 (5.1)

and the coefficient cA and cB are solved from the corresponding secular equation. The off-
diagonal term 〈Ψ∗AΨB|Ĥ|ΨAΨ∗B〉, coming from the coupling between localized excitations,
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are sometimes estimated as Coulomb integrals over transition densities[215] or simply within
a dipole approximation. This will tend to be inaccurate at short separations. Ab initio
implementation of the Frenkel exciton model, which takes account of exact exchange and
the overlap between localized states was recently proposed by Herbert and coworkers[92].
In order to study systems where charge-transfer (CT) plays an important role, efforts have
been made to go beyond the Frenkel exciton model, often by expanding the basis space for
CI to include charge-transfer basis states[216, 217].

The formation of excimers can also be viewed from the perspective of intermolecular
interactions. Energy decomposition analysis (EDA) is a powerful tool to study intermolec-
ular interactions[218, 219]. An EDA decomposes the total interaction energy into several
interpretable components, such as electrostatics, Pauli repulsion, dispersion, polarization
and charge transfer, thereby allowing an assessment of their relative importance. Many
EDA schemes have been proposed and used for studying intermolecular interactions be-
tween ground state molecules, [49–70, 101, 189, 190] and we believe that a suitably designed
EDA can also help in understanding the relative roles of the different driving forces that
given rise to excimers. For example, it would be very useful to distinguish the comparative
magnitude of the ER and CR effects mentioned above. It should be mentioned that many
wavefunction analysis schemes have been proposed to quantify the ER and/or CR charac-
ters of excited states using quantities related to the transition or difference density matrix.
[220–226] Nonetheless, these “top-down” analysis schemes focus more on the composition
and general character of an excited state wavefunction rather than the energy components
that lead to the formation of an excimer. In broader terms, there is far greater chemical
understanding of intermolecular interactions in the ground state of complexes than those in
excited states, and therefore a well-posed EDA for excited states can be even more valuable
than one for ground states. One reason for this is that monomer properties such as polar-
izabilities and Lewis acidity or basicity can be drastically different in excited states, and
another reason is that the exciton resonance effect is unfamiliar from ground states.

There are very few reported EDA approaches for unraveling the electronic structure
of complexes in excited states. Recently, we proposed an EDA scheme for understanding
intermolecular interactions involving excited molecules.[72] This EDA was formulated in
the framework of linear response theory for single excitations (e.g. configuration interaction
singles (CIS)[9, 10] and time-dependent density functional theory (TDDFT)[9, 31–33] within
the Tamm-Dancoff approximation (TDA)[34]) and utilized absolutely localized molecular
orbitals (ALMOs) [95, 99] to define the intermediate (frozen and polarized) states. The
formulation of that method assumes that one of the fragments has an excitation energy
considerably lower than the other fragments, so the excitation can be assigned to a single
molecule within a complex (i.e. exciplexes). This assumption is appropriate for cases such
as solvated chromophores, but not for excimer systems.

In this work, we take up the challenge of generalizing the previously proposed EDA
scheme for exciplexes to treat excimers. Briefly speaking, in the exciplex EDA, the shift in
excitation energy when an excited molecule interacts with the environment was separated
into three terms: frozen (FRZ), polarization(POL) and charge transfer(CT), and each term
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was then added to its counterparts obtained from the original ground state ALMO-EDA[68,
69]. Here, we will introduce a new term which we call excitonic-splitting (EXSP) to account
for the coupling between local excitations (i.e. the ER effect). Details of the excimer EDA
formulation are presented in Sec. 5.2. In Sec. 5.3, we apply the new EDA scheme to several
representative examples, including the noble gas and aromatic excimers.

5.2 Theory

The new EDA scheme employed in this paper is closely related to the ALMO-EDA for
exciplexes that we proposed recently.[72] The two schemes share the same definition for
the frozen and polarized states. Therefore, we will first review our previous scheme but
carefully write down the derivation for multiple states, as at least two states are considered
in excimer systems. Then we introduce the excitonic splitting term and the excitonic coupling
intermediate state, which are important for excimers. Finally we propose a state tracking
approach that is essential for connecting the initial fragment-localized states to the final
delocalized excited states of the complex.

In this section and the rest of this paper, molecular orbitals are denoted by lowercase
letters i, j (occupied) and a, b (virtual). Capital letters I, J are used as subscript indicate
fragments indexes. The state indexes are denoted in the superscript: s, t for fragment states,
κ, κ′ for supersystem states, “∗” for a generic excited state and superscripts are often dropped
in the case of a ground state. In Sec. 5.3, we also use symbols for irreducible representations
to specify excited states based on the symmetry of molecular wavefunctions.

5.2.1 Review of ALMO-EDA for exciplexes

By definition, the interaction energy is the counterpoise (CP)-corrected
[boys1970calculation] difference between the excited supersystem energy E∗ and
the sum of isolated fragment energies, E∗frag:

∆E∗INT = E∗ − E∗frag + ∆EBSSE (5.2)

where the last term represents the basis set superposition error (BSSE). When the excitation
of interest is mainly localized on one fragment (assuming it is fragment 1 without loss of
generality), E∗frag is defined as the sum of excited state energy of fragment 1 and ground state
energies of other fragments. Equivalently, this is equal to the sum of ground state energies
for all fragments and ω1, the excitation energy of fragment 1 in isolation.

E∗frag = E∗1 +
N∑
J>1

EJ =
N∑
J=1

EJ + ω1 (5.3)

Let us turn to systems composed of identical fragments. Assume there are M excitations
of the isolated fragments that are close in energy. This will typically be one excitation per
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fragment if the fragments are identical, but can in principle involve more than one excited
state per fragment. We can now define M different Efrag’s, each one corresponding to a
particular excitation from the M degenerate excitations. For example, the κth reference
energy, which corresponds to excited state s of fragment I is:

Eκ
frag = Es

I +
N∑
J 6=I

EJ =
N∑
J

EJ + ωsI

The M fragment excitations are likely to mix when the fragments interact, and form M
supersystem excited states that are delocalized across fragments. Let us label these state en-
ergies as Eκ. While the local excitations are degenerate or near-degenerate, the supersystem
states will usually split due to interaction, resulting in a range of different Eκ values.

To understand the effect of interaction, one needs to look at a set of M interaction
energies, one for each resulting state: ∆Eκ

INT = Eκ−Eκ
frag+∆Eκ

BSSE. For each such interaction
energy, ∆Eκ

INT, the contribution from the ground state interaction energy, ∆EINT and the
shift in excitation energy, ∆ωINT, can be separated:

∆Eκ
INT = ∆EINT + ∆ωκINT (5.4)

where ∆EINT = E −∑N
I=1EI , ∆ωκINT = ωκ − ωsI . Our exciplex EDA scheme[72] decomposes

the excited cluster interaction energy into three terms, frozen (FRZ), polarization (POL) and
charge transfer (CT). This is achieved by first defining the frozen and polarized wavefunction
of excited states. Now, with the degeneracy between fragments present, we need to consider
M frozen and polarization intermediate states, each defined in a similar way as before.

Polarized excited systems are described by the ALMO-CIS[102] wavefunction (or its
TDDFT or TDDFT/TDA analog as appropriate), and Eκ

POL is given by the ALMO-CIS
energy of state κ. The difference between Eκ

POL and Eκ results from the constraint in ALMO-
CIS that the excitation can only take place between an occupied and a virtual orbital on the
same fragment, and the ALMOs only contain contributions from the atomic orbital (AO)
basis functions that reside on the given fragment. With these constraints, the ALMO-CIS
states are intuitively CT-free (see the Appendix of ref. 71 for a proof). Thus the CT terms
can be defined as:

∆Eκ
CT = Eκ − Eκ

POL + ∆Eκ
BSSE (5.5)

Recalling that in the ground state ALMO-EDA, SCF(MI) is used to compute the polarized
system energy EPOL, the CT term can also be rewritten as:

∆Eκ
CT = (E − EPOL + ∆EBSSE)

+ (ωκ − ωκPOL + ∆Eκ
BSSE −∆EBSSE)

= ∆ECT + ∆ωκCT (5.6)
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In the frozen wavefunction, both amplitudes and orbitals are frozen. We compute the
κth frozen excitation energy using the singles amplitudes of the isolated fragment, tκ ≡ tsI :

ωκFRZ =
∑

i,a,j,b∈I
(FabSijt

s,ia
I ts,jbI − FijSabts,iaI ts,jbI )

+
∑

i,a,j,b∈I
〈ψiψb||ψaψj〉ts,iaI ts,jbI + 2

∑
i,a∈I

Fiaz
s,ia
I (5.7)

where F and S are the Fock and overlap matrices in the MO basis, respectively, and ψ’s
represent the MOs. The necessity of including the occupied-virtual block of the relaxed
density of the isolated fragment (zI) is discussed by Thirman et al. in the development of
MP2-ALMO-EDA[101], as well as in our previous EDA scheme for exciplexes.[72] The frozen
contribution to the excitation energies and the excited system energies are:

∆ωκFRZ = ωκFRZ − ωsI
∆Eκ

FRZ = ∆EFRZ + ∆ωκFRZ (5.8)

Further decomposition of the frozen energy is also possible in ground state EDA.[188] A
simple scheme (e.g. see ref. 227) is to use the “quasi-classical” definition for permanent
electrostatics, and to classify the remainder of the frozen energy as Pauli repulsion:

∆Eκ
ELEC =

∑
K<L

∫ ∫
dr1dr2ρ

tot
K (r1)r−1

12 ρ
tot
L (r2)

with

ρtot
K =

ρsI(r) + ρnuc
I (r) K = I

ρK(r) + ρnuc
K (r) K 6= I

(5.9)

and

∆Eκ
PAULI = ∆Eκ

FRZ −∆Eκ
ELEC (5.10)

where ρ represents the ground state fragment electronic density, ρsI is the sth excited state
electronic density of fragment I, and ρnuc and ρtot are the nuclear and total fragment charge
densities, respectively. Defined in this way, the Pauli term will inevitably be contaminated
by dispersion if the employed model chemistry incorporates long-range correlation effects
(e.g. van der Waals density functionals).

5.2.2 Introducing the excitonic splitting term

Up to this point, the derivation largely follows the previous EDA scheme, except that
the terms are now defined explicitly for each state. We will now introduce the main gen-
eralization needed in order to study the role of excitonic couplings, as are expected to be
prevalent in systems with degenerate monomer excited states. Previously, any interaction
energy difference between the frozen and polarized intermediate states was attributed to
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polarization effects. Now, as more than one fragment may make a significant contribution
to the supersystem excitation, any coupling between these local excitations may break the
degeneracy of the isolated monomer excitations. For identical fragments (and identical en-
vironment for each fragment), the frozen states are also degenerate, and the splitting due to
configuration interaction between degenerate states will occur as soon as it is allowed (i.e. at
the polarized level).

To separate the splitting effect due to “pure excitonic coupling” (i.e. the mixing of degen-
erate configurations) from polarization (i.e. changes in the on-fragment charge distributions
due to the electrostatic environment), we propose a new EDA term, ∆ωEXSP, whose as-
sociated intermediate state has the form of a linear combination of the (degenerate) local
excitations:

|ΦEXSP〉 =
M∑
κ

cκ|Ψ1Ψ2...Ψ
s
I ...ΨN〉 (5.11)

The coefficients cκ ≡ csI and the corresponding excitonic-splitting excitation energies ωEXSP

are determined by solving the Schrödinger equation in the basis of the local excitations:

Ac = ωEXSPGc (5.12)

The Hamiltonian A and metric G have dimension M ×M , with M being the total number
of degenerate local excitations considered. This excitonic term is to be evaluated before the
polarized intermediate state is considered.

The matrix elements are computed as:

Aκκ′ = 〈Ψκ|Ĥ − EFRZ|Ψκ′〉+ response

=
∑

i,a∈I,j,b∈J
(FabSijt

s,ia
I tr,jbJ − FijSabts,iaI tr,jbJ )

+
∑

i,a∈I,j,b∈J
〈ψiψb||ψaψj〉ts,iaI tr,jbJ +

∑
i,a∈I

Fiaz
s,ia
I δκκ′

Gκκ′ = 〈Ψκ|Ψκ′〉 =
∑

i,a∈I,j,b∈J
SijSabt

s,ia
I tr,jbJ

Here, in general, index κ corresponds to state s on fragment I, and κ′ corresponds to state
r on fragment J . In the simple case of one degenerate state per fragment, κ reduces to
simply be a fragment index. Note that the occupied orbitals are projected out of the virtual
space, and the virtual orbitals are reorthogonalized within each fragment (as in Eq. 5.7).
The response terms are added to the diagonal to ensure that the diagonal elements are the
same as in Eq. 5.7. For simplicity, the off-diagonal elements are unmodified. Apart from
simplicity, a further argument for this choice is zIJ = 0, as the RHS of the z vector equation
is in fact the response of energy to orbital rotations, and interfragment orbital rotation is
forbidden at the frozen level. In this way, the new model is consistent with the previous
one, since if the energy gap between different local excitations is large (compared to the
magnitude of coupling), the eigenvalues of Eq. 5.12 are just the diagonal elements, i.e., the
frozen energies. The other extreme is that all local excitations are degenerate.
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In the simplest case of two identical fragments each contributing one state, we have a
2× 2 generalized eigenvalue problem:Ç

ωFRZ V
V ωFRZ

åÇ
c1

c2

å
= ωEXSP

Ç
1 S
S 1

åÇ
c1

c2

å
where V and S are the off-diagonal elements of the Hamiltonian A and the metric G, respec-
tively. The solution to this 2× 2 problem is

|Φ−EXSP〉 = (|Ψ∗1Ψ2〉 − |Ψ1Ψ∗2〉)/
»

2(1− S)

ω−EXSP =
(1 + S)(ωFRZ − V )

1− S
|Φ+

EXSP〉 = (|Ψ∗1Ψ2〉+ |Ψ1Ψ∗2〉)/
»

2(1 + S)

ω+
EXSP =

(1− S)(ωFRZ + V )

1 + S
(5.13)

One can see that the two resulting states are fully delocalized, with the one state having lower
excitation energy compared to the localized frozen states, the other state has an increased
excitation energy. This shares the same spirit as the Frenkel exciton model.

ωEXSP’s are the excitation energies taking the excitonic coupling effect into account, but
are free of polarization and charge transfer. Therefore, we can define the excitonic splitting
terms as the shift from excitation energies at the frozen level:

∆ωκEXSP = ωκEXSP − ωκFRZ (5.14)

Subsequently the polarization term can then be evaluated via ALMO-CIS/ALMO-TDDFT
as

∆ωκPOL = ωκPOL − ωκEXSP

∆Eκ
POL = Eκ

POL − Eκ
EXSP

= (EPOL + ωκPOL)− (EFRZ + ωκEXSP)

= ∆EPOL + ∆ωκPOL (5.15)

To summarize, the new EDA scheme requires computing five different energies that cor-
respond to progressively weaker constraints: (1) isolated fragment energies (Eκ

frag); (2) the
frozen energy (Eκ

FRZ), which is the energy of the supersystem subject to the constraint that
the fragments keep their orbitals and amplitudes unchanged; (3) the excitonic-splitting en-
ergy (Eκ

EXSP), which takes the coupling between frozen fragment excited states into account;
(4) the energy of polarized states (Eκ

POL) evaluated with ALMO-CIS/ALMO-TDDFT; (5)
the full system energy (Eκ) evaluated without any constraint. Every time we move to the
next level (i.e. to a weaker constraint) the resulting energy change is designated as an
EDA term. Among the four EDA terms, the excitonic-splitting term is unique to excited
states (in other words, for the ground state EEXSP = 0). The other three terms (FRZ, POL
and CT) all involve a contribution from the ground state (∆E, obtained from the ground
state ALMO-EDA) as well as a correction arising from the excitation energies (∆ωκ) that is
state-specific.



CHAPTER 5. ENERGY DECOMPOSITION ANALYSIS FOR EXCIMERS 84

5.2.3 State-tracking in EDA

Extra caution should be taken when multiple states are involved in EDA. Previously, for
systems whose excitations are significantly different, we only focused on the lowest states,
which are mainly localized on one fragment and minimally mixed with states on other frag-
ments. Now as the EDA is performed for M excited states, the situation becomes more
complicated. There is a straightforward one-to-one mapping only between the isolated frag-
ment states and the frozen states. Defining this mapping is potentially problematic at EDA
levels where states are delocalized (EXSP, POL, CT). One cannot simply track state indexes,
or even look at just the lowest M states if, say, there is a low-lying charge-resonance state,
or the M states switch order since the interactions may affect different states unequally. To
make the EDA usable in these interesting and complex settings, we require that the final
states maintain the character of the reference isolated fragment states. In other words, it
is desirable to be able to view the interfragment interaction as akin to a perturbation, even
though we are now allowing a degenerate perturbation theory description.

The problem is addressed by finding the states that most resemble the reference, where
the resemblance is measured by the overlaps between states. For example, if Φκ is the κ
state at one intermediate level, and Φ̃κ′ is the κ′ state at another level, the overlap between
them is computed as:

Gκκ′ = 〈Φκ|Φ̃κ′〉 =
∑
ia

∑
i′a′

tiaκ Sii′Saa′ t̃
i′a′

κ′ (5.16)

Here t and t̃ are amplitudes of Φκ and Φ̃κ′ , respectively, Sii′ and Saa′ are the MO overlaps,
which appear because the frozen, polarized and final wavefunctions use different MOs.

The magnitude of Gκκ′ is between 0 and 1. If G = |Gκκ′| is close to 1, it means that
the two states are very similar. We can keep track of the M states based on the G values:
at each intermediate level (including the final), we look for the states that have maximum
overlap with states at the previous level, and the EDA terms should take the differences
between the pairs of states that overlap the most.

Considering a hypothetical 2 × 2 case as an example, based on the analysis mentioned
above, G11(FRZ|EXSP) ≈ G22(FRZ|EXSP) ≈ 0.5, as the two local excitations have equal
contributions to the EXSP states. After polarization, one may find that G11(EXSP|POL) ≈
G22(EXSP|POL) ≈ 0.99 while the other overlaps are close to 0. This indicates that the
two lowest polarized states are closely related to the EXSP states, and thus the polarization
terms would be ∆E1

POL = E1
POL−E1

ESXP, ∆E2
POL = E2

POL−E2
ESXP. Next, with CT included,

assume that G11(POL|FINAL) ≈ 0.95, G23(POL|FINAL) ≈ 0.80, and that overlaps between
other final states and the two lowest POL states are insignificant. One can then define
∆E1

CT = E1 − E1
POL + ∆E1

BSSE, ∆E2
CT = E3 − E2

POL + ∆E2
BSSE. The G values also hint at

the relative importance of each EDA term. For example, in the above case, CT is likely
to have more influence than POL. Note that in these analyses, at most M final states can
eventually be mapped into the original fragment states, and these are the exciton resonance
states. For states with strong CT character (e.g. the final state 2 above), one may consider
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Figure 5.1: Illustration of EDA scheme.

utilizing F1+F2−/F1−F2+ instead of F1∗F2/F1F2∗ as reference states. However, we will
not examine these charge resonance states any further in this work.

Before moving on, we refer the reader to Fig. 5.1 for a schematic illustration of the overall
scheme associated with this EDA, where we exemplified how excited states at five distinct
stages of constraint (initial, frozen, excitonic-splitting, polarized, and final) are related to
each other as well as the possible effects of state crossing.

5.3 Application Examples

The generalized excited state ALMO-EDA has been implemented in a development ver-
sion of the Q-Chem electronic structure program[106]. As tests of the new EDA scheme, we
apply it to five systems: He∗2, Ne∗2, 2-pyridone dimer, benzene excimer and perylene excimer.
For all TDDFT calculations, the Tamm-Dancoff approximation (TDA) is employed. All
EDA results are CP-corrected, which slightly affects the CT term and the total interaction.
For example, for the perylene excimer at the equilibrium structure of the lowest excited (B3g)
state, the BSSE estimated by subtracting the CP-corrected and uncorrected interaction en-
ergy is 0.125 eV, amounting to roughly 9% of the CP-corrected interaction energy for that
state. The basis sets employed for other excimers are larger and therefore the magnitude of
the BSSE is smaller in those cases (see Table S1 of the Supporting Information).
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Figure 5.2: Excitation energies at different EDA levels for (a) He∗2 and (b) Ne∗2, The interatomic
distance is chosen to be 3.0 Å for both cases. The two states for He∗2 correspond to 1s→ 2smonomer
excitations. The six states for Ne∗2 are derived from the 2px → 3s, 2py → 3s and 2pz → 3s monomer
excitations.

5.3.1 Noble gas excimer: He∗2 and Ne∗2

To explore how the new EDA scheme works, we first apply it to He∗2 and Ne∗2, at an inter-
atomic distance of 3.0 Å (close to the ground state equilibrium geometry). The calculation
is performed with CIS (since it is self-interaction-free and these are Rydberg excitations)
and a customized 6-311(2+)G basis, which includes two additional sets of diffuse functions
to enable a better description of the Rydberg states. Fig. C.1 shows the energy levels of
these two systems.

For He∗2, we consider the two lowest singlet excited states (21A1g,
1A1u) that originate

from the 1s→ 2s monomer state. The frozen states remain degenerate, but their excitation
energies are 0.212 eV higher than the isolated monomer states. This can be explained by
the fact that Pauli repulsion is more unfavorable for the excited states as the electronic
density becomes more diffuse upon excitation (∆EPAULI = 0.001 eV, ∆E1,2

PAULI = 0.269 eV,
∆ω1,2

PAULI = 0.268 eV). The splitting of the two states starts at the excitonic coupling stage,
with the excitation energy of one state lowered by 0.035 eV, and the other raised by 0.035 eV.
When polarization and charge transfer are incorporated subsequently, the excitation energies
of both states red-shift, while the splitting is still present.

In the Ne∗2 case, as each monomer has three degenerate excitations, 2px → 3s, 2py → 3s
and 2pz → 3s, six fragment states are taken into account. In the supersystem, the two
2pz → 3s excitations are inequivalent to 2px → 3s and 2py → 3s (the z axis is along
the vector between Ne atoms), thus their frozen states are slightly higher in energy than the
other four. The six states further split when they are allowed to mix. The lowest and highest
excitonic states (of A1g and A1u symmetries, respectively) are the in-phase and out-of-phase
combination of two fragment 2pz → 3s excitations, while the middle four states (two E1g

and two E1u) come from 2px → 3s and 2py → 3s excitations. This can be confirmed by
the linear combination coefficients solved from Eq. 5.12. Like the He∗2 case, all six states are
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Figure 5.3: EDA results for the lowest singlet excited state (21A1g) of He∗2 and Ne∗2 computed
at different interatomic distances. (a) Decomposition of the excitation energy of He∗2 relative to
the 1s → 2s excitation energy of an isolated He atom. (b) Decomposition of the excited state
interaction energy of He∗2 relative to separated He∗ and He. (c) Same format as (a) but for Ne∗2 (d)
Same format as (b) but for Ne∗2.

stabilized by polarization and charge transfer.
Although the EDA terms are generally small at 3.0 Å for both He∗2 and Ne∗2, the picture

can be quite different at the equilibrium distances for the excited states. For He∗2, the
equilibrium is at 1.1 Å, with a well depth of 1.96 eV. For Ne∗2, the equilibrium is at 1.8 Å,
with a well depth of 0.40 eV. The energy levels (as in Fig. C.1) evaluated at the excimer
equilibrium distances can be found in the Supporting Information (Fig. S1), where the
excitation energy splittings due to excitonic coupling are much larger. The effects of POL
and CT also vary significantly: by contrast with Fig. C.1, they do not always lower the
excitation energies, and crossing of the higher-energy 2pz → 3s and 2px(y) → 3s states
occurs in Ne∗2 when CT is included.

Before moving on, we want to briefly discuss how to choose the fragment states. In
particular, how many local excitations should be taken as the basis in Eq. 5.12? Let us
consider what happens if the six 1s → 2p excitations are also included for He∗2. Solving
the 8× 8 generalized eigenvalue problem instead, we find that the results are different from
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Figure 5.4: Log-log plot of excitonic splitting, ∆, in the lowest singlet excited states of He2 and
Ne2 at large interatomic distances (R > 5 Å). ∆ is calculated as ∆ = |∆ω−EXSP|+ |∆ω

+
EXSP|, where

∆ω−EXSP and ∆ω+
EXSP are the excitonic coupling terms for the out-of-phase and in-phase states,

respectively. Excitonic splitting in He∗2 (labeled as ∆; shown as black dots) exhibits rapid decay
with R, while it exhibits R−3 polynomial decay in Ne∗2, consistent with Eq. 5.17. For Ne∗2, ∆z (red
dots) refers to the 2pz → 3s splitting, while ∆x (blue dots) refers to the 2px → 3s splitting.

those of the 2 × 2 case. ω1,2
EXSP values are now quite close to ω1,2

POL, that is, ∆ω1,2
POL ≈ 0

(ω1
EXSP = 21.221 eV, ω2

EXSP = 21.263 eV, ω1
POL = 21.220 eV, ω2

POL = 21.264 eV). A
careful examination of the eigenvectors can explain the origin of this change. The first
two excitonic states contain contributions from both 1s → 2s and 1s → 2pz excitations, as
|Ψ1s→2s

1 〉±|Ψ1s→2s
2 〉 are of the same symmetry as |Ψ1s→2pz

1 〉±|Ψ1s→2pz
2 〉 (both are A1g) and they

can mix further with each other, which is effectively a relaxation of fragment amplitudes. In
other words, a considerable amount of polarization is contained in ∆ω1,2

EXSP, rendering ∆ω1,2
POL

tiny. Therefore the best choice of the degenerate subspace from the viewpoint of isolating
the excitonic splitting is the minimal space of two strictly degenerate states, rather than the
expanded 8-dimensional space, which is at most quasi-degenerate. It may be interesting to
using the present EDA to re-analyze the nature of states in larger helium clusters, where a
band of 2s-derived states and another band of 2p-derived states are found.[71, 80, 102]

For Ne∗2, although the EDA is performed on the six states all together, excitations of
different symmetries (e.g. 2px → 3s and 2pz → 3s) are not allowed to mix. In fact, the 6× 6
matrices in Eq. 5.12 are block-diagonal and each eigenvector has only two nonzero elements,
corresponding to the excitation from the same 2p orbital of each Ne atom. This means that
the EDA results are the same if we treat 2px → 3s, 2py → 3s and 2pz → 3s separately.

We then investigate the distance dependence of EDA terms for the 21A1g state of He∗2,
and the 21A1g state of Ne∗2. The results are shown in Fig. 5.3. These two states are the lowest
dimer states of their respective systems at all distances we studied. It is clear that in the
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binding regime, the most favorable term is the excitonic splitting. The large value of ∆ωEXSP

leads to the formation of excimers while the ground states are repulsive. For both He∗2 and
Ne∗2, polarization and charge transfer have minimal effects on energies, especially at larger
distances. This is consistent with the value of the overlaps, 〈ΦEXSP|ΦPOL〉 and 〈ΦPOL|ΦFINAL〉,
which are very close to one. The long-range behavior of ∆ωEXSP, on the other hand, are
different for He∗2 and Ne∗2. Asymptotically, the energy splitting from excitonic coupling
is proportional to the interaction between the two transition dipole moments of fragment
excitations:

∆ =
2µ1µ2

R3
|(cos(θ1 − θ2)− 3 cos θ1 cos θ2)| (5.17)

where µ1 and µ2 are the magnitude of transition dipoles for non-interacting fragment 1 and
2, respectively. θ1 and θ2 are the angles between transition dipoles and the line connecting
two fragments. For He∗2, µ(1s→2s) = 0, and hence ∆ωEXSP quickly decays to zero, although
at short range it is the vital piece. As for Ne∗2, monomer CIS calculations gives µ1 = µ2 =

0.349 a.u. Eq. 5.17 gives ∆z = 1.959 (eV · Å3
)R−3 for the splitting between the two states

with 2pz → 3s parentage (θ1 = θ2 = 0). The splitting between the two states with 2px/y → 3s

parentage (θ1 = θ2 = 90◦) should be ∆x,y = 0.979 (eV · Å3
)R−3. We plot the calculated

∆z and ∆x against R for R > 5 Å in Fig. 5.4, which shows excellent agreement with the
predicted relations. Meanwhile, the energy splitting of He∗2 is also shown in Fig. 5.4, and
decays fast with distance.

5.3.2 2-pyridone dimer

The 2-pyridone (2-PY) dimer, a complex formed through cyclic, double N–H· · ·O=C
hydrogen bonds, is analogous to nucleotide base pairs. The S1/S2 exciton splitting in the
2-PY dimer has been investigated both experimentally and theoretically[228–232].

The ground state geometry of the 2-PY dimer (optimized at the ωB97X-D/6-
311++G(d,p) level of theory[233]) is near-planar and has a C2h symmetry (Fig. 5.5). The
intermolecular center-of-mass distance R is found to be 5.25 Å.

With ωB97X-D/6-311++G(d,p), the first excitation energy of the monomer (using its
geometry in the dimer) is found to be 4.738 eV. The lowest two excited states of the dimer
system, whose excitation energies are 4.805 eV and 4.957 eV, respectively, correspond to the
out-of-phase and in-phase coupling of the first monomer excitation:

S1 : ΦAg = Ψ1Ψ∗2 −Ψ∗1Ψ2

S2 : ΦBu = Ψ1Ψ∗2 + Ψ∗1Ψ2

Note that S1 and S2 states have Ag and Bu symmetry, respectively. The calculated energy
splitting (0.152 eV) is in fairly good agreement with the CC2 result (0.136 eV) by Sagvolden
and coworkers[232], who found that density functionals with large fractions of exact exchange
are necessary to reproduce the CC2 splittings. The influence of the percentage of exact
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Figure 5.5: The structure of the ground state 2-PY dimer optimized with ωB97X-D/6-
311++G(d,p).
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Figure 5.6: Difference density (∆ρ = ρ∗ − ρ) plots for the lowest two excited states for the 2-PY
dimer. The contour planes are placed at 0.0002 a.u.−3, with positive ones in blue and negative ones
in red.

exchange was further investigated by Neugebauer et al. using subsystem TDDFT calculations
based on coupled frozen density embedding, [234, 235] which revealed that the effect of exact
exchange is mainly on monomer transition densities. [236]

The EDA results are shown in Table C.2. The two hydrogen bonds in the ground state
give binding energy of around 1 eV, with roughly 40% of the stabilization originating from
CT, which is consistent with other hydrogen-bonded systems described by the ALMO-
EDA.[237] Despite the excitonic splitting, the excimer EDA reveals that the complex is
slightly destabilized in both S1 and S2 states compared to the ground state, mostly as a
result of the less favorable electrostatics. This may be related to the weakening of hydrogen
bonds. The difference densities ∆ρ = ρ∗ − ρ of the excited states support this assumption,
as the electronic densities are depleted on oxygen atoms and increased on hydrogen atoms
upon excitation (see Fig. 5.6).
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Table 5.1: EDA results of the 2-PY dimer (in eV), including the decomposition of interaction
energies in the ground state and the first two excited states, as well as the shifts in excitation
energies.

FRZ (ELEC/PAULI) EXSP POL CT INT

∆E -0.228 -1.610/1.381 - -0.378 -0.437 -1.043

∆EAg -0.076 -1.483/1.406 -0.062 -0.381 -0.454 -0.973

∆ωAg 0.152 0.127/0.025 -0.062 -0.004 -0.017 0.070

∆EBu -0.076 -1.483/1.406 0.062 -0.383 -0.424 -0.821

∆ωBu 0.152 0.127/0.025 0.062 -0.005 0.013 0.222

The degeneracy of the monomer excitations breaks once the two states delocalize. The
splitting due to excitonic coupling is ∆ = 2×0.062 eV = 0.124 eV, while the full calculation
gives ∆ = (0.222−0.070) eV = 0.152 eV, suggesting that the splitting caused by polarization
and charge transfer (in this case, mainly CT) cannot be overlooked. We can also estimate
the splitting based purely on the interaction between monomer transition dipoles, i.e, using
Eq. 5.17. Based on our electronic structure calculation, µ1 = µ2 = 1.161 a.u., θ1 = θ2 = 88.3◦,
which gives ∆ = 0.075 eV at R = 5.252 Å. This is an underestimation compared to the
exciton model, most likely because the exchange effect is absent in the dipole-dipole model.
Our results qualitatively agree with the CC2/aug-cc-pVTZ results reported by Leutwyler et
al.[229], in which a full ab initio calculation of vertical excitation energies predicted ∆ =
1125 cm−1(0.139 eV), and the dipole-dipole model gave ∆ = 745 cm−1(0.092 eV).

Finally, it is noteworthy that experimentally, as the out-of-phase transition is dipole-
forbidden, one has to break the symmetry, typically by introducing isotopes, to observe
the energy splitting. Leutwyler and coworkers measured the fluorescence emission of 2-PY
dimer and found a splitting of 43.5 cm−1(0.0053 eV[228], which is ∼ 25 times smaller than
the ab initio value. They showed that by multiplying the pure electronic splitting with a
quenching factor, Γ = exp(−∑i Si), where Si is the Huang-Rhys factor of the i-th vibrational
coordinate, the experimental result can be nicely reproduced[231].

We also report the EDA results for the S1 and S2 states at their separately optimized
geometries in the Supporting Information (Table S2). For S1 and S2, the intermolecular
center-of-mass distances are 5.28 Å and 5.32 Å, respectively. The results, in general, are
very similar to those reported in Table C.2. It is noteworthy that the EXSP terms at
the S1 and S2 minima are of slightly larger magnitude than that calculated at the ground
state minimum, despite the smaller intermolecular separation in the latter. This might be
associated with variations of the monomer geometries in these optimized complex structures.
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5.3.3 Benzene excimer

The smallest aromatic excimer is the benzene excimer. In its ground state, the parallel
displaced configuration is most stable, while the sandwich configuration (withD6h symmetry)
is preferred in the excited state. At large distances, the lowest four states are the exciton
resonance states, which originate from the two singlet excitation on each monomer (B2u,
B1u):

ΦB1g = Ψ
A1g

1 ΨB2u
2 −ΨB2u

1 Ψ
A1g

2

ΦB2u = Ψ
A1g

1 ΨB2u
2 + ΨB2u

1 Ψ
A1g

2

ΦB2g = Ψ
A1g

1 ΨB1u
2 −ΨB1u

1 Ψ
A1g

2

ΦB1u = Ψ
A1g

1 ΨB1u
2 + ΨB1u

1 Ψ
A1g

2

We performed EDA calculations on the D6h dimers at varying intermolecular distances
ranging from 2.6 Å to 6.0 Å. The monomer geometry is optimized with the ωB97X-D
functional[233] and 6-311++G(d,p) basis[238] and remains unchanged in the scan of inter-
molecular separation. The EDA is performed at the TD-ωB97X-D/6-311++G(d,p) level of
theory.

With the values of 〈ΦEXSP|ΦPOL〉 and 〈ΦPOL|ΦFINAL〉 in hand, we are able to track the four
states listed above. The magnitude of the overlaps between excitonic states and polarized
states are very close to 1 (> 0.97 for all distances and all four states), which implies minimal
polarization. On the other hand, the overlaps between polarized states and final states are
considerably smaller, especially when the two benzene molecules are close to each other. The
smallest magnitude of POL-FINAL overlap is ∼ 0.74. This is still adequate to indicate a
one-to-one connection between the final state (i.e. including charge transfer effects) and the
polarized states.

The EDA results for the B1g state are shown in Fig. 5.7. The excitonic splitting effect is
rather small, which is not surprising as the corresponding monomer state has zero transition
dipole moment. Meanwhile, CT plays the most essential role. The large magnitude of
∆ωCT at binding region suggests that the stabilization effect of CT is much stronger in
the excited state than in the ground state. The EDA results reveal a different mechanism
for the formation of benzene excimer than the noble gas excimers, where the latter are
mainly stabilized by the excitonic splitting effect. It was proposed that the formation of
aromatic excimers is due to configuration mixing between ER states and CR states of the
same symmetry. In 1965, Azumi and McGlynn[239] identified low-lying CR states of benzene
dimer with B1g, B2u, B2g and B1u symmetries that can mix with the corresponding ER states.
This is consistent with our results, as in the EDA procedure, the energy lowering due to CT
mostly comes from removal of the constraint on excitation amplitudes (only intrafragment
amplitudes can be nonzero), that is, allowing the charge-transfer type of configurations to
be mixed into the wavefunctions.

We also obtain the potential energy curves of the ground state (A1g) and four ER states
with B1g, B2u, B2g and B1u symmetries (Fig. 5.8(c)). Significant binding is found for the B1g
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Figure 5.7: EDA results for the benzene dimer at different intermolecular distances. Decomposition
of (a) the shifts in excitation energies and (b) excited state interaction energies for the B1g state
are presented.
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Figure 5.8: The potential energy surfaces for the ground state (A1g) and four excited states (B1g,
B2u, B2g and B1u) of the benzene dimer (of D6h symmetry). The energies are referenced to the
energy of the ground-state monomers at infinite separation. The distance between two benzene
rings is varied from 2.6 Å to 6.0 Å. (a): The energies after excitonic coupling (solid line) and frozen
energies (dashed line); (b): The energies after polarization; (c): The energies of final wavefunctions
(with CT included).

.

and B2g states, which are more favored by CT than the other two excited states. A crossing
between B2u and B2g is observed at ∼ 3.3 Å. This crossing has been predicted by other
authors, but at a different distance (∼ 2.8 Å)[240]. Asymptotically, the energies of all states
approach the corresponding monomer state limit. Potential energy curves are also plotted
for other intermediate wavefunctions(Fig. 5.8(a),(b)). The polarized PESs show no strong
binding for all states, and no state-crossing either, which again emphasizes the importance
of CT. The excitonic curves deviate only slightly from the frozen curves (indicated by dashed
lines in Fig. 5.8(a)), as both parent monomer states are dipole-forbidden.
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Figure 5.9: Structure of the D2h perylene dimer constructed from monomer geometries optimized
with ωB97X-D/6-31+G(d).

5.3.4 Perylene excimer

Now we turn to another aromatic excimer, the perylene excimer. EDA calculations are
performed on the sandwich dimer with D2h symmetry (Fig. 5.9). The monomer geometry
optimization employs the ωB97X-D functional and 6-31+G(d) basis, and the EDA is per-
formed at the TD-ωB97X-D/6-31+G(d) level of theory. We investigated the two states that
come from the lowest monomer state (B2u):

ΦB3g = Ψ
A1g

1 ΨB2u
2 −ΨB2u

1 Ψ
A1g

2

ΦB2u = Ψ
A1g

1 ΨB2u
2 + ΨB2u

1 Ψ
A1g

2

(5.18)

Like the benzene dimer, the magnitude of overlaps imply small polarization and relatively
large charge transfer, yet the EDA results (shown in Fig. 5.10) still reveal some unique
features in the perylene case.

In contrast to benzene’s ΦB1g states, the ΦB3g of perylene corresponds to a monomer state
with large transition dipole moment (2.728 a.u.), thus we expect a strong stabilization effect
from the exciton coupling. This is verified by the EDA results, shown in Fig. 5.10. Charge
transfer is strongly favorable as well. However, the distance dependence of charge transfer
and excitonic splitting are quite different. Close to the equilibrium distance (∼ 3.4 Å), CT
is dominant, and for this reason we regard it as the most crucial factor in the formation of
perylene excimer. At larger distances, CT rapidly diminishes as it is believed to be correlated
with the overlap between two fragments, which decays exponentially. The excitonic splitting
term, as we discussed before, has an R−3 asymptotic behavior, allowing it to eventually
surpass CT and become the most important term. Our EDA predicts this turnover at
∼ 4.2 Å, where the curves corresponding to ∆ω

B3g

EXSP and ∆ω
B3g

CT cross.
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Figure 5.10: EDA results for the perylene dimer at different intermolecular distances. Decompo-
sition of (a) the shift in excitation energies and (b) excited state interaction energies for the B3g

state are presented.

The potential energy surfaces for the ground state (A1g) and two excited states (B3g, B2u)
of the D2h perylene dimer are shown in Fig. 5.11. The B3g state has a binding energy that is
notably larger than that of the ground state, owing to its more favorable CT. Meanwhile, the
weaker binding of B2u state is more likely due to dispersion rather than CT as it is already
present at the frozen stage. Recalling that in the benzene dimer, the B2u and B1u states are
not much favored by CT either, we wonder if it is a general trend that CT is stronger in
the out-of-phase states than in the in-phase states. We also note that all binding energies
are ∼ 0.9 eV stronger than those computed by Kuhlman and coworkers previously[241],
who utilized BH&HLYP/6-31G(d) [242] level of theory. We attribute this discrepancy to
the dispersion interaction, which is not accounted for by BH&HLYP. A comparison of EDA
results using BH&HLYP and ωB97X-D is shown in Table S3 of the Supporting Information.
At 3.6 Å, the major difference comes from the Pauli term of the ground state (about 1 eV
more favorable with ωB97X-D), which, under the current scheme, incorporates all non-
electrostatic effects at the frozen level, including dispersion.

5.4 Conclusion

In the present paper, we have generalized the previously proposed ALMO-EDA
scheme[72] for intermolecular interactions involving excited molecules in exciplexes to in-
clude the excitonic coupling that can be important for describing excimers. The EDA is
based on linear response theory (e.g. CIS, TDDFT), and it connects degenerate initial (ref-
erence) states of monomers to the final supersystem states of an excited complex.

The energy difference between the final and initial states defines the interaction energy,
which is decomposed into frozen (FRZ), excitonic splitting (EXSP), polarization (POL) and
charge-transfer (CT) terms. The partition is achieved by evaluating the energy of three
intermediate states subject to different constraints, i.e., the frozen, excitonic splitting and
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Figure 5.11: The potential energy surfaces for the ground state (A1g) and two excited states (B3g,
B2u) of the D2h perylene dimer. The energies are referenced to the energy of the ground-state
monomers at infinite separation. The distance between two benzene rings is varied from 2.6 Å to
6.0 Å. (a): The energies after excitonic coupling (solid line) and frozen energies (dashed line); (b):
The energies after polarization; (c): The energies of the final states (with CT included).

polarized states.
At the frozen level, both MOs and amplitudes are unrelaxed (taking their values from

isolated fragment calculations), and each excited fragment state corresponds to one frozen
state, constructed by embedding the fragment state into the environment of other ground
state fragments. The exciton-splitting states are the new intermediate states introduced in
this paper to describe the excitonic coupling effect in excimers. They are linear combinations
of the frozen states, obtained by solving the secular equation in the basis of the frozen states.
The ALMO-CIS wavefunctions[102] are utilized as the polarized states. In ALMO-CIS,
intra-fragment relaxation of MOs and amplitudes is allowed and the excited states of the
supersystem are constructed as superposition of intrafragment excitations.

From another point of view, more configurations are allowed to contribute to each super-
system wavefunction when the constraints are gradually removed: the excitonic states allow
mixing between nearly degenerate local excitations on different fragments, the polarized
states allow mixing of all intrafragment excitations, and the final states further incorporate
all interfragment (CT-type) excitations.

While there is a one-to-one mapping between fragment states and frozen states, starting
at the excitonic level, the mapping between states at different levels is non-trivial as the
excitations become delocalized. We followed a “maximum overlap” scheme to track the
states at each intermediate level, so that the new EDA scheme is able to treat multiple
states in a reasonable way. Moreover, the overlap between intermediate states can often
serve as a complementary validation for the EDA results.

With the generalization of the excited state EDA scheme, we are able to deal with
situations where the excitation is delocalized across the whole system (e.g. excimers). We
employed the EDA to study noble gas excimers including He∗2 and Ne∗2, aromatic excimers
including benzene and perylene excimer, as well as (2-pyridone)2, a hydrogen bonded system.
We are able to reveal the dominant forces that contribute to the formation of these excimers.
For example, the excitonic splitting effect is important for noble gas excimers, while CT is
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significant in aromatic excimers. The EDA terms are also shown to have correct asymptotic
behavior.

Although this work focused on excimer systems, the current EDA scheme is fully com-
patible with localized excitations (e.g. exciplexes), which was the main subject of our initial
report.[72] In exciplexes, typically one fragment has an excited state whose excitation energy
is significantly lower than possible excitations on other fragments, so this state only weakly
couples with other fragment states because of the large energy gap. This will result in an
EXSP term that is zero by definition, and the improved EDA scheme then reduces to its
previous form.

Finally, we note that the current method still retains some limitations of the previous
EDA scheme for exciplexes: (i) lack of an explicit separation of dispersion effects (they are
lumped as part of the FRZ term); (ii) lack of a useful basis set limit for the POL and CT
terms. The latter shortcoming has been discussed in the context of ground state EDA,
[184, 187, 243, 244] and the fragment electric response function (FERF) approach [187] was
proposed to address this issue. Using a given truncated multipole order for the FERFs, the
convergence of POL (and thus CT) with respect to the size of the employed basis set can be
restored. It is an interesting open question as to whether such the FERF approach can be
usefully extended or generalized to excited states.

While the method presented here is already of practical use, the limitations mentioned
above, as well as the quest for an EDA based on higher-level theories for excited states,
raise non-trivial challenges for future work. Furthermore, we have always been taking local
excitations as reference states and considering the EDA terms in a sequence that goes from
(typically) longest to shortest range. Such a sequence is certainly not unique, and it may be
interesting to develop an EDA scheme starting from charge-transfer states for cases where
they are of greater importance.
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Appendix A

Proof that ALMO-CIS is free of
charge transfer.

Here we show that in the ALMO-CIS model, the Mülliken population on each fragment
is conserved during excitation. In this section, we follow the Einstein summation convention
for indicies that are summed over the whole space, but explicitly write out the summation if
an index is only summed over a certain fragment. Also, a quantity that is built by projected
virtuals is indicated by “∼”, for example, C̃µ

a is the projected virtual coefficient while Cµ
a is

the unprojected virtual coefficient.
The Mülliken population on a given fragment FI is defined as

ρI =
∑
µ∈FI

P µνSµν (A.1)

where P is the density matrix. It has been proven that for ground state calculation
with ALMO constraint (SCF(MI)), a fragment’s Mülliken population remains the same as
it is in an isolated fragment. So just need to prove that the difference density matrix of
an excited state does not introduce any change on the fragment Mülliken population, i.e.,∑
µ∈FI

∆P µνSµν = 0. The (unrelaxed) difference density matrix for ALMO-CIS is defined as
follows:

∆P µν = ∆P µν
OO + ∆P µν

V V

= Cµ
i P

ij
OOC

ν
j + C̃µ

aP
ab
V V C̃

ν
b

P ij
OO = −tiaS̃abtjb

P ab
V V = tiaSijt

jb (A.2)

The tia here is the ALMO-CIS amplitude with i and a on a same fragment.
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Now we have to do some math work. The sum over occupied part gives:

∑
µ∈FI

∆P µν
OOSµν = −

∑
µ,i,a∈FI

Cµ
i t
iaS̃abt

jbCν
j Sµν

= −
∑
i,a∈FI

tiaS̃abt
jb
∑
µ∈FI

Cµ
i SµνC

ν
j

= −
∑
i,a∈FI

tiaS̃abt
jbSij

(A.3)

The last equal sign holds because the occupied MO coeffient is block diagonal, so the re-
striction on µ ∈ FI can be dropped and Cµ

i SµνC
ν
j is just the occupied overlap metric Sij.

The virtual part is a little more complicated because here we have some projected virtual
coefficients, which are not block diagnoal.

∑
µ∈FI

∆P µν
V V Sµν =

∑
µ∈FI

C̃µ
a t
iaSijt

jbC̃ν
b Sµν

=
∑

µ,i,a∈FI

C̃µ
a t
iaSijt

jbC̃ν
b Sµν +

∑
µ∈FI

∑
FK 6=FI

∑
i,a∈FK

C̃µ
a t
iaSijt

jbC̃ν
b Sµν

=
∑
i,a∈FI

tiaSijt
jb
∑
µ∈FI

C̃µ
aSµνC̃

ν
b +

∑
FK 6=FI

∑
i,a∈FK

tiaSijt
jb
∑
µ∈FI

C̃µ
aSµνC̃

ν
b (A.4)

For the first sum, we notice C̃µ
a = NaC

µ
a , because the diagonal block of project virtuals

takes contribution from only the unprojected virtuals. On the other hand, the overlap
between projected virtual a and b is:

S̃ab = C̃µ
aSµνC̃

ν
b = Na(C

µ
a − C

µ
i (σ−1)ijSia)SµνC̃

ν
b

= NaC
µ
aSµνC̃

ν
b =

∑
µ∈FI

NaC
µ
aSµνC̃

ν
b

(A.5)

The first equal holds because the projected virtual does not overlap with the occupied, and
the second equal comes from the fact that the unproject virtual coefficient are block diagonal.

In the end, the first terms becomes
∑
i,a∈FI

tiaSijt
jbS̃ab.

As for the second term, since the off-diagonal projected virtual coefficient comes from the
occupied, we have C̃µ

a = −NaC
µ
i (σ−1)ijSja, µ, i ∈ FI , a ∈ FK 6= FI . The constraint µ ∈ FI

can then be dropped as Cµ
i is block diagonal. We then find an S̃ib in the second term, which

is zero and so is the second term.
Eventually, we have

∑
µ∈FI

∆P µνSµν = 0 because −∑µ∈FI
∆P µν

OOSµν =∑
µ∈FI

∆P µν
V V Sµν =

∑
i,a∈FI

tiaS̃abt
jbSij.
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Appendix B

Additional Information for EDA for
exciplexes
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Table B.1: EDA results for the pyridine- and pyrimidine-water complexes using CIS. Presented
data (in eV), include the decomposition of interaction energies in the ground state (∆E) and the
n→π∗ excited state (∆E∗), as well as the shifts in excitation energies (∆ω).

pyridine-water

FRZ (ELEC/PAULI) POL CT INT

linear(n→π∗)
∆E -0.088 -0.204/0.116 -0.025 -0.010 -0.122

∆E∗ -0.017 -0.122/0.139 -0.013 -0.040 -0.036

∆ω 0.105 0.083/0.022 0.012 -0.030 0.087

top(n→π∗)
∆E -0.041 -0.169/0.210 -0.029 -0.024 -0.012

∆E∗ -0.015 -0.211/0.226 -0.030 -0.019 -0.034

∆ω -0.026 -0.042/0.016 -0.001 0.005 -0.022

pyrimidine-water

FRZ (ELEC/PAULI) POL CT INT

linear(n→π∗)
∆E -0.049 -0.540/0.491 -0.083 -0.070 -0.202

∆E∗ 0.242 -0.334/0.576 -0.123 -0.191 -0.073

∆ω 0.291 0.206/0.085 -0.040 -0.121 0.129

top(n→π∗)
∆E 0.039 -0.232/0.270 -0.034 -0.029 -0.025

∆E∗ -0.051 -0.228/0.279 -0.036 -0.045 -0.030

∆ω 0.013 0.004/0.009 -0.002 -0.016 -0.005
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Appendix C

Additional Information for EDA for
excimers
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Figure C.1: Excitation energies at different EDA levels for (a) He∗2 at 1.1 Å and (b) Ne∗2 at 1.8 Å,
which are the equilibrium distances of these two systems. The two states for He∗2 correspond to
1s→ 2s monomer excitations, and the six states for Ne∗2 are derived from the 2px → 3s, 2py → 3s
and 2pz → 3s monomer excitations.
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Table C.1: Comparison of counterpoise-corrected (CP) and uncorrected (noCP) equilibrium inter-
action energies (in eV) for the lowest singlet excited state of each excimer. For each system, the
calculations are performed with the same model chemistry as in the main paper. The BSSEs are
estimated as the difference between ∆E∗INT(CP) and ∆E∗INT(noCP), and the percentage BSSEs are
evaluated with respect to the CP-corrected interaction energies.

∆E∗INT(noCP) ∆E∗INT(CP) BSSE %BSSE

He∗2 -1.970 -1.962 0.008 0.4%

Ne∗2 -0.430 -0.403 0.027 6.7%

(2-pyridone)2 -1.008 -0.972 0.036 3.7%

(benzene)2 -0.752 -0.696 0.056 8.0%

(perylene)2 -1.550 -1.425 0.125 8.8%

Table C.2: EDA results (in eV) for the S1 (Ag) and S2 (Bu) states of the 2-PY dimer at their
own equilibrium geometries. Decompositions of the ground and excited state interaction energies
as well as the shifts in excitation energies are presented.

S1 (Ag) equilibrium geometry

FRZ (ELEC/PAULI) EXSP POL CT INT

∆E -0.278 -1.632/1.354 - -0.386 -0.437 -1.101

∆EAg -0.116 -1.490/1.374 -0.067 -0.378 -0.452 -1.013

∆ωAg 0.162 0.142/0.019 -0.067 0.008 -0.014 0.088

S2 (Bu) equilibrium geometry

FRZ (ELEC/PAULI) EXSP POL CT INT

∆E -0.353 -1.523/1.170 - -0.349 -0.384 -1.087

∆EBu -0.197 -1.383/1.186 0.063 -0.344 -0.368 -0.846

∆ωBu 0.156 0.139/0.017 0.063 0.005 0.016 0.240
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Table C.3: EDA results for the perylene dimer at 3.6 Å, using BH&HLYP and ωB97X-D functionals.
Presented data (in eV) include the decomposition of interaction energies in the ground state and
the B2g excited state, as well as the shifts in excitation energies. The two functionals qualitatively
agree with each other except for the ground state Pauli term.

BH&HLYP

FRZ (ELEC/PAULI) EXSP POL CT INT

∆E 0.506 -0.231/0.737 - -0.021 0.031 0.517

∆EB2g 0.520 -0.273/0.793 -0.176 -0.073 -0.604 -0.333

∆ωB2g 0.014 -0.042/0.056 -0.176 -0.053 -0.635 -0.850

ωB97X-D

FRZ (ELEC/PAULI) EXSP POL CT INT

∆E -0.516 -0.177/-0.339 - -0.031 -0.001 -0.548

∆EB2g -0.510 -0.211/-0.299 -0.169 -0.078 -0.544 -1.301

∆ωB2g 0.005 -0.035/0.040 -0.169 -0.046 -0.543 -0.753
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(77) Joppien, M; Karnbach, R; Möller, T. Electronic excitations in liquid helium: The
evolution from small clusters to large droplets. Phys. Rev. Lett. 1993, 71, 2654.

(78) Von Haeften, K.; Laarmann, T.; Wabnitz, H.; Möller, T. Observation of Atomiclike
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