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Dwarf galaxies – galaxies with stellar masses below $10^9 M_\odot$ – are the most abundant galaxies in the universe. Due to their shallow gravitational potential well and small gas reservoirs, dwarfs are easily disrupted by supernovae feedback and can lose a fraction of their cold gas to the intergalactic medium in the form of outflows. Implementation of feedback into hydrodynamical simulations suggests that this phenomenon leads to a stochastic star formation history in these low-mass systems called bursty star formation. Burstiness can cause large variations of many physical quantities such as metallicity, morphology, radial velocity, dark matter density profile, etc. and can reconcile the discrepancies between the predictions from cold dark matter and observations in near-field cosmology. In order to characterize burstiness, we use two different star formation rate indicators that are sensitive to the recent and current star formation changes (H\textalpha and UV\textsubscript{1500} luminosities). We apply exponentially rising/falling burst models to determine the timescales and amplitudes of the bursts for each mass bin and compare the results to the simulations. We find that in lower mass galaxies, burstiness becomes stronger and shorter. Furthermore, we discuss the impor-
tance of dwarf galaxies to the reionization of the universe and describe our measurement of \( \xi_{\text{ion}} \) as one of the key components in determining the ionizing emissivity of dwarf galaxies. For that, we use a sample of lensed dwarf galaxies at a redshift of \( 1 < z < 3 \), pushing the limits to higher redshifts and lower luminosities than others have studied before. We do not find any strong dependence between \( \log(\xi_{\text{ion}}) \) and \( M_{UV} \) or UV spectral slope (\( \beta \)) and report a value of \( \log(\xi_{\text{ion}}) = 25.5 - 25.6 \) for \( 21 < M_{UV} < 18 \). Lastly, we discuss the effect of burstiness on the dynamics and morphology of stars and gas inside dwarf galaxies. Our findings show that there is evidence of both size fluctuation and gas velocity variations being correlated with the UV\(_{1500}\)-inferred star formation indicators especially at masses below \( 10^{8.5} M_\odot \).
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Chapter 1

Introduction

Dwarf galaxies, typically defined as having stellar masses less than $10^9 M_\odot$, are the most abundant galaxies in the universe. Unlike their massive counterparts that have established positive correlations between their physical quantities (such as gas vs. star formation rate (SFR) (Kennicutt-Schmitt relation), gas velocity dispersion vs. stellar mass (Tully-Fisher relation), stellar mass vs. metallicity (MZR)), dwarfs of similar masses exhibit a large scatter in the low-mass range of these relations. This suggests that perhaps there is a stochasticity in the nature of these dwarfs that can be seen as broad variations in their physical properties (metallicity, SFR, morphology, gas surface density, etc.).

Due to their shallow gravitational potential well and small gas reservoirs, dwarf galaxies are easily disrupted by supernovae (SN) feedback and can lose a fraction of their cold gas and metals to the intergalactic medium (IGM) in the form of outflows, leading to a decline in their star formation rates (SFR). Once the outflows stop, the gravitational potential starts to reaccrete gas to the center and resumes the star formation.
tion of feedback into hydrodynamical simulations suggests that this phenomenon leads to a stochastic star formation history in low-mass systems called burstiness.

There have been ongoing attempts in characterizing the burstiness in dwarf galaxies by employing different SFR indicators that are sensitive to different timescales such as Hα and far-UV luminosities. This helps constrain the burst parameters such as the amplitude, period and duration of the bursts. More importantly, this constrains something more profound about the timescale of the rising and declining SFR, i.e. the timescale within which the SNe feedback and gravity take control of the star formation processes in galaxies.

Burstiness can have impacts on the gas and stellar kinematics as well as dark matter structure of galaxies. For instance, feedback-driven outflows can transfer energy to the dark matter and cause the dark matter density profile to change from cusp to core. Burstiness can also explain the variety seen in the morphology of dwarf galaxies from rotationally-supported disks to dispersion-supported irregulars. Baryonic matter can also be impacted by burstiness such that outflows can displace stars from the center to the outer regions and cause a galaxy size fluctuation during episodes of star formation. Furthermore, outflowing winds can kick gas particles out of the center resulting in a Doppler broadening in the shape of the gas emission line profiles. Such strong outflow-driven winds can also locally facilitate the escape of metals and ionizing photons from the galaxy by creating hot chimneys and venting energy out of it. This makes dwarfs to release much of their ionizing photons to the IGM and be considered as an important candidate for the reionization of the universe at high redshifts (Paardekooper et al., 2013; Wise et al., 2014; Erb, 2015; Anderson et al., 2017; Henry et al., 2015; Karman et al., 2017).
Other than having high escape fractions of ionizing photons, there is other supporting evidence that makes dwarf galaxies likely responsible for the reionization: due to their large number density, they are thought to contribute largely to the total ionizing UV light budget necessary to keep the universe ionized. This has been inferred from the steep faint end slope of 1500 Å UV luminosity function observed in high redshift galaxies (Reddy and Steidel, 2009; Bouwens et al., 2012; Alavi et al., 2014; Atek et al., 2015; Livermore et al., 2017).

Despite their importance, due to their low brightness, dwarf galaxies have been inaccessible to the high redshift UV searches with our current instruments. Yet the detection of dwarf galaxies, especially those with low-surface brightness, remains as a long-standing challenge to modern Astronomy.

1.1 Summary of Thesis

In this thesis we study burstiness in dwarf galaxies. Throughout this research we have made use of both local and high-redshift lensed samples of dwarf galaxies in order to quantify the burstiness phenomenon and investigate its impact on the dynamics of galaxies as well as its impact on the reionization of the universe. Below we summarize the structure of the manuscript.

Chapter 2: We investigate burstiness in a sample of local dwarf galaxies using the distribution of \( \log(L_{H\alpha}/L_{UV}) \) as an indicator of the recent star formation activity relative to the past. We also include additional indicator to the existing \( L_{H\alpha}/L_{UV} \) which is the excess in the \( L_{H\alpha} \) relative to the average (\( \Delta \log(L_{H\alpha}) \)). We examine the 2-dimensional distribution
of these two indicators to constrain the SFHs. We use exponentially rising/falling bursts to
determine timescales (e-folding time, $\tau$) and amplitudes ($A$) of the bursts. By comparing to
the observed sample, we find the best-fit $\tau$ and $A$ for each mass bin. We also compare to the
FIRE-2 hydrodynamical simulations and discuss the consistencies and differences between
simulation and observation.

Chapter 3: We measure the ionizing photon production efficiency ($\xi_{\text{ion}}$) as one of
the key components in determining the ionizing emissivity of dwarf galaxies and ultimately
their role in the cosmic reionization. We make use of a sample of faint low-mass galaxies
at an intermediate redshift of $1 < z < 3$ that are lensed by foreground lensing clusters. We
are first to observe such faint low-mass galaxies at such high redshifts. We present a new
method of stacking fluxes for the $\xi_{\text{ion}}$ measurements. We argue that this method properly
deals with the large scatter seen in the distribution of $\xi_{\text{ion}}$ due to the stochastic nature
of SFHs in dwarfs. We also investigate the relationships between $\xi_{\text{ion}}$ and other physical
properties of galaxies and compare our findings to other works at other redshifts and stellar
masses.

Chapter 4: We investigate the effect of burstiness on the dynamics of stars and
gas inside galaxies. In particular we determine how outflows driven by stellar feedback drive
stars from the center to the outer regions and cause a galaxy size fluctuation throughout
episodes of star formation. For that we measure the R-band effective radius for the same
local sample as we used in Chapter 2 and look at its relationship with the star formation
indicators ($L_{H\alpha}$ and $L_{UV}$). In addition, we determine the effect of outflows on the gas
radial velocities by studying the shape of the HI 21 cm velocity profile and investigate its
connection with $L_{Ha}$ and $L_{UV}$. These two tests will allow us to better understand the effect of burstiness on the morphology and dynamics of baryonic matter in dwarf galaxies and constrain the mass range at which these two effects become most important.
Chapter 2

A Closer look at Bursty Star Formation with $L_{H\alpha}$ and $L_{UV}$ Distributions

2.1 Abstract

We investigate the bursty star formation histories (SFHs) of dwarf galaxies using the distribution of $\log(L_{H\alpha}/L_{UV})$ of 185 local galaxies. We expand on the work of Weisz et al. (2012b) to consider a wider range of SFHs and stellar metallicities, and show that there are large degeneracies in a periodic, top-hat burst model. We argue that all galaxies of a given mass have similar SFHs and we can therefore include the $L_{H\alpha}$ distributions (subtracting the median trend with stellar mass, referred to as $\Delta \log(L_{H\alpha})$) in our analyses. $\Delta \log(L_{H\alpha})$ traces the amplitude of the bursts, and $\log(L_{H\alpha}/L_{UV})$ is a function of
timescale, amplitude, and shape of the bursts. We examine the 2-dimensional distribution of these two indicators to constrain the SFHs. We use exponentially rising/falling bursts to determine timescales ($e$-folding time, $\tau$). We find that galaxies below $10^{7.5} \, M_\odot$ undergo large (maximum amplitudes of $\sim 100$) and rapid ($\tau \lesssim 30$ Myr) bursts, while galaxies above $10^{8.5} \, M_\odot$ experience smaller (maximum amplitudes $\sim 10$), slower ($\tau \gtrsim 300$ Myr) bursts. We compare to the FIRE-2 hydrodynamical simulations and find that the burst amplitudes agree with observations, but they are too rapid in intermediate-mass galaxies ($M_* > 10^8 \, M_\odot$). Finally, we confirm that stochastic sampling of the stellar mass function can not reproduce the observed distributions unless the standard assumptions of cluster and stellar mass functions are changed. With the next generation of telescopes, measurements of $L_{UV}$ and $L_{H\alpha}$ will become available for dwarf galaxies at high-redshift, enabling similar analyses of galaxies in the early universe.

### 2.2 Introduction

An active area of research in galaxy evolution is understanding “feedback” – energy and/or momentum deposition into the interstellar medium – from stars and accreting black holes. It is generally believed that star formation is suppressed in high mass galaxies by feedback from the central, supermassive black holes and in dwarf galaxies by feedback from massive stars (photoionization heating, stellar winds, radiation pressure, and supernovae) (Hopkins et al., 2014; Kereš et al., 2009; Springel et al., 2005; Governato et al., 2010; Somerville and Primack, 1999).

However, there are still significant uncertainties in how the various forms of feed-
back couple with the gas and the efficiency with which it heats or expels gas. When different sub-grid prescriptions for stellar feedback are implemented in hydrodynamical simulations, it can result in markedly different predictions of the characteristics of galaxies. One generic feature of hydrodynamical simulations of dwarf galaxies that include strong stellar feedback, is large variations in the star formation rates (SFRs), often referred to as “bursty” star formation. Simulations with different feedback prescriptions produce bursts of star formation with very different characteristics (e.g. amplitude and duration). Because it is in principle possible to observe large variations in SFR, observers can test these feedback prescriptions to better understand the physical mechanisms that regulate star formation in dwarf galaxies.

The primary method by which one can measure the burstiness is to use indicators (observables) of star formation that trace different time scales. The two most common indicators are the luminosity of the (non-scattering) Hydrogen recombination lines (such as Hα and Hβ), and the far-ultraviolet (far-UV) continuum (1300 Å < λ < 2000 Å) luminosity density (L_{UV}). Hereafter we refer to the logarithm of the ratio of these two observables, log(L_{Hα}/L_{UV}). L_{Hα} is a byproduct of the ionizing radiation from short-lived O-stars. Therefore, during an episode of constant star formation, L_{Hα} equilibrates rapidly, as the rate of O-star supernovae equals the rate of O-star formation. L_{UV}, on the other hand, is produced by O-stars as well as longer-lived B and A stars. Therefore, L_{UV} takes much longer to reach equilibrium after an episode of constant star formation. Using the stellar population synthesis models of Bruzual and Charlot (2003) for constant star formation, we find equilibrium time scales (reaching 90% of the equilibrium value, Kennicutt and Evans,
of 5 and 100 Myr for $L_{H\alpha}$ and $L_{UV}$, respectively. Because of this, both $L_{H\alpha}$ and $L_{UV}$ accurately trace the SFR of any galaxy whose SFR changes on time scales much larger than 100 Myr. Thus, the ratio, log($L_{H\alpha}/L_{UV}$), remains approximately constant. However, if the SFR changes on shorter time scales than 100 Myr, $L_{UV}$ will no longer follow the SFR and the ratio, log($L_{H\alpha}/L_{UV}$), will vary. Therefore, the distribution of the log($L_{H\alpha}/L_{UV}$) can inform whether or not the SFR of galaxies changes on time scales less than 100 Myr.

We note that these observables ($L_{H\alpha}$, $L_{UV}$) are often used to determine physical properties of galaxies like SFR and the ionizing photon production efficiency ($\xi_{ion}$) (Bouwens et al., 2015a; Duncan and Conselice, 2015b; Robertson et al., 2013) under the assumption that star formation varies slowly with time. Therefore, understanding bursty star formation is critical for interpreting these observables (Domínguez et al., 2015).

There have been several analyses of the distributions of $L_{H\alpha}/L_{UV}$ attempting to extract information about the typical amplitudes, durations, and periods of the bursts (Glazebrook et al., 1999; Iglesias-Páramo et al., 2004; Lee et al., 2011; Weisz et al., 2012a; Kauffmann, 2014; Domínguez et al., 2015). Several factors other than SFH can affect the $L_{H\alpha}/L_{UV}$, as discussed by Iglesias-Páramo et al. (2004); Lee et al. (2009); Meurer et al. (2009); Boselli et al. (2009), and Guo et al. (2016a). Here, we list all of these factors other than the star formation history (which is the subject of this paper) and briefly explain how they affect $L_{H\alpha}/L_{UV}$.

- Dust extinction: Because dust extinction is often a strong function of wavelength, and the nebular and stellar UV continuum emission can arise from stars with different spatial distributions relative to dust, the effect of dust on the observed $L_{H\alpha}/L_{UV}$ can
be considerable (Kewley et al., 2002; Lee et al., 2009).

- Escape of ionizing photons: If ionizing photons are escaping from the galaxy (Steidel et al., 2001; Shapley et al., 2006; Siana et al., 2007), the photoionization rate (and therefore, \( L_{H\alpha} \)) will be lower than expected under the assumption that all ionizing photons are absorbed in HII regions.

- Initial stellar mass function (ISMF): The \( L_{H\alpha}/L_{UV} \) is influenced by the relative number of stars at each mass, so variations in the ISMF will affect the ratio. This can include “effective ISMFs”, where the star-forming clouds are not sufficiently massive to fully sample the high-mass end of the ISMF (Hoversten and Glazebrook, 2008; Pflamm-Altenburg et al., 2007; Pflamm-Altenburg et al., 2009). The initial cluster mass function (ICMF) can also affect these “effective ISMFs” because it determines the relative number of clusters that do and do not fully sample the high mass end of the ISMF.

- Stellar metallicity: Stars with lower metal abundances will be hotter at the same mass, resulting in a higher \( L_{H\alpha}/L_{UV} \) (Bicker and Fritze-v. Alvensleben, 2005; Boselli et al., 2009).

- Stellar models: Inclusion of binaries (Eldridge, 2012) and rotating stars (Choi et al., 2017) in the stellar evolution modelling will increase \( L_{H\alpha}/L_{UV} \).

There are several papers discussing these effects on the \( L_{H\alpha}/L_{UV} \) distribution, but many have concluded that the most important effects are bursty star formation and (or) variations in the IMF (Meurer et al., 2009; Guo et al., 2016a; Mehta et al., 2017).
The main focus of this paper is to use observable distributions to better understand bursty star formation. Specifically, we aim to: (1) more fully explore the parameter space of bursty star formation models. (2) Break degeneracies and minimize uncertainties in these models. (3) Determine typical timescales for the rise/fall of star formation as a function of galaxy stellar mass. (4) Better understand whether burstiness or IMF variations explain the observed $L_{H\alpha}/L_{UV}$ distributions.

First we describe the observational data which will be used throughout this paper in section 3.3. In Section 2.4, we review previous efforts to determine the burstiness parameters (amplitude, period, duration) using the $L_{H\alpha}/L_{UV}$ distribution. We also introduce our improved method to more completely explore the parameter space and compare with previous results. In Section 2.5.1, we propose combining the $L_{H\alpha}$ distribution with the $L_{H\alpha}/L_{UV}$ distribution to better constrain bursty star formation models. In Section 2.5.2, we introduce a new exponential burst model to better constrain the timescales for the rise and fall of SFRs in dwarf galaxies. In Section 2.6, we compare to predictions from hydrodynamical simulations and discuss the physical implications. We also examine the effect of stochastic IMF sampling on our analysis and discuss the results in this section as well as the effects of escape fraction and dust attenuation on the observed distribution.

### 2.3 Observational Data

In this work, we use the same far-ultraviolet ($FUV$) and $H\alpha$ photometry as W12 from the 11 Mpc $H\alpha$ and UV Galaxy Survey (11HUGS, Kennicutt et al., 2008; Lee et al., 2009). The primary sample is complete in including all nearby galaxies within 11 Mpc and
consists of spirals and irregulars that avoid the Galactic plane ($|b| > 20^\circ$) and are brighter than $B = 15$ mag. Stellar masses were determined using optical photometry from the Sloan Digital Sky Survey and Spitzer mid-IR (IRAC) photometry from the Local Volume Legacy (LVL) Survey. Thus the W12 sample is a subsample of 11Hugs galaxies for which their optical and IR measurements are available. The data are corrected for both Galactic foreground dust extinction and extinction within the target galaxy. See W12 and Lee et al. (2009) for further details and sample completeness. We decided to remove five galaxies with either $\log(L_{H\alpha}/L_{UV}) < -3.4$ or $\log(L_{H\alpha}/L_{UV}) > -1.8$ from the sample. Two of the outliers (UGCA281, MRK475) are Wolf-Rayet galaxies. The other three outliers have extremely high or low $\log(L_{H\alpha}/L_{UV})$ such that the stellar synthesis models are not able to reproduce them (UGCA438, KDG61, UGC7408).

2.4 Review of the Methods

Below, we discuss the methods used in previous studies and argue the strengths and shortcomings of those methods.

Iglesias-Páramo et al. (2004) and Boselli et al. (2009) considered instantaneous bursts of SF superimposed on a baseline with a few different time intervals between bursts. Meurer et al. (2009) used a SF model of Gaussian bursts added (or “gasps” subtracted) from a constant SFR, in which the FWHM of the Gaussians represents the duration, and also affects timescale for fractional changes in SFR. All three studies assumed discrete model parameters and did not fully and systematically explore the parameter space. It is noteworthy that Boselli et al. (2009) was the first to introduce different model parameters.
for galaxies of different stellar masses, pointing out that low mass galaxies show a larger spread in the \( \log(L_{H\alpha}/L_{UV}) \) distribution. They conclude that this larger spread in the \( \log(L_{H\alpha}/L_{UV}) \) distribution is due to sporadic bursts of SF (with periods of 10 Myr) whereas the small spread in the \( \log(L_{H\alpha}/L_{UV}) \) distribution of massive galaxies suggests a roughly constant SFR.

Weisz et al. (2012a) (hereafter W12) made a notable step forward and divided their observed sample into five stellar mass bins from \( 10^6 \) to \( 10^{11} M_\odot \) and assumed that all galaxies of similar stellar masses have star formation histories with the same parameters and could be considered random samples in time of each SFH. They defined their SF models as top-hat, periodic bursts superimposed on a constant baseline. They then determined the \( \log(L_{H\alpha}/L_{UV}) \) distribution from models with different burst periods (\( P \), the time interval between two consecutive bursts), durations (\( D \), the time length when the star formation is in burst), and amplitudes (\( A \), the SFR at burst relative to the baseline SFR) and used a Kolmogorov-Smirnov test to identify the parameters that best reproduce the observed \( \log(L_{H\alpha}/L_{UV}) \) distribution in each mass bin. The other improvement in W12 was the finer sampling of parameter space. The main conclusion of W12 is that galaxies with the lowest stellar masses have higher amplitude bursts (\( A \sim 30 \times \) the baseline rate), relatively long durations (\( D \sim 30 \) – 40 Myr), and long periods (\( P = 250 \) Myr). The highest mass bins are characterized by almost constant SFRs with an occasional modest burst favoring SF models with short duration (\( D \sim 6 \) Myr) and modest amplitudes (\( A \sim 10 \)).

In the Appendix, we describe an analysis similar to that of W12, but with three significant improvements to better determine the best parameters of bursty SF. First, we
use appropriate (lower) stellar metallicities for the lower mass galaxies, as W12 used solar metallicities for all galaxies. This should change the predicted log($L_{H\alpha}/L_{UV}$) distributions as stars of the same mass at lower metallicity will be hotter and have a larger log($L_{H\alpha}/L_{UV}$) ratio. Second, we expand the parameter space, as some of the best-fit parameters in W12 were at the edge of the explored parameter space. Finally, we adopt a probabilistic approach to determine the best SF history parameters. This allows us to fully explore the parameter space, determine the relative merit (the likelihood) of each set of parameters, and search for any significant degeneracies between the parameters.

The results of our method are presented in Figure 2.1, which shows the marginalized likelihood of the duration, period and amplitude for the six stellar mass ranges defined in Table 2.2. On the right, the observed log($L_{H\alpha}/L_{UV}$) distributions for each mass bin are plotted as unfilled histograms along with the distribution of the best-fit models as filled histograms.

Galaxies with $M \geq 10^8 M_\odot$ have best-fit amplitudes < 3, signifying relatively stable star formation histories. However, such low amplitudes are very sensitive to the assumed errors in the observed luminosities and dust extinction corrections. On the other hand, all of the stellar mass bins at $M < 10^8 M_\odot$ have best-fit amplitudes > 15, suggesting dramatic bursts of star formation are necessary to explain the large spread of log($L_{H\alpha}/L_{UV}$) seen in these galaxies.

Our new analysis demonstrates that W12 did not probe the parameter space with the highest likelihood, as the posteriors peak at period of 500-900 Myr, Figure 2.1 second column (where W12 analyzed P< 250 Myr). This is important for the duration parameter.
as well, as it is highly correlated with the period (see below). Thus, the new duration estimates are considerably larger (D~ 40 – 250 Myr) compared to D~ 20 Myr in W12. The amplitude estimates are uncertain, but broadly agree with the values in W12.

To better understand the degeneracies between the model parameters, we plot the 2D contours of the three lowest mass bins in Figure 2.2. In the Duration-Period contour plots, there is a linear degeneracy between period and duration, such that increasing the duration of the burst requires a similar increase in the period.

These degeneracies result in large uncertainties in the marginalized posteriors for both duration and period. Specifically, the burst durations of the low mass galaxies can be 50 or 250 Myr (or larger). Furthermore, we know that this periodic top-hat model is not accurate in that the star formation does not instantly change and is not truly periodic. Therefore, it is difficult to know whether or not these best-fit parameters reflect the true values of typical duration and period in these galaxies.

2.5 A New Approach to Characterizing Bursty Star Formation

So far we reviewed the previous studies and more carefully explored the top-hat periodic SF model of W12 to determine parameters of SFHs based only on the log($L_{H\alpha}/L_{UV}$) distribution.

However, two concerns ultimately arise from our new analysis. First, our new probabilistic approach allows us to see that significant degeneracies exist between the model
Figure 2.1: Likelihood function of duration, period and amplitude (relative to the baseline), as well as the $\log(L_{H\alpha}/L_{UV})$ distribution of the best fit models to the observed $\log(L_{H\alpha}/L_{UV})$ distribution for each mass bin, assuming metallicities from Andrews and Martini (2013). The open histograms show the observed sample and the filled histograms show the distribution of the best-fit model.
Figure 2.2: 2D contour plots of (D,P), (P,A) and (A, D). Each row corresponds to a different mass range of $M \leq 10^7 \, M_\odot$, $10^7 < M \leq 10^7.5 \, M_\odot$ and $10^7.5 < M \leq 10^8 \, M_\odot$ from top to bottom. The probability densities are denoted as colorbars on the right of each panel. The strong degeneracy in duration and period can be seen for all mass ranges shown here.
parameters (see Figure 2.2). This is perhaps not surprising, as there are three parameters fit to a single \( \log(L_{\text{H}\alpha}/L_{\text{UV}}) \) distribution. Ultimately, it is necessary to use additional observables to fit complicated star formation histories.

Second, we know that the periodic, top-hat burst model is unphysical, as it requires instantaneous changes in SFR. Indeed, the best-fit model predicts other observable distributions that do not look like those observed. For example, the model predicts a bimodal \( \Delta \log(L_{\text{H}\alpha}) \) distribution at each mass, rather than the observed distribution, where galaxies are more evenly distributed in \( \Delta \log(L_{\text{H}\alpha}) \), suggesting that the typical galaxy spends a significant fraction of its lifetime near the average SFR, rather than in low and high states.

In this section, we seek to add additional observables to constrain the star formation histories, and we choose a somewhat simpler parametrization in order to focus on the timescales of the transitions from burst to quiescence and back.

### 2.5.1 The \( L_{\text{H}\alpha} \) Distribution

\( L_{\text{H}\alpha} \) is strongly correlated with stellar mass, \( M_\ast \), with the scatter around the mean increasing at lower stellar mass (Figure 2.3). Thus, this distribution contains additional information about the SFH and we should be incorporating the \( L_{\text{H}\alpha} \) distribution into our analyses of the SFH. Of course, the average of the distribution depends strongly on the stellar mass of the galaxy, and does not give any information about the relative changes in the SFR. We therefore choose to subtract the trend of \( \log(L_{\text{H}\alpha}) \), defining this as \( \Delta \log(L_{\text{H}\alpha}) \), plotted in Figure 2.3. The value of \( \Delta \log(L_{\text{H}\alpha}) \) tells us a galaxy’s (nearly instantaneous) star formation rate, relative to the average, and the width of the distribution
Figure 2.3: Top: $\log(L_{H\alpha})$ vs. $\log(M_*)$ relation for the W12 sample (red dots). The correlation between these two observables is known as the star-forming “main sequence.” The black circles show outliers in $\log(L_{H\alpha}/L_{UV})$ (either $>-1.8$ or $<-3.4$) that are removed from the sample for the subsequent analysis. Bottom: The deviation of the $\log(L_{H\alpha})$, $\Delta \log(L_{H\alpha})$, from the linear relation green line in the top panel. The blue circles are the median in each stellar mass bin. The horizontal error bars denote the stellar mass range of each bin and the vertical error bars are the standard deviation in each bin. The scatter around the mean trend (green line) increases toward lower stellar masses, from 0.3 dex at $\log(M_*) \sim 9.4$ to 0.7 dex at $\log(M_*) \sim 6.6$. 
translates to a maximum burst amplitude, relative to the average. But it is particularly useful when examined in conjunction with the \( \log(L_{H\alpha}/L_{UV}) \), as \( \log(L_{H\alpha}/L_{UV}) \) gives us time information, indicating how quickly (or how recently) a given galaxy has increased or decreased its SFR.

In Figure 2.4, we show the location of the W12 galaxies in the \( \Delta \log(L_{H\alpha}) - \log(L_{H\alpha}/L_{UV}) \) plane in bins of stellar mass. The grey and black points correspond to the observed and dust corrected values, respectively. Note that the dust corrections are very small and do not change the shape of the correlations seen in Figure 2.4. The representative errors of 10-20% corresponding to \( L_{H\alpha} \) and \( L_{UV} \) are shown in the bottom-right of each subplot in magenta. These errors are derived from the typical dispersion in dust attenuation as a function of absolute B-band magnitude, as reported in Lee et al. (2009). Specifically, galaxies in our sample span \(-18.4 < M_{B} < -13\), for which the \( L_{H\alpha} \) is uncertain by 10% for stellar masses below \( 10^{8} M_{\odot} \) and 20% otherwise, and the \( L_{UV} \) is uncertain by 20% in the entire sample. As indicated before, the lower mass galaxies span a larger range in \( \Delta \log(L_{H\alpha}) \) and \( \log(L_{H\alpha}/L_{UV}) \). But what is most informative is that the two measurements are highly correlated in galaxies with \( \log(M_{*}) < 8 \). That is, we are not just fitting to the \( \Delta \log(L_{H\alpha}) \) and \( \log(L_{H\alpha}/L_{UV}) \) 1-D distributions, but also considering the correlations between the two.

We emphasize that we would like to use these distributions to infer SFHs of all of the galaxies in each mass bin. In order to do that, it is important to be sure that all galaxies in the bin are behaving in a similar manner, and that these measurements represent random samples of the same SFHs. One particular point of concern is the possibility that subsets of galaxies permanently reside above the SF main sequence (\( \Delta \log(L_{H\alpha}) > 0 \)) and
Figure 2.4: $\log(L_{H\alpha}/L_{UV})$ vs. $\Delta \log(L_{H\alpha})$ for the W12 sample in six different mass ranges. The grey and black points are the observed and dust corrected values respectively. Representative error bars of 10-20% in $L_{H\alpha}$ and $L_{UV}$ derived from Lee et al. (2009) is shown in the bottom-right of each subplot in magenta. At high stellar mass, the galaxies span a narrow range in $\log(L_{H\alpha}/L_{UV})$. At low mass, the galaxies span a large range in $\log(L_{H\alpha}/L_{UV})$, and $\log(L_{H\alpha}/L_{UV})$ is positively correlated with $\Delta \log(L_{H\alpha})$. This correlation shows that, not only should these two observables be used to determine the properties of bursty star formation, but their 2-dimensional distribution should be considered.
others reside below the main sequence (\(\Delta \log(L_{H\alpha}) < 0\)), for example because of different average gas infall rates in different environments. If that were the case, there would be no difference in the \(\log(L_{H\alpha}/L_{UV})\) ratio of galaxies above and below the main sequence. However, Figure 2.4 shows a strong correlation between \(\log(L_{H\alpha}/L_{UV})\) and \(\Delta \log(L_{H\alpha})\) in low mass galaxies \((\log(M_*) < 8)\). Specifically, galaxies that have higher than average SFRs have \(\log(L_{H\alpha}/L_{UV}) \sim -2.2\), indicative of constant or rising SFRs, and galaxies that have lower than average SFRs have \(\log(L_{H\alpha}/L_{UV}) < -2.5\), indicative of declining SFRs. This indicates that all of the galaxies in a given stellar mass bin have similar star formation histories.

### 2.5.2 The Exponential Burst Model

The SF histories of galaxies are not periodic, top-hat bursts, and are instead stochastic in nature. Because such simple models do not represent the actual SFHs, it is difficult to ascertain whether the best-fit parameters of the model are physically meaningful. Therefore, we are not particularly interested in confining ourselves to a highly parameterized, unphysical star formation history. As discussed above, the amplitude of the bursts can be determined from the width of the \(L_{H\alpha}\) distribution. What remains unknown are the timescales for the burst and quench phases.

We have chosen to parameterize the rise and decline of a burst as an exponential in time such that
where $\tau$ is the $e$-folding time, representing the typical timescale for significant change in the SFR. Part of our motivation for choosing an exponential burst model comes from the SFHs in some hydrodynamical simulations. For example star formation histories from the FIRE-2 simulations (Hopkins et al., 2018) indicate individual bursts with exponential rises and declines (see Figure 2.7). For the sake of simplicity, we assume that the galaxies’ SFR rise and decline are both described with the same $e$-folding time, $\tau$. With such a parametrization, we can target the timescale, independent of the absolute amplitude of the burst. Also, the SFHs are assumed to be periodic in repeating forms of Equation 2.1.

In the top left panel of Figure 2.5, we plot model star formation histories with $\tau = 10, 30, 100, 300$ Myr and an amplitude of $A = e^5 = 148$ (or equivalently a duration of $5\tau$). In the top right panel, we plot the associated $\log(L_{H\alpha}/L_{UV})$ vs. $\Delta \log(L_{H\alpha})$. Here $\Delta \log(L_{H\alpha})$ is calculated as the $\log(L_{H\alpha})$ from Bruzual and Charlot (2003) synthetic stellar population (BC03) model subtracted from the value of $\log(L_{H\alpha})$ for a constant SFR that is equal to the average SFR of the exponential model.

The $\tau = 100$ Myr model is highlighted in purple to demonstrate the motion of a bursty galaxy in this observable space. We note that the observable ratios are dependent on previous star formation. Thus, the plotted ratios are for a burst preceded by identical bursts. Obviously, as the galaxy SFR rises (burst phase), $\Delta \log(L_{H\alpha})$ increases and the galaxy moves to the right in the plot. As the galaxy SFR declines (quench phase), $\Delta \log(L_{H\alpha})$
Figure 2.5: Top Left: SF history of four exponentially rising and declining burst with varying $\tau = 10, 30, 100, 300$ Myr and a fixed amplitude of $A = e^5 = 148$ (or equivalently a duration of $5\tau$). Top Right: The associated $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ for the SFHs in left panel. We highlight the $\tau = 100$ Myr model, and place '$\tau$' symbols in intervals of $\Delta t = \tau$. The equilibrium value (assuming a constant SFR) of $\log(L_{H\alpha}/L_{UV})=-2.12$ is marked with red dashed line. As $\tau$ decreases, the $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ slope gets steeper. Bottom: Same as top panels except for models with fixed $\tau = 100$ Myr and varying amplitudes of $A = e^1, e^3$ and $e^5$. The $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ slope is unchanged but the points span over smaller $\Delta \log(L_{H\alpha})$ ranges.

Note that in an exponential model, the galaxies spend equal amounts of time in equal intervals of $\Delta \log(L_{H\alpha})$.
decreases and the galaxy moves to the left in the plot. The motion in log\(\frac{L_{H\alpha}}{L_{UV}}\) is more complicated, depending on the timescale of change in SFR, \(\tau\). For long timescales, \(\tau > 300\) Myr, both of the luminosities in the log\(\frac{L_{H\alpha}}{L_{UV}}\) ratio have time to react and accurately trace the SFR. Therefore, log\(\frac{L_{H\alpha}}{L_{UV}}\) does not significantly change as the SFR declines. However, if \(\tau < 300\) Myr, \(L_{UV}\) lags \(L_{H\alpha}\) in tracing the decline in SFR, and log\(\frac{L_{H\alpha}}{L_{UV}}\) will decrease as \(\Delta \log(L_{H\alpha})\) decreases. As \(\tau\) decreases, the slope of the curves increase. However, the slope saturates at \(\sim 0.6\) for \(\tau < 30\) Myr. Therefore, examination of galaxies in this observable space is only useful for identifying changes in SFR on timescales of \(30 < \tau < 300\) Myr. The bottom panels of Figure 2.5 indicate the SFHs and associated log\(\frac{L_{H\alpha}}{L_{UV}}\) - \(\Delta \log(L_{H\alpha})\) relation of three exponential burst models for the case where the e-folding time (\(\tau\)) is fixed to 100 Myr and the amplitudes are allowed to vary from \(A = e^1, e^3\) and \(e^5\). The model with larger amplitude \((e^5)\) spans a larger \(\Delta \log(L_{H\alpha})\) axis, while the slope remains unchanged in all three models.

We note that in the exponential model, the galaxies are evenly spread in \(\Delta \log(L_{H\alpha})\) during the transition from quench to burst and vice versa. In contrast, the periodic top-hat burst model results in most galaxies having two \(\Delta \log(L_{H\alpha})\) values, with few points in between. The observed ratios are roughly evenly distributed in \(\Delta \log(L_{H\alpha})\), similar to the exponential model.

2.5.3 Results

In Figure 2.6, we again plot the W12 data in this log\(\frac{L_{H\alpha}}{L_{UV}}\) - \(\Delta \log(L_{H\alpha})\) plane. As mentioned above, the data clearly show that even though the SFR of the high mass galaxies changes significantly, the log\(\frac{L_{H\alpha}}{L_{UV}}\) ratio does not. In the context of our
exponential burst model, this indicates that the changes in SFR are slow, with $\tau \sim 300$ Myr. At low mass, however, the $\log(L_{H\alpha}/L_{UV})$ is highly correlated with $\Delta \log(L_{H\alpha})$, suggesting that the SFRs change rapidly, with $\tau \sim 100$ Myr.

In Figure 2.6, we also plot the tracks (cyan) for values of $\tau$ and $A$ that best match the data in each mass range. The summary of these values are also reported in Table 2.1 for a better comparison. We note that we do not perform any probabilistic analysis to determine the best fit exponential models of each mass bin. Due to systematic uncertainties (e.g. extinction correction, metallicity, stellar models, escape fraction), the models may not precisely reproduce the data. We therefore determine (by eye) approximate model parameters that reproduce the slope and breadth of the data the observed $\log(L_{H\alpha}/L_{UV})$ vs. $\Delta \log(L_{H\alpha})$ plane. A 10-20 % observational uncertainty is added to the model (in both $L_{H\alpha}$ and $L_{UV}$) to mimic the true uncertainty in the data, as discussed in Section 2.5.1. The approximate values of $\tau$ and $A$ are written in the bottom right of each subplot. Two trends are clear with mass. First, the amplitudes – the ratio of maximum to minimum SFR (or $L_{H\alpha}$) in galaxies of the same mass – increase toward lower mass ($A \sim 10$ for $\log(M_*) > 9$ to $A \sim 100$ for $\log(M_*) < 7.5$). Second, the timescales for changes in SFR ($\tau$) decrease with decreasing stellar mass, with $\tau > 300$ Myr for $\log(M_*) > 8.5$ and $\tau < 30$ Myr for $\log(M_*) < 7.5$.

We note that, within the scatter, the slopes of the data in the $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ plane are roughly the same for all galaxies with $\log(M_*) > 8.5$ (slope $\sim 0$) and for all galaxies with $\log(M_*) < 7.5$ (slope $\sim 0.6$). As noted above, the $\log(L_{H\alpha}/L_{UV})$ ratio is most useful for identifying changes in SFR on timescales of $\tau \sim 100$ Myr. Thus, it appear
that the stellar mass of $\log(M_*) \sim 8$ (at $z = 0$) represents the critical mass at which the timescale for change in SFR is approximately $\tau \sim 100$ Myr. This is an observational result, and is true regardless of the physical mechanisms involved.

It is noteworthy that Meurer et al. (2009) looked at the burstiness in the $\log(L_{H\alpha}/L_{UV})$ - $\Sigma_{H\alpha}$ plane, which is very similar to the observables we analyze (replacing $\Delta \log(L_{H\alpha})$ with $H\alpha$ surface brightness). In addition, they used Gaussian bursts and gasps, which are exponential in the beginning and end, similar to our model bursts. Indeed, their models show a similar behavior in $\log(L_{H\alpha}/L_{UV})$-$\Sigma_{H\alpha}$ as our exponential models, especially in the gasp phase. However, their models have a very significant difference from ours - they assume a low-level, constant SFR when not in a burst or gasp. This assumption requires that the galaxies have a high $\log(L_{H\alpha}/L_{UV})$ before a new burst/gasp starts. Ultimately, this assumption makes it impossible to reproduce the observed $\log(L_{H\alpha}/L_{UV})$ - $\Sigma_R$ (optical surface brightness) distribution of the galaxies, because it can not produce galaxies with both low $\log(L_{H\alpha}/L_{UV})$ (which can be produced only with a quick downturn in star formation) and low $\Sigma_R$ (which can not be produced with a quick downturn in star formation, if one assume that galaxies start with a high $\Sigma_R$). Meurer et al. (2009) therefore concluded that the star formation history can not fully explain the low $\log(L_{H\alpha}/L_{UV})$ ratio in low surface brightness galaxies.

Within the framework of our model, however, these low surface brightness galaxies with low $\log(L_{H\alpha}/L_{UV})$ are naturally explained by low mass galaxies (which typically have low optical surface brightness, de Jong and Lacey, 2000) with rapidly declining SFR. Ultimately, we believe that our splitting of the sample into different mass bins (which, on
average, have different optical surface brightness and different timescales), and our assumption that no baseline, constant SFR is required in our models, allows us to naturally explain the $L_{H\alpha}$ and $L_{UV}$ distributions with SFHs alone.

There have also been investigations of the properties of bursty galaxies at moderate-redshift ($0.4 < z < 1$) in CANDELS GOODS-N by looking at the $L_{H\beta}/L_{UV}$ (Guo et al., 2016a). In this paper, they observed a decreasing trend of $L_{H\beta}/L_{UV}$ towards low masses similar to the local sample of W12. They found a correlation between the $L_{H\beta}/L_{UV}$ and the $L_{H\beta}$-derived specific SFR (sSFR) of their sample, as evidence for bursty star formation. They conclude that the galaxies in their sample are also bursty. But the bursty SF occurs below a high mass threshold than at lower redshift ($M_* < 10^9 M_\odot$ compared to $M_* < 10^8 M_\odot$ at low redshift).

![Table 2.1: Best fit values of the exponential burst parameters: the e-folding time ($\tau$) in column (2) and amplitude ($A$) in column (3) for six different mass bins from lowest to the highest stellar masses (column (1)).](image)

<table>
<thead>
<tr>
<th>(1) $log(M_*)$</th>
<th>(2) $\tau$ [Myr]</th>
<th>(3) $A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq 7$</td>
<td>$&lt; 30$</td>
<td>100</td>
</tr>
<tr>
<td>$7 - 7.5$</td>
<td>$&lt; 30$</td>
<td>100</td>
</tr>
<tr>
<td>$7.5 - 8$</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$8 - 8.5$</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>$8.5 - 9$</td>
<td>300</td>
<td>10</td>
</tr>
<tr>
<td>$9 - 10$</td>
<td>$&gt; 300$</td>
<td>10</td>
</tr>
</tbody>
</table>

2.6 Discussion

So far, we have constrained the parameters of bursty star formation by looking at the position of the observed galaxies in the $log(L_{H\alpha}/L_{UV}) - \Delta log(L_{H\alpha})$ plane. We used an
Figure 2.6: Location of modeled galaxies in the $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ plane (cyan circles), undergoing periodic, exponential bursts of SF with different timescales, $\tau$, and amplitude, $A$, sorted by mass. Note that the time scales in the two lowest mass bins read $\tau < 30$ Myr because the slope of the relation does not change below that time scale. We used $\tau = 10$ Myr for these two mass bins. A 10-20% systematic uncertainties corresponding to errors reported in Figure 2.4 is added to each luminosity to mimic the observational uncertainties. The black points are the W12 observed data. The best-fit values of $\tau$ and $A$ are written in the bottom right of each subplot. The time scale for changes in SFR increase with increasing stellar mass.
exponential SF model to reproduce the $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ distribution and found the best fit time scales and amplitudes of bursts as a function of stellar mass.

In this section, we compare our predictions with hydrodynamical simulations. We also consider the effect of stochastic IMF sampling within our $\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})$ framework. Finally, we discuss the effect of the ionizing photon escape fraction and dust correction uncertainties.

### 2.6.1 Comparison To Hydrodynamical Simulations

Many high resolution hydrodynamical simulations of dwarf galaxies implement stellar feedback and supernovae, resulting in bursty SF Governato et al. (2010); Domínguez et al. (2015). The effects of bursty SFHs on sample selection and interpretation of observables has been extensively investigated by Domínguez et al. (2015) using the SFHs from hydro-dynamical simulations. The FIRE-1 and FIRE-2 (Feedback In Realistic Environments) simulations (Hopkins et al., 2014, 2018), implement prescriptions for a variety of stellar and supernovae feedback that are not tuned to reproduce observed scaling laws. Galaxies of different stellar masses are simulated, from dwarfs to Milky Way-like systems, reproducing the empirical relations between galactic observables such as the stellar mass-halo mass relation, the mass-metallicity relation, etc. Due to its high resolution and focus on stellar/supernovae feedback, the FIRE-2 simulations are well-suited for our goal of studying burstiness in dwarf galaxies.

Sparre et al. (2017) studied $L_{H\alpha}$ and $L_{UV}$ as proxies of the SFR averaged over 10 and 200 Myr and found that the FIRE-1 simulations (Hopkins et al., 2014) are more bursty than observed galaxies. Specifically, the FIRE-1 galaxies display a larger range in
than the observed galaxies of W12 between $8 < \log(M_\ast[M_\odot]) < 9.5$. The FIRE-2 simulations (Hopkins et al., 2018) used improved numerical accuracy, resulting in more accurate treatments of cooling and recombination rates, gravitational force softening and numerical feedback coupling. However, the core physics is the same as FIRE-1. These enhancements lead FIRE-2 to produce more realistic bursts of SF. FIRE-2 also contains a larger sample of galaxies than the previous version, allowing a better understanding of variations in galaxy properties. The detailed properties of the individual simulations can be found in Hopkins et al. (2018); El-Badry et al. (2018a).

We use the star formation histories of the FIRE-2 galaxies, which span a similar range in stellar mass over their last 2 Gyrs (corresponding to $z = 0.15 - 0$) to the W12 mass range, to determine their location and evolution in the $\log(L_{H\alpha}/L_{UV})$ vs. $\Delta \log(L_{H\alpha})$ plane, and compare them with the observed W12 sample.

Figure 2.7 shows three examples of star formation histories of FIRE-2 simulated galaxies, whose name and stellar mass at $z = 0$ are written on the top-left of each panel. We specifically chose galaxies with a different range of stellar masses. The galaxies have bursts of SF with a short amount of time in the peak. We see that galaxies rise and decline quickly in a roughly exponential form. For illustration purposes, we marked some of these exponential bursts in Figure 2.7 in magenta and fit equation 2.1 to individual bursts (using a curve fit Scipy package from Python) in order to find an estimate of rising and falling timescales for these galaxies. Based on this simple fitting, all three of these galaxies indicate time scales of $\tau < 15$ Myr.

The $L_{UV}$ and $L_{H\alpha}$ fluxes are derived by convolving the simulated star formation
Figure 2.7: Star formation histories of three galaxies in the FIRE-2 simulations (Hopkins et al., 2018) (cyan). The name and stellar mass of the galaxies at $z = 0$ are labeled in the top-left of each panel. The magenta lines are the best fit exponential functions to the individual bursts. The marked bursts all have e-folding time scale of $\tau$ below 15 Myr.
histories over the last 2 Gyrs with the Hα and UV luminosity evolution from single stellar population models (Bruzual and Charlot, 2003) with stellar metallicity of $0.2Z_\odot$. This is the same method as described for our parametrized bursty star formation in the Appendix. We note that in the low mass galaxies in which we are most interested, the vast majority of stars are formed in-situ and not acquired in mergers (Fitts et al., 2018). Furthermore, most of the mergers happened at $z > 3$, so the accreted stars are old and will not affect the $L_{H\alpha}$ or $L_{UV}$ (Fitts et al., 2018) calculations at late times.

In figure 2.8 we make the log($L_{H\alpha}/L_{UV}$) vs. $\Delta$log($L_{H\alpha}$) plot for FIRE2-simulated galaxies, where the color indicates the density of points at any location on the plot. Overlaid is the W12 observed sample in black circles. We calculate the median $L_{H\alpha}$ from the linear fit to the $L_{H\alpha}$ vs. mass relation for FIRE-2 galaxies and subtract this to determine $\Delta$log($L_{H\alpha}$). The names of the plotted FIRE-2 galaxies are labeled in red. One common feature that can be seen in both the observations and simulation is that the low mass galaxies exhibit a larger spread in the log($L_{H\alpha}/L_{UV}$) vs. $\Delta$log($L_{H\alpha}$) space while the spread becomes smaller at higher masses. Nonetheless, there are some discrepancies between them.

As mentioned before, the observations show no relation between $L_{H\alpha}/L_{UV}$ and $\Delta$log($L_{H\alpha}$) above $10^8$ M$_\odot$, but show a strong correlation below $10^8$ M$_\odot$. This is seen in the slope of the best-fit lines to the data in Figure 2.8. However, the simulated galaxies show a strong correlation, with a similar slope, at all stellar masses (red dashed line in Figure 2.8. Comparison with our exponential burst models (Section 2.5.2) on the FIRE-2 galaxies, indicates that the bursts/quenches have e-folding times of $\tau$ below 30 Myr in the simulated galaxies at all masses. However, the W12 data suggest that the e-folding
time increases toward higher stellar masses. In particular, at stellar masses above \(10^8\), the FIRE-2 simulations have far faster bursts (\(\tau < 30\) Myr) than the timescales implied by the observation of real galaxies (\(\tau \sim 300\) Myr). We therefore suggest that the rapid bursts in the FIRE-2 simulations of more massive galaxies should be examined to determine possible shortcomings in the existing feedback prescriptions.

We note here that although the \(\log(L_{H\alpha}/L_{UV})\) and \(\Delta \log(L_{H\alpha})\) distributions are similar to the observed galaxies, it is the examination of the \(\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})\) 2-dimensional space that allows us to recognize that the time scales for the bursts in more massive galaxies may not be correct.

One other difference between the simulation and observation that becomes more significant at masses below \(10^7.5 M_\odot\) is that the simulation produces larger \(\log(L_{H\alpha}/L_{UV})\) than what is observed in real galaxies. We address this offset in section 2.6.3.

We choose galaxy “m11b,” with stellar mass of \(10^8 M_\odot\) at \(z = 0\), as an example to demonstrate the effect of star formation rate change on the \(\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})\) relation. In Figure 2.9, we plot a 50 Myr segment of the recent SFH of this galaxy and marked each Myr in a color gradient as the time advances from dark blue to dark red as is shown on the left plot. The SFH at each point is averaged over its last three Myrs as it takes about three Myrs for the \(L_{H\alpha}\) to react to the change in star formation rate. On the right panel, we plot the \(\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})\) associated with the original (un-smoothed) SFH for which the colors represent the corresponding time on the left panel of the same color. When the SFR begins to rise, the galaxy moves in the \(\log(L_{H\alpha}/L_{UV}) - \Delta \log(L_{H\alpha})\) plane from bottom-left to the top-right (3 to 13, 21 to 23, 30 to 36 Myrs). When the SFR
declines quickly, the galaxy moves back toward the bottom left (13 to 21, 23 to 30, 36 to 41 Myr). Moreover, the larger amplitude changes in SFR give rise to larger changes in the log($L_{H\alpha}/L_{UV}$) - $\Delta\log(L_{H\alpha})$ plane (compare the large amplitude decline from 36 to 41 Myr to the smaller amplitude decline from 23 to 30 Myr). This behavior is consistent with the predictions from our model.

2.6.2 Stochastic IMF Sampling

So far we have discussed the luminosity distributions from the perspective of bursty star formation, assuming that the IMF is well-sampled in all galaxies at all SFRs. However, it may be the case that stars form in a stochastic manner such that low mass galaxies with a limited amount of gas form massive stars less frequently. Thus, it may not be appropriate to assume a fully sampled mass function in low mass galaxies with low SFRs. This will result in a deficit of very high mass stars, and can significantly change the log($L_{H\alpha}/L_{UV}$) and $\Delta\log(L_{H\alpha})$ distributions, even in a galaxy with a constant SFR. If this effect is large, it can incorrectly cause us to assume that a galaxy is undergoing bursty star formation.

Stars are born in star clusters and the distribution of clusters is called the initial cluster mass function (ICMF). The ICMF is typically modeled as a power-law, and observations suggest a slope of 2 (Zhang and Fall, 1999; Fall et al., 2009; Lada and Lada, 2003). Clusters of different masses are formed according to the probability given by the ICMF. Then, stars in each cluster are formed according to the probability given by the initial stellar mass function (ISMF).

Because some studies have indicated that IMF sampling can explain some of the
Figure 2.8: The log($L_{H\alpha}/L_{UV}$) vs. $\Delta \log(L_{H\alpha})$ relation for FIRE2-simulated galaxies (red circles and contours) and W12 data for local galaxies (black circles). The FIRE-2 galaxies are selected to be within the specified mass range at $z=0$. The names of the FIRE-2 galaxies are labeled in red. Red and black dashed lines are the best-fit line to the simulated and observed galaxies, respectively. We note that in the lowest mass galaxies ($\log(M_*) < 7$), a significant fraction of galaxies exhibit no star formation for long periods of time and would lie off of the bottom left of the plot. The simulated galaxies all span a similar range in $\Delta \log(L_{H\alpha})$ as the observed galaxies, suggesting similar burst amplitudes. However, the simulated galaxies at higher mass show a positive correlation between log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$ that is not seen in the observed galaxies, suggesting that the timescales for change in SFR is too short in simulated galaxies. This is also evident from the slope of the red dashed lines in these mass bins.
Figure 2.9: Left: The SFH smoothed over the last three Myrs for a 50 Myr segment of the recent SFH in galaxy “m11b” with $10^8 M_\odot$ stellar mass at present ($z = 0$). Right: The log($L_{H\alpha}/L_{UV}$) vs. $\Delta\log(L_{H\alpha})$ associated with the original (un-smoothed) SFH on the left panel. Colors and numbers represent the same star formation time on both panels. This is clear that the log($L_{H\alpha}/L_{UV}$) - $\Delta\log(L_{H\alpha})$ traces the SFR change when SFR is smoothed over the last three Myrs. As star formation rises and declines, it moves diagonally from bottom-left to top-right and back in log($L_{H\alpha}/L_{UV}$) - $\Delta\log(L_{H\alpha})$ plane respectively.
observed log($L_{H\alpha}/L_{UV}$) distributions, we attempt here to model stochastic IMF sampling in the W12 galaxies. SLUG (Stochastically Lighting Up Galaxies da Silva et al., 2012, 2014) is a code that considers stochastic sampling of both the ICMF and, then, the ISMF to determine the spectrum of star-forming galaxies. We use SLUG to determine the effects of ICMF and ISMF stochastic sampling to determine if poor sampling of the high mass ends is responsible for the large scatter in log($L_{H\alpha}/L_{UV}$) that we observe in low mass galaxies.

We use stellar metallicities from Table 2.2, assume a power-law ICMF with slope of $\beta = 2$, and Padova stellar tracks with thermally pulsing AGB stars and a Chabrier ISMF. In each mass bin, we use the median $L_{H\alpha}$ of all galaxies to determine a typical SFR in that mass bin, assuming the Kennicutt (1998) conversion. The SLUG code takes the input (constant) SFR, and stochastically produces stars, outputting spectral energy distributions every 5 Myr. We assume that all ionizing photons result in a photoionization, and calculate the resulting $L_{H\alpha}$ based on case-B recombination. We determine the $\Delta \log(L_{H\alpha})$ distribution by subtracting the median from the $L_{H\alpha}$ distribution.

In Figure 2.10, red circles are the output SLUG data and black circles are the W12 observed data. In this figure, we show the evolution of galaxies with constant SFR in the log($L_{H\alpha}/L_{UV}$) vs. $\Delta \log(L_{H\alpha})$ plane due to stochastic formation of massive stars. When high mass stars are abundant, the galaxy is high in both log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$. When high mass stars are not abundant, the galaxy is low in both log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$. Thus, there is a tight correlation between log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$, with a slope of $\sim 1$ in all mass bins. We note that a slope of $\sim 1$ suggests that $L_{H\alpha}$ is changing significantly, while the $L_{UV}$ is roughly constant.
Figure 2.10: The log($L_{H\alpha}/L_{UV}$) vs. $\Delta \log(L_{H\alpha})$ relation due to stochastic sampling of the ICMF and ISMF. Red points are SLUG-synthesized galaxies and black points are the W12 observed galaxies. The input (constant) SFR is derived from the average $L_{H\alpha}$ of the W12 sample for each mass bin. Though the SFR is constant, the luminosities change considerably as high mass stars are stochastically created. When high mass stars are abundant, the galaxy is high in both log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$. When high mass stars are not abundant, the galaxy is low in both log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$. Thus, there is a tight correlation between log($L_{H\alpha}/L_{UV}$) and $\Delta \log(L_{H\alpha})$, with a slope of $\sim 1$ in all mass bins.
The SLUG points roughly produce the width of the observed $\Delta \log(L_{H\alpha})$ distribution. However, SLUG significantly overpredicts the observed slope of the $\log(L_{H\alpha}/L_{UV})$ vs. $\Delta \log(L_{H\alpha})$ trend (slope of 1 vs. $\sim 0.5$). Therefore, it appears that bursty star formation is responsible for most of the observed spread in the $\log(L_{H\alpha}/L_{UV})$ and $\Delta \log(L_{H\alpha})$ distributions. This is somewhat surprising, as the very low SFRs in our low mass bins should suggest incomplete sampling of the high mass end of the ISMF. This may be reconciled if star-forming clusters in gas-rich, low mass galaxies are “top-heavy” relative to the assumed ICMF above.

Eldridge (2012) added the effect of binary stars to the stochastic IMF sampling and looked at the $\log(L_{H\alpha}/L_{UV})$ distribution of the W12 sample. Binary star mergers and mass transfer both produce more massive stars than were present in the initial population, which blurs some of the observational differences between different IMF sampling in their models. However, they conclude that the scatter in the $\log(L_{H\alpha}/L_{UV})$ distribution is not due to the IMF sampling method but it depends more on the bursty star formation history of each individual galaxy.

Furthermore, more constraints can be imposed on IMF sampling by limiting the ISMF and ICMF at the high mass end, such that the maximum stellar mass in star clusters is limited by the mass of the cluster and that the mass of the cluster itself is constrained by the SFR. This method is referred to as the integrated galactic IMF (IGIMF Kroupa and Weidner, 2003). Pflamm-Altenburg et al. (2007); Pflamm-Altenburg et al. (2009); Lee et al. (2009) argue that the IGIMF explains the observed $\log(L_{H\alpha}/L_{UV})$ distribution of their sample. However, Fumagalli et al. (2011) suggest that the imposed high mass limits
of both the ICMF and the ISMF in the IGIMF models lead to a dramatic reduction in the luminosity scatter at low SFRs, which is inconsistent with observations (Andrews et al., 2013, 2014).

2.6.3 Escape of Ionizing Photons

We note that our models consistently extend to higher \( \log \left( \frac{L_{H\alpha}}{L_{UV}} \right) \) values than are observed at all stellar masses (see Figure 2.6), but especially at \( \log(M_*) < 8 \). This ratio is affected by stellar metallicity, so part of this discrepancy could be alleviated if we assumed higher metallicity values. However, we are using metallicities that are consistent with measured mass-metallicity trends in low redshift galaxies (Andrews and Martini, 2013) and, in any case, the offset between the observed galaxies and models in the low-mass galaxies (\( \sim 0.3 \) dex) is larger than can be explained by stellar metallicity alone (\( \sim 0.1 \) dex difference between 0.2 Z_\odot and Z_\odot, Bruzual and Charlot, 2003). One possible explanation is that a significant fraction of the ionizing photons (roughly half) is escaping from low-mass galaxies in the peak of their burst phase, resulting in lower observed \( L_{H\alpha} \). Such a high escape fraction has only been observed in a handful of galaxies with extreme star formation surface densities and specific star formation rates (Izotov et al., 2018; Vanzella et al., 2016, 2018), unlike the more typical galaxies in our sample. However, we note that the escape fraction has not been probed in galaxies with such low star formation rates (\( SFR < 0.1 \) M_\odot yr\(^{-1} \)), as the Lyman continuum flux would be difficult to detect with current instrumentation. There has been an indirect search for escaping ionizing photons (via a deep search for faint H\(_\alpha\) recombination in the nearby circumgalactic medium of three nearby dwarf galaxies. But there was only 5% more \( L_{H\alpha} \) emission identified (Lee et al.,
2016). This still leaves open the possibility that the ionizing photons may escape to a much larger radius (> 2 kpc). The possibility that typical low mass galaxies have high ionizing photon escape fractions is intriguing and has important implications for reionization and the subsequent evolution of the ionizing background.

Another possible explanation is that the high mass end of the IMF is not being fully sampled, creating a deficit of the most massive stars and suppressing $L_{H\alpha}$. However, in Figure 2.10, we can see that modeling of the stochastic sampling of the IMF still produces a large number of galaxies above the observed distribution of log($L_{H\alpha}/L_{UV}$) at all masses. Therefore, it appears that IMF sampling cannot fully explain the discrepancy.

### 2.6.4 Dust Attenuation

We caution that the log($L_{H\alpha}/L_{UV}$) measurements contain potential systematic uncertainties arising from the application of a uniform dust attenuation curve. We know that even galaxies with similar masses and star formation histories show considerable scatter in their extinction curves (Meurer et al., 1999). This will increase the scatter in the log($L_{H\alpha}/L_{UV}$) vs. $\Delta$log($L_{H\alpha}$) plane, but does not significantly affect our interpretation, as it ultimately depends on the slope of the distribution in that plane. In addition, there is some evidence that attenuation curves may change as a function of stellar mass and/or SFR (Reddy et al., 2015). If the variations in attenuation curves are a function of stellar mass, this will not affect our results, as we have binned our data in narrow stellar mass ranges. However, if the attenuation curves change as a function of SFR, then this would change the relative attenuation of $L_{UV}$ and $L_{H\alpha}$ within a stellar mass bin, which could change the slope of the distribution in the log($L_{H\alpha}/L_{UV}$) vs. $\Delta$log($L_{H\alpha}$) plane.
2.7 Summary

In this paper we studied the phenomenon of bursty star formation in low-redshift dwarf galaxies and attempted to determine the parameters (amplitudes and timescales) of the bursts. The parameters can be measured by comparing star formation rate indicators (e.g., $L_{H\alpha}$ and $L_{UV}$) that are sensitive to different timescales. For our analyses, we used the data from Weisz et al. (2012a), which includes extinction-corrected $L_{H\alpha}$ and $L_{UV}$ measurements for local galaxies with a large range in stellar mass ($10^6 < M_\star < 10^{10} M_\odot$).

First, we fit to the same top-hat periodic burst model of Weisz et al. (2012a) to determine the period, duration, and amplitude of the bursts. We improved the analysis by 1) using more appropriate sub-solar stellar metallicities, 2) expanding the probed parameter space and 3) using a likelihood analysis to better determine parameter uncertainties and degeneracies. We found that the results were broadly similar to those of Weisz et al. (2012a), but with significantly longer durations and periods. Moreover, we found that the parameters had significant uncertainties and degeneracies, with period and duration being highly degenerate. We therefore argued that it is not sufficient to use only a single $\log(L_{H\alpha}/L_{UV})$ distribution to constrain a three-parameter burst model.

We showed that a galaxy’s location on the star-forming main sequence is correlated with the $\log(L_{H\alpha}/L_{UV})$ distribution, strongly suggesting that all of the galaxies are exhibiting similar star formation histories. Thus, we argue that the $\Delta \log(L_{H\alpha})$ distribution (i.e., the $L_{H\alpha}$ deviation from the mean $\log(L_{H\alpha})$) should be used to estimate burst parameters, in addition to the $\log(L_{H\alpha}/L_{UV})$ distribution. Indeed, the two parameters are correlated, and the motion of galaxies in the 2-dimensional $\log(L_{H\alpha}/L_{UV})-\Delta \log(L_{H\alpha})$ plane
gives significant insight into the timescale for variations in the star formation rate.

In order to avoid highly parameterized star formation histories, we look for a model with the least numbers of parameters that informs us most about the physical characteristics of the bursts. So we instead compare to exponential bursts with two parameters: 1) the time scale of rising and falling of the SFR (e-folding time, $\tau$) and the maximum amplitude of the bursts ($A$). We find that galaxies with stellar masses less than $10^{7.5} M_\odot$ undergo large and rapid changes in SFR with timescales of $\tau < 30$ Myr and maximum amplitudes of $A \sim 100$ while galaxies more massive than $10^{8.5} M_\odot$ experience smaller, slower changes in SFR with $\tau > 300$ Myr and $A \sim 10$.

We also calculated the $\log(L_{H\alpha}/L_{UV})$-$\Delta \log(L_{H\alpha})$ relation for galaxies in the FIRE-2 hydrodynamical simulations and found that these galaxies exhibit short timescale ($\tau < 30$ Myr) changes in SF at all mass ranges. Though the amplitudes of these bursts agree well with the observed $\Delta \log(L_{H\alpha})$ distributions, such short bursts are different from the long timescales of $\tau > 100$ Myr that we inferred for galaxies above $10^8 M_\odot$. Future improvements to the simulations should look carefully at what is causing such short bursts in the more massive galaxies ($M_* > 10^8 M_\odot$).

Furthermore, we examined the stochastic IMF sampling models using the SLUG code (da Silva et al., 2014) and found that the simulated $\log(L_{H\alpha}/L_{UV})$-$\Delta \log(L_{H\alpha})$ distributions were significantly steeper than the observed distributions. Therefore, stochastic sampling of the IMF may help explain some of the scatter in $\log(L_{H\alpha}/L_{UV})$-$\Delta \log(L_{H\alpha})$, but the assumptions of the mass function of the clusters or stars may need to be revised.

Finally, we note that measurements of $L_{UV}$ already exist for large samples of
galaxies from $z \sim 1$ up to the earliest epochs ($z \sim 8$). Soon, with the advent of JWST, WFIRST and the next generation of 30-meter-class ground-based telescopes, measurements of $L_{H\alpha}$ will be routine, even for dwarf galaxies at high redshift. As galaxies at early epochs will have very different conditions (smaller physical sizes, higher gas fractions, more metal-poor stars), it will be necessary to use a similar analysis to determine the properties of bursty star formation at high redshift. This will in turn allow us to better interpret these observables to more accurately determine physical properties.

2.8 Appendix

2.8.1 Details of determining SF model parameters based on log($L_{H\alpha}/L_{UV}$) distribution

We first describe the Weisz et al. (2012a) method of constraining burst parameters, and then explain our improvements to the method.

Weisz et al. (2012a) divided their observed sample into five stellar mass bins from $10^6$ to $10^{11} M_\odot$ and assumed that all galaxies of similar stellar masses have star formation histories with the same parameters. They defined their SF models as top-hat, periodic bursts superimposed on a constant, baseline SFR and assumed stellar metallicity of $1Z_\odot$. They then determined the log($L_{H\alpha}/L_{UV}$) distribution from models with different burst periods (P), durations (D), and amplitudes (A) and used a Kolmogorov-Smirnov test to identify the parameters that best reproduce the observed log($L_{H\alpha}/L_{UV}$) distribution in each mass bin. W12 finely sampled the parameter space, resulting in 1466 SFH models. The main conclusion of W12 is that galaxies with the lowest stellar masses have higher amplitude
bursts \((A \sim 30 \times \text{the baseline rate})\), relatively long durations \((D \sim 30 - 40 \text{ Myr})\), and long periods \((P = 250 \text{ Myr})\). The highest mass bins are characterized by almost constant SFRs with an occasional modest burst favoring SF models with short duration \((D \sim 6 \text{ Myr})\) and modest amplitudes \((A \sim 10)\).

We use the same periodic, top-hat burst model as Weisz et al. (2012a), with the same parameters \((P, D, A)\). The duration is restricted to be less than the period. We note that the value of the baseline SFR is irrelevant, as the relevant factor affecting luminosity ratios is the ratio of the amplitude SFR to the baseline SFR. From observations, we have a sample of \(\log(L_{H\alpha}/L_{UV})\) for 185 local galaxies ranging from \(5 < \log(M_*/[M_\odot]) < 11\) in mass. The observed sample is classified into six mass bins.

For each individual set of model parameters, we build a sample of 10,000 \(\log(L_{H\alpha}/L_{UV})\) values for that SFH, selected in \(5\text{ Myr}\) time intervals. This is a way of representing an ensemble of galaxies in the real world that are caught during different stages of the star formation history assuming that they all share the same SFH. We do not sample the first 200 Myrs of star formation, to ensure that the \(L_{UV}\) is not biased low as it would not have enough time to build up a full sample of A-stars. To do this, we first calculate the spectral energy distribution (SED) as a function of time for a single stellar population (Bruzual and Charlot, 2003) using a Chabrier IMF (Chabrier, 2003), Padova isochrones (Bertelli et al., 1994; Bressan et al., 1993; Fagotto et al., 1994), and a constant stellar metallicity. For each output SED, we calculate \(L_{UV}\) as the average of the continuum between 1460-1540 Å and \(L_{H\alpha}\) by determining the Hydrogen-ionizing photon production rate and assuming case B recombination. We then convolve our \(L_{UV}(t)\) and \(L_{H\alpha}(t)\) curves with the \(SFR(t)\) curves.
to determine the intrinsic (unobscured by dust) \( \log(L_{H\alpha}/L_{UV}) \) as a function of time.

To take into account the observational uncertainties, we add 10-20\% Gaussian errors to \( L_{UV} \) and \( L_{H\alpha} \) due to statistical uncertainties arising from dust attenuation corrections (See section 2.5.1.)

Finally, we determine the probability of obtaining our measured distribution of \( \log(L_{H\alpha}/L_{UV}) \) given the modeled distribution for the set of parameters (D, P, A). We then determine the set of parameters that maximizes the probability space and marginalize them to determine the 1-D posteriors distributions for each individual parameter.

\[
\begin{array}{|c|c|c|}
\hline
\text{Stellar Mass} & \text{Measured } Z_a & \text{Model } Z_b \\
\log(M/M_\odot) & [Z_\odot] & [Z_\odot] \\
\hline
\leq 7 & \text{N/A} & 0.2 \\
7 - 7.5 & N/A - 0.10 & 0.2 \\
7.5 - 8 & 0.10 - 0.17 & 0.4 \\
8 - 8.5 & 0.17 - 0.31 & 0.4 \\
8.5 - 9 & 0.31 - 0.46 & 0.4 \\
9 - 10 & 0.46 - 0.70 & 0.4 \\
\hline
\end{array}
\]

Table 2.2: Stellar metallicities used in models. \( Z_a \) is the measured gas-phase metallicity for each stellar mass bin in Andrews and Martini (2013) and \( Z_b \) is the Closest stellar metallicity model in Bruzual and Charlot (2003). Note that we use 0.4\( Z_\odot \) for \( \log(M_\star) = 7.5 - 8 \) (instead of 0.2\( Z_\odot \)) in order to fit the observed \( \log(L_{H\alpha}/L_{UV}) \) distribution.

In order to select the appropriate metallicity for each stellar mass bin, we refer to the mass-metallicity relation from Andrews and Martini (2013), assuming solar Oxygen abundance to be 8.86. In Table 2.2, the approximate metallicity of each mass bin is determined except for the lowest mass bin due to lack of data points in this mass range. We choose to use the metallicities from the existing libraries in Bruzual and Charlot (2003)
that are closest to the values in column 2 of Table 2.2. The chosen metallicities are given in column 3. For $M \leq 10^7 M_\odot$ we assumed 0.2 solar metallicity because the next smallest metallicity available in the BC03 is 0.02 $Z_\odot$, far lower than we expect for galaxies at those stellar masses. The results of this model is discussed in sec. 3.3.

2.8.2 Improvements On Fits To Periodic SF History

As discussed above, the W12 study made significant progress in fitting to the $\log(\frac{L_{H\alpha}}{L_{UV}})$ distribution to determine SF burst model parameters. However, we have identified ways in which we can enhance the W12 analysis.

First, the stellar metallicity was assumed to be solar for all mass ranges. This can change the estimated SF model parameters because stellar metallicity affects the surface temperature of stars such that more metal-rich stars are cooler at a given mass. This therefore affects the amount of ionizing to non-ionizing photons. To address that, we explore the effects of using more realistic (lower) stellar metallicities on parameter estimation for different mass ranges based on the metallicities estimated in Andrews and Martini (2013) (see Table 2.2).

Second, in order to explore the model parameter space, W12 used a two-sided K-S (Kolmogrov-Schmirnov) test. However, we use likelihood approach that allows us to better determine parameter uncertainties and degeneracies.

Third, the best-fit parameters from W12 were at the edge of the explored parameter space, so it is possible that the actual best-fit parameters are out of the explored range. Therefore, we expanded the parameter space (by a factor of five in duration, period, and amplitude) in order to guarantee that we explore all parameter space far enough that
Figure 2.11: 2D contour plots of (D,P), (P,A) and (A, D) from left to right. Parameter space is limited to the W12 range, i.e. $D \leq 200$, $P \leq 250$, $A < 50$ and assuming stellar metallicity of $1Z_{\odot}$. Top and bottom subplots are contour plots of $M \leq 10^7 M_{\odot}$ and $10^7 < M \leq 10^8 M_{\odot}$ respectively. The maximum likelihood values are in good agreements with the W12 predictions, shown as red circles.

...encompasses the best-fit parameter.

### 2.8.3 Results of Best Fit Burst Parameters

We first test our method by comparing our analysis with that of W12 to see whether we produce the same best-fit values. To do so, we make the same assumptions as W12 (assuming solar metallicity and identical parameter space). Figure 2.11 shows the contours of the burst parameters for the two lowest mass ranges in W12, i.e. $M \leq 10^7 M_{\odot}$ and $10^7 < M \leq 10^8 M_{\odot}$. 
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As can be seen in Figure 2.11, the best-fit parameters are in agreement with W12. They report \((D, P, A)\) of \((40, 200, 30)\) and \((30, 250, 30)\) for \(M \leq 10^7 M_\odot\) and \(10^7 < M \leq 10^8 M_\odot\) respectively which is comparable to our results; \((46, 250, 20)\) (Figure 2.11, top) and \((53, 250, 18)\) (Figure 2.11, bottom). The slight discrepancy in the duration and amplitude between our method and W12 arises from the different sampling of the parameter space. This confirms the credibility of our maximum likelihood approach for determining the best-fit parameters of bursts. The results and the interpretations are discussed in section 2.4.
Chapter 3

The ionizing photon production efficiency ($\xi_{\text{ion}}$) of lensed dwarf galaxies at $1 \leq z \leq 3$

3.1 Abstract

We measure the ionizing photon production efficiency ($\xi_{\text{ion}}$) for a sample of faint low-mass galaxies ($10^{6.5-10^{10}} M_\odot$) at an intermediate redshift of $1 < z < 3$ by taking advantage of gravitational lensing from three foreground lensing clusters (Abell 1689, MACS J0717, and MACS J1149). This helps us constrain $\xi_{\text{ion}}$ as one of the key components in determining the ionizing emissivity of these low mass galaxies and ultimately their role in the cosmic reionization. We utilize Keck/MOSFIRE rest-optical spectra to measure nebular emission fluxes and HST rest-UV and rest-optical imaging to measure the photometry.
We correct Hα fluxes for dust attenuation using the Balmer decrement. We present two ways of flux stacking. First, we take the average of the log(Hα/UV) luminosities in order to determine the typical Log(ξ_{ion}). Second, we take the log of total Hα over total UV$_{1500}$ luminosities. We favor the latter as it provides the total ionizing UV luminosity density once it is multiplied by the total non-ionizing UV (UV$_{1500}$) luminosity density inferred from the UV luminosity function. Log(ξ_{ion}) inferred from the second method is $\sim 0.2$ dex higher than the first method in our sample. We do not find any strong dependence between the log(ξ_{ion}) and M$_{UV}$ or UV spectral slope ($\beta$) and report a value of log(ξ_{ion}) = 25.5-25.6 for $-21 < M_{UV} < -18$. We also find a correlation between log(ξ_{ion}) and the equivalent widths of Hα and [OIII] that may suggest that these equivalent widths can be a proxy for the ξ_{ion} estimate when the direct measurements of non-ionizing UV flux is not available.

### 3.2 Introduction

Many studies have demonstrated that by $z \sim 6$ the neutral hydrogen in the intergalactic medium (IGM) was fully ionized. What is not well understood is what are the sources that ionized the universe and provided the intergalactic medium thereafter. In fact, it is not clear whether the galaxies that we have detected at high redshift are capable of ionizing the IGM. In order to determine this, we need to know the rate of ionizing photons emitted into the IGM as a function of redshift (often referred to as $\Gamma(z)$). In order to calculate $\Gamma(z)$, three quantities must be known.

\[ \Gamma = \int L\Phi(L)\xi_{ion}(L)f_{esc}(L)dL \]  

(3.1)
The first quantity is the luminosity function of galaxies ($\Phi(L)$), which is typically measured in the non-ionizing ultraviolet (UV), as it is relatively easy to detect galaxies at those wavelengths at high redshift. If the UV luminosity function is integrated, it gives the total UV luminosity density at a given redshift. The second quantity that is needed is a conversion from the non-ionizing UV luminosity density to ionizing UV luminosity density. This conversion is often referred to as $\xi_{ion}$ and is defined as the rate of ionizing photon production normalized by the non-ionizing UV luminosity density (in $f_\nu$). The third necessary quantity is the fraction of ionizing photons that escape into the intergalactic medium, referred to as the escape fraction, $f_{esc}$. Of course, all of these quantities can vary with luminosity.

Many studies have constrained the luminosity functions of high redshift galaxies. Here we are interested in constraining the second quantity, $\xi_{ion}$. The primary way of determining $\xi_{ion}$ is to directly measure the ionizing UV flux (blue-ward of 912 Å). However achieving this is difficult due to the lack of deep rest-UV spectroscopy at high redshifts and is limited to either a few individual galaxies or the composite spectrum of a large number of galaxies (Reddy et al., 2016). The alternative way is to infer the ionizing UV flux from the Hydrogen recombination lines (e.g., $H\alpha$ or $H\beta$) assuming that the interstellar medium (ISM) is optically thick to ionizing photons and do not allow them to escape the galaxy. In this case, the rate of ionizations and, thus, the ionizing photon production rate, can be inferred from recombination lines assuming case-B recombination. As such, Bouwens et al. (2016a); Nakajima et al. (2016); Matthee et al. (2017); Shivaei et al. (2017) evaluated $\xi_{ion}$ as the ratio of hydrogen recombination lines to 1500 Å UV (UV$_{1500}$) fluxes. Another
indirect way of inferring the $\xi_{\text{ion}}$ is to implement metal nebular emission lines into the photoionization models and characterize the shape of the ionizing spectrum (Stark et al., 2015, 2017).

However, all these studies obtain $\xi_{\text{ion}}$ for a selected sample of high-redshift galaxies which are exclusively luminous H\textalpha or Lyman $\alpha$ emitters or have extreme emission lines. As such there aren’t many measurements of $\xi_{\text{ion}}$ in low-luminosity low-mass galaxies (Lam et al., 2019).

On the other hand, recent studies suggest that low-mass galaxies should have a greater contribution in the reionization owing to a steep faint end slope of 1500Å UV luminosity function observed in high redshift galaxies (Reddy and Steidel, 2009; Bouwens et al., 2012; Alavi et al., 2014; Finkelstein et al., 2015; Kriek et al., 2015; Atek et al., 2015; Livermore et al., 2017). Additional supporting evidence is that at low mass systems, more ionizing photons are thought to escape from the galaxies into the IGM (Paardekooper et al., 2013; Wise et al., 2014; Erb, 2015; Anderson et al., 2017; Henry et al., 2015; Karman et al., 2017) at high redshifts. In order to claim that low mass galaxies are the primary reionizing agents, we still need to investigate the ionizing photon production efficiency ($\xi_{\text{ion}}$) of these low mass galaxies relative to their massive counterparts and see if there is any enhancement in the $\xi_{\text{ion}}$ value towards lower masses. However, despite its great importance, little is known about $\xi_{\text{ion}}$ in faint low mass systems.

In this paper we measure $\xi_{\text{ion}}$ for low-mass ($6.5 \leq \log(M_\ast) < 10$) low-luminosity galaxies at $z$ between 1.0 – 3.35, which has not been done before. These galaxies are highly magnified by gravitational lensing by foreground galaxy clusters. The magnification enables
us to detect low luminosity galaxies, up to an intrinsic UV magnitude of -15. We quantify $\xi_{\text{ion}}$ using $H\alpha$ recombination emission and non-ionizing (1500 Å) UV fluxes from deep MOSFIRE/Keck spectroscopy and HST imaging. We also have $H\beta$ detections for most of the galaxies in our sample in order to quantify dust extinction via the Balmer decrement.

However, due to the stochastic nature of the star formation rates in low mass galaxies, there is always an intrinsic scatter in the ratio of $H\alpha$ (or $H\beta$) to UV at low mass (Lee et al., 2009; Weisz et al., 2012b; Domínguez et al., 2015; Guo et al., 2016b; Emami et al., 2018). As a result, we expect to see the same scatter in the $\xi_{\text{ion}}$ distribution which makes it crucial to come up with an appropriate way of combining the galaxies’ fluxes and derive a single $\xi_{\text{ion}}$ value that properly represents the entire sample. Here we also address this issue and introduce a new way of stacking $H\alpha$ and UV fluxes that deals with the $\xi_{\text{ion}}$ scatter at low mass galaxies.

Furthermore, since $\xi_{\text{ion}}$ is relevant to the ionizing radiation intensity of the galaxies, it can also be inferred from other physical quantities that are also dependent on the ionizing radiation intensity, such as UV spectral slope (Robertson et al., 2013; Bouwens et al., 2015b; Duncan and Conselice, 2015a) and equivalent widths of nebular UV and optical lines (Stark et al., 2015, 2017; Chevallard et al., 2018; Tang et al., 2018). We also investigate the relationship between $\xi_{\text{ion}}$ and these physical quantities in our sample and see if those relations shown by previous works further extend to the lower mass low luminosity regimes or not.

The outline of the paper is as follows. We describe the sample selection and data acquisition in § 3.3. In § 3.4 we present flux measurements and discuss the sample com-
pleteness. In § 3.5 we describe two approaches of stacking fluxes and discuss the relevance of each for the $\xi_{\text{ion}}$ determination. In § 3.6 we show our results and compare them with previous works. We discuss the relationship between $\xi_{\text{ion}}$ and other physical quantities in § 3.7. Lastly, we conclude with a brief summary in § 3.9. We assume a $\Lambda$-dominated flat Universe with $\Omega_{\Lambda} = 0.7$, $\Omega_M = 0.3$ and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$. All magnitudes in this paper are in the AB system (Oke and Gunn, 1983) and all equivalent widths are quoted in the rest-frame.

3.3 data

3.3.1 HST Data

Our sample is drawn from *Hubble Space Telescope* (HST) survey (Alavi et al., 2016) that identifies faint star-forming galaxies at $1 < z < 3$ behind three lensing clusters – Abell 1689 and two Hubble Frontier Fields (HFF) clusters, MACS J0717 and MACS J1149. The data reduction and photometric measurements are discussed in detail in Alavi et al. (2016). For galaxies in Abell 1689, we measure flux in eight photometric bands spanning the observed near-UV and optical. For galaxies in MACS J0717 and MACS J1149 we measure flux in nine photometric bands spanning the observed near-UV, optical, and near-IR. The near-UV data (program IDs 12201, 12931, 13389) allow for efficient identification of the Lyman break, enabling accurate photometric redshifts at $1 < z < 3$.

We require a lens model for each cluster to correct for the lensing magnification and derive the intrinsic galaxy properties. As discussed in Alavi et al. (2016), for Abell 1689 we use the lens model of Limousin et al. (2007) and for the HFF clusters we use the
models from CATS\textsuperscript{1} team with Jauzac et al. (2016) and Limousin et al. (2016) for MACS J1149 and MACS J0717, respectively.

### 3.3.2 Spectroscopic Sample and Data Reduction

We briefly summarize our spectroscopic selection and data reduction here, but for more details see Alavi et al., in prep. From the photometric survey discussed above, we select our spectroscopic sample such that the bright rest-frame optical nebular emission lines fall within the atmospheric windows at $1.37 < z < 1.70$, $2.09 < z < 2.61$ and $2.95 < z < 3.8$. When selecting targets, we prioritized galaxies with high magnification and brighter observed optical flux densities. The data were collected between January 2014 and March 2017. Masks were made for the $1.37 < z < 1.70$ and $2.09 < z < 2.61$ redshift ranges and all of the strong optical emission lines (H$\alpha$, [N$\text{II}$], [O$\text{III}$], H$\beta$, and [O$\text{II}$]) were targeted. For the lower redshift mask, Y-, J-, and H-band spectroscopy was obtained. For the higher redshift mask, J-, H-, and K-band spectroscopy was obtained. The total exposure times for each mask and filter range from 48 to 120 minutes.

The MOSFIRE data were reduced using the MOSFIRE Data Reduction Pipeline\textsuperscript{2}(DRP). The DRP produces a 2D flat-fielded, sky-subtracted, wavelength-calibrated, and rectified spectrum for each slit. It also combines the spectra taken at each nod position (we used an ABBA dither pattern). The wavelength calibration for the J- and H-band spectra was performed using the skylines and for the Y- and K-band spectra a combination of skylines and Neon lines was used. We then utilize custom IDL software, BMEP \textsuperscript{3}, from Freeman.

\textsuperscript{1}https://archive.stsci.edu/prepds/frontier/lensmodels/
\textsuperscript{2}https://keck-datareductionpipelines.github.io/MosfireDRP/
\textsuperscript{3}https://github.com/billfreeman44/bmep
et al. (2017) for the 1D extraction of spectra. The flux calibration is done in two stages. First, we use a standard star with spectral type ranging from B9 V to A2 V, which has been observed at similar airmass as the mask. We then do an absolute flux calibration using a slit star included on each mask.

The spectrum in each filter was fit with the Markov Chain Monte Carlo (MCMC) Ensemble sampler, emcee\textsuperscript{4} (Foreman-Mackey et al., 2013). Emission lines were fit with single-Gaussian profiles, and the continuum was fit with a straight line. The emission-line width and redshift were set as free parameters when fitting in a given filter, with the final spectroscopic redshift of a galaxy determined by the weighted average of the different best-fit redshifts, when necessary. In the instances where [O3]\(\lambda 5007\) fell outside our spectroscopic coverage, we determined its flux with the [O3]\(\lambda 4959\) line and the intrinsic flux ratio between the two lines of the doublet: [O3]\(\lambda 5007\)/[O3]\(\lambda 4959\) = 2.98 (Storey and Zeippen, 2000). More details about the spectroscopic line measurements can be found in Gburek et al. (2019).

### 3.3.3 Sample Selections

There are 60 objects in our sample for which we have sufficient HST filter coverage spanning the observed near-UV to near-IR that enables a robust SED fit and, thus, reliable estimates of stellar properties (stellar mass, V band dust attenuation \((A_V)\), UV spectral slope \((\beta)\), etc.). We remove some of these objects from sample for the following reasons:

**Non-covered H\(\alpha\) or large H\(\alpha\) errors:** We remove 19 galaxies due to either the fact that their H\(\alpha\) are not covered by MOSFIRE filters or their H\(\alpha\) flux errors are greater than \(10^{-17}\) erg s\(^{-1}\) cm\(^{-2}\). We choose to impose a flux error cutoff rather than the signal-to-noise cutoff

\textsuperscript{4}https://emcee.readthedocs.io/en/v2.2.1/
on our Hα measurement. This way we can discriminate against those whose Hα lines fall on the sky lines and happen to have moderate signal-to-noise with large Hα fluxes and large errors.

**Galaxies with high magnification:** If a galaxy has a high average magnification, it means it is sitting close to the caustic in the source plane. Thus, the gradient of magnification is large and the magnification varies considerably across the galaxy. This could result in a significant altering in the true ratio of $L_{H\alpha}$ to $L_{UV}$. Not only would this increase the scatter, but it can result in a bias, as the galaxies are selected via rest-frame UV continuum luminosity density. Hence, we remove seven galaxies whose magnifications ($\mu$) are $\mu > 30$ in A1689 and $\mu > 15$ in HFF clusters.

**Multiply imaged galaxies** We remove multiple images of two galaxies to avoid double counting. In these cases, we keep the most highly magnified image in the sample unless the magnification is very large ($> 30$ in A1689 and $> 15$ in HFF clusters). In which case, we use the next brightest image. These multiple images were identified using Lenstool (Limousin et al., 2016; Alavi et al., 2016).

**High slit loss galaxies:** For larger, extended galaxies, the slit loss correction can be large, and the MOSFIRE measurement will only be sampling a small, possibly unrepresentative portion of the whole galaxy. As such, we remove four galaxies with $H\alpha$ slit losses $> 70\%$ from the sample.

**Low confidence spectroscopy measurements:** We also take out one galaxy from the sample for which we are not confident about its line measurements.

Finally we are left with 31 galaxies in the sample that are free of the aforementioned
concerns.

3.4 Measurements

3.4.1 SED Fitting

Stellar masses, star formation rates and stellar dust attenuation for our galaxies are estimated with SED fits to the photometry (see Alavi et al., in prep, for full description). Specifically, for the Abell 1689 cluster, we use eight broad-band filters spanning the observed near-UV to optical in the F225W, F275W, F336W, F475W, F625W, F775W, F814W and F850LP filters. In addition, we used the photometry in two near-IR HST bands (F125W and F160W), though the imaging does not cover the full area covered by the near-UV and optical imaging.

For the two HFF clusters, we fit to nine broad-band filters spanning the observed near-UV to near-IR in the F275W, F336W, F435W, F606W, F814W, F105W, F125W, F1140 and F160W filters.

We use the stellar population fitting code FAST (Kriek et al., 2009), with the BC03 (Bruzual and Charlot, 2003) population synthesis models, and assume an exponentially increasing star formation history with a Chabrier IMF (Chabrier, 2003). As suggested by Reddy et al. (2018) for high-redshift low-mass galaxies, we use the SMC dust extinction curve with $A_V$ values varying between 0.0 – 3.0. We leave the metallicity as a free parameter between $[0.4-0.8]$ $Z_{\odot}$. The age and star formation timescales can vary between $7.0 < \log(t) \ [yr] < 10$ and $8.0 < \log(\tau) \ [yr] < 11.0$, respectively. The redshifts are fixed to the values obtained spectroscopically. The 1σ confidence intervals are derived from a
Monte Carlo method of perturbing the broad-band photometry within the corresponding photometric uncertainties and refitting the SED 300 times. We note that we correct the broadband photometry for the contamination from the nebular emission lines using the line fluxes measured from the MOSFIRE spectra.

### 3.4.2 Slit Loss Correction

The emission line fluxes need to be corrected for slit losses. This procedure is more important for extended or stretched (highly magnified) objects as the slit may not fully cover the object. This needs to be done for each object in each MOSFIRE band and each mask. We adopt the following procedures: 1. We cut a 30″×30″ postage stamp centered on the galaxy from the F625w as this filter gives a high S/N image of the rest-frame ultraviolet light, and therefore the approximate morphology of the star-forming regions. 2. We identify the pixels corresponding to the object using the segmentation map output by SourceExtractor (Bertin and Arnouts, 1996b). 3. We mask out all pixels of the nearby objects and background from the postage stamp and replace them with zero flux. 4. The sum of the total flux of pixels belonging to the object gives us the actual flux that SourceExtractor measured. 5. We smooth the postage stamp applying a Gaussian Kernel with a FWHM that is given by

\[
FWHM_{\text{kernel}}^2 = FWHM_{\text{seeing}}^2 - FWHM_{F625W}^2
\]  

(3.2)

\(FWHM_{\text{seeing}}^2\) is the FWHM of the Gaussian fit to the profile of the slit star in the corresponding mask and filter. \(FWHM_{F625W}^2\) is FWHM of the F625W PSF (0.1″). This
artificially degrades the resolution of the HST image to the same spatial resolution as the MOSFIRE observation. 6. We overlay the slit on the postage stamp of the smoothed image using its position angle, center, length and width and block out regions of the object that falls out of the slit. 7. The sum of the flux of the remaining pixels is the flux that one could measure from MOSFIRE if the F625w filter was used. 8. Now, the ratio of the in-slit flux from 7 to the total flux from 4 indicates how much flux of the galaxy remains after slit losses.

3.4.3 Non Dust-Corrected $\xi_{\text{ion}}$

The goal of this paper is to measure the ionizing photon production efficiency of galaxies ($\xi_{\text{ion}}$) for our sample which represents the rate of Lyman continuum photons per unit UV$_{1500}$ luminosity (Robertson et al., 2013; Bouwens et al., 2016a) as:

$$\xi_{\text{ion}} = \frac{Q_{H^0}}{L_{UV}} \left[\text{sec}^{-1}/\text{erg sec}^{-1} \text{Hz}^{-1}\right]$$

(3.3)

where $L_{UV}$ is the intrinsic UV-continuum luminosity density (per unit frequency) around 1500 Å. Based on the stellar synthesis models (Leitherer et al., 1995), the rate of production of ionizing photons ($Q_{H^0}$) can be determined from the hydrogen recombination lines, in this case, $H\alpha$ as

$$L_{H\alpha}[\text{erg} \text{ s}^{-1}] = 1.36 \times 10^{-12} Q_{H^0}[\text{s}^{-1}]$$

(3.4)

where $L_{H\alpha}$ is the $H\alpha$ luminosity. Here we assume that all ionizing photons are converted into case B recombination emission and none are escaped into the intergalactic
medium. We also obtain the stellar mass estimates from the SED fits that was explained in 3.4.1.

Figure 3.1 shows the log($\xi_{\text{ion}}$) as a function of stellar mass for the observed $L_{\text{H}\alpha}$ and $L_{\text{UV}}$.

Considering that low-mass galaxies are less attenuated by the dust (Pannella et al., 2009; Reddy et al., 2010; Bouwens et al., 2016b), we assume that the overall position of these galaxies would mildly be different from when they are not dust attenuated. Based on this assumption and Figure 3.1, we find our galaxies lying roughly above the canonical value of 25.2 (Robertson et al., 2013).

We also examine to see to what flux limit $H\alpha$ can be faint in order to be still detectable via MOSFIRE for a galaxy with a typical magnification of our sample. If MOSFIRE detection limit is $F_{\text{lim}}$ and galaxy’s magnification is $\mu$, galaxy can then be as faint as $F_{\text{lim}}/\mu$ to still be detectable in our experiment. Thus we can determine the corresponding $\xi_{\text{ion}}$ of this critical $H\alpha$ flux as a function of mass if we divide this critical $H\alpha$ luminosity by UV luminosity at any given mass. The UV luminosity at any mass is estimated from the linear fit through the log ($L_{\text{UV}}$)-log(mass) relation. Note that we only fit to masses above $10^{7.5} \, M_\odot$ in order to ensure that we are not biased to only bright $L_{\text{UV}}$ galaxies at $M_\ast < 10^{7.5}$ which . We demonstrate these log ($\xi_{\text{ion}}$) thresholds for three magnifications of 3,10 and 30 as dashed diagonal lines in Figure 3.1, indicating the detection limit below which galaxies are intrinsically too faint to be detected without the lensing effect. The typical magnification of galaxies in our sample is between 3 to 7 which corresponds to an area between the green and red diagonal lines. Based on this, as we move towards lower
masses we start missing more galaxies with low $\log(\xi_{\text{ion}})$ whose $H\alpha$ fluxes are fainter than MOSFIRE detection limit. This makes us to put a completeness limit at $M_* = 10^8 M_\odot$ to our sample above which we are confident that we are not missing a significant subsample of low $\log(\xi_{\text{ion}})$ galaxies.

Overall, we note that $\log(\xi_{\text{ion}})$ spans about 1.5 dex across the sample (24.8-26.3), as is evident in Figure 3.1.

3.4.4 Dust Extinction Correction

We use the SMC (Gordon et al., 2003) extinction curve to correct for dust attenuation of the UV luminosity density, as it has been shown to be more broadly consistent for low-mass galaxies at high-redshift (Bouwens et al., 2016a; Reddy et al., 2018). We use the Balmer decrement ($L_{H\alpha}/L_{H\beta}$) to determine the $L_{H\alpha}$ attenuation assuming a Cardelli extinction curve (Cardelli et al., 1989).

3.5 Two Approaches of flux Stacking for $\xi_{\text{ion}}$ estimates

Here we attempt to evaluate the representative $\log(\xi_{\text{ion}})$ value of our sample. For this, we need to stack the dust-corrected $H\alpha$ and UV fluxes of individual galaxies. However, we note that the spread in $\log(\xi_{\text{ion}})$ is large ($\sim 1.5$ dex) and real, as it is far larger than the error bars. Given such a large spread in the logarithm of $\xi_{\text{ion}}$, we need to be careful about how we stack, depending upon the question we are trying to answer.

There are two $\xi_{\text{ion}}$ values that we are interested in obtaining. First, we are interested in the properties of the typical galaxy, which can simply be obtained via the median,
Figure 3.1: Not dust-corrected log(\(\xi_{\text{ion}}\)) as a function of log (stellar mass) derived from the observed \(L_{\text{H}\alpha}\) and \(L_{\text{UV}}\). The gray points show galaxies with high mass errors. The green, red and magenta diagonal dotted lines indicate the typical log(\(\xi_{\text{ion}}\)) detection limit for three magnification factors of 3, 10 and 30 respectively, below which galaxies are intrinsically too faint to be detected through MOSFIRE. \(10^8 M_\odot\) is the mass limit below which faint galaxies are being missing from the sample and sample becomes incomplete (gray region). Thus we only perform stacking on galaxies above this mass limit. The horizontal dashed line refers to the log(\(\xi_{\text{ion}}\)) canonical value of 25.2 from Robertson et al. (2013). The overall sample lies around and above this canonical value.
or the average of a symmetric distribution. Second, we are also interested in the total contribution of these galaxies to reionization, in which case we are interested in the total \( H\alpha \) luminosity of all galaxies divided by the total \( L_{UV} \) of all galaxies. Such a number allows a direct conversion from UV luminosity functions to ionizing photon production rate densities. The stack in this case is \textit{not} the average of the \( \log(\xi_{ion}) \) values that many have calculated before, since the luminous objects will dominate the signal.

In the following we provide the details of our two stacking procedures. In the first method we determine the average (or mean) of \( \log(\xi_{ion}) \) or, specifically, the average of the dust-corrected \( \log(H\alpha/UV) \) fluxes. In order to get the uncertainty in the average of \( \log(\xi_{ion}) \), we use bootstrap resampling method, in which case, for a data sample of size \( N \), we draw \( N \) random values from the original sample and form a new sample of the same size and calculate its average. By repeating this 100000 times, we build the distribution of the averages and calculate the 68\% confidence interval of this distribution as the uncertainty in the average of \( \log(\xi_{ion}) \). We also incorporate the errors in the \( H\alpha, H\beta \), and UV fluxes, in this calculation. For that, in the bootstrap resampling, once a galaxy is drawn from the original sample, we perturb its \( H\alpha, H\beta \), and UV fluxes within their 1\( \sigma \) errors on a normal distribution and draw a random value from the distribution for each flux. This way, we include the \( H\alpha \) and \( H\beta \) flux errors on the \( A_{H\alpha} \) determination and the \( H\alpha \) and UV flux errors on the \( \log(\xi_{ion}) \) determination.

Note that we are calculating the average of \( \log(\xi_{ion}) \) and not the log of the average \( \xi_{ion} \), since the latter is biased toward larger \( \xi_{ion} \) values in the sample. For instance, consider an extreme case where the sample consists of only two objects with the \( \log(\xi_{ion}) \) values of
26.4 and 24.6. In this instance, the average of log($\xi_{ion}$) is 25.5; however, the log of the average $\xi_{ion}$ would be log(average($10^{26.4}$, $10^{24.6}$)) = 26.1 which is much closer to the largest $\xi_{ion}(26.4)$ rather than 24.6. Given that, we chose to use average (log ($\xi_{ion}$)) as an appropriate way to evaluate the log($\xi_{ion}$) for the sample.

In column 2 of Table 3.1, we present the derived average (log($\xi_{ion}$)) and its error for three bins of stellar masses of $log(M_\star) < 8$, $8 < log(M_\star) < 8.75$ and $log(M_\star) > 8.75$. This method of stacking has also been used in Bouwens et al. (2016a); Shivaei et al. (2017).

2) Ratio of the averages: In the second method, we want to find the log of the ratio of total H$\alpha$ fluxes to the total UV fluxes. For this, we need to take the average of all H$\alpha$ fluxes and divide it by the average of all UV fluxes. Similar to the first method, we estimate the uncertainties of this method by constructing 100000 resamples of the original data with bootstrap resampling. Except that here we take the log of ratio of the average (H$\alpha$) to the average (UV) of each resampled data and evaluate the 68% uncertainty of this distribution as the error on the log($\xi_{ion}$) derived from this method. In addition, similar to the first method, for each randomly selected galaxy, we perturb its H$\alpha$, H$\beta$, and UV fluxes within their 1$\sigma$ errors on a normal distribution and for each flux, we draw a random value from the corresponding distribution. This way we can include the flux errors into the log($\xi_{ion}$) uncertainties. The composite values of log($\xi_{ion}$) is reported in column 3 of Table 3.1.

This method of stacking has been used in Matthee et al. (2017) for the $\xi_{ion}$ determination in a similar manner by taking the ratio of median $L_{H\alpha}$ to median $L_{UV}$.
We present the log($\xi_{ion}$) derived from our two stacking methods as a function of log (mass) in Figure 3.2. When stacking galaxies’ fluxes at specified stellar mass bins, it is important to ensure that their mass measurements do not suffer from high uncertainties. In fact there are only four galaxies that lack HST rest-frame near-IR filter coverage and ultimately end up having large mass errors. These are shown in gray points in Figure 3.1. So we make sure not to include them in our stack measurements.

We note that our sample is complete above $10^8 M_\odot$ which corresponds to the two right data points shown with red filled markers in Figure 3.2. Below this mass, it is likely that we have only detected the bright objects and missed the faint ones. As such, here we only discuss results from the stellar masses of $10^8 M_\odot$ and above. As it can be seen in Figure 3.2, the composite log($\xi_{ion}$) is higher by at least 0.2 dex at all mass bins when using the Ratio of the Averages method compared to the Average of the Ratios. This means that the log($\xi_{ion}$) inferred from our method of (Ratio of the Averages) gives rise to a higher ionizing photon production efficiency compared to the commonly-used method (Average of the Ratios).
3.6.1 Comparing to other works

Now we compare our results with other studies at different redshifts or different stellar masses. First we use a sample of local low-mass galaxies from Weisz et al. (2012b). We have determined the composite log ($\xi_{ion}$) of this sample in four mass bins, using the same two stacking methods we used for our sample. We show this in Figure 3.2 in green. Similar to our sample, we see that in the local sample, log ($\xi_{ion}$) measured from Ratio of the Averages are higher or at least the same as the one derived from the Average of the Ratios. In particular, the difference between the two methods start to increase at lower masses.

By comparing our results with Weisz et al. (2012b), we find that at a given mass, our sample has higher log ($\xi_{ion}$) relative to that of Weisz et al. (2012b) (compare red markers with green ones). This suggests that at higher redshifts, galaxies with typical masses less than $10^{9.5} M_\odot$ produce more ionizing photons compared to their low redshift counterparts.

There is a possible explanation for this controversy from the metallicity point of view: Recent studies by Steidel et al. (2016); Strom et al. (2017) predict that in high-mass ($9 \leq \log(M_*/M_\odot) \leq 10.8$) high-redshift galaxies ($z = 2.4 \pm 0.11$), the [$O/Fe$] abundance is highly super-solar ($\simeq 4 - 5 [O/Fe]_\odot$) which is referred to as “$\alpha$ element enhancement”. This has been extensively tested on the composite UV spectrum of a representative sample of galaxies in KBSS-MOSFIRE spectroscopic survey. They found that stellar models with low stellar metallicities ($Z/Z_\odot \sim 0.1$), and subsequently low Iron abundance, best match to their composite UV continuum. The deficit of Iron can naturally be explained by the fact that these high-redshift galaxies are not old enough to develop type Ia supernovae and release an adequate amount of Iron into the interstellar medium (ISM). On the other
Figure 3.2: \( \log (\xi_{\text{ion}}) \) as a function of \( \log (M_\ast) \). \( \log (\xi_{\text{ion}}) \) derived from *Average of the Ratios* stacking method are shown in red circles and *Ratio of the Averages* in red diamonds. We mark the lowest mass bin with the open circle and open diamond to emphasis that our sample is incomplete below \( 10^8 M_\odot \) and our calculation is biased towards bright objects at that mass bin. \( \log (\xi_{\text{ion}}) \) inferred from *Ratio of the Averages* is at least 0.2 dex larger than that of *Average of the Ratios*. Green circles and green diamonds denote the local sample of Weisz et al. (2012b) applying the *Average of the Ratios* and *Ratio of the Averages* stacking methods respectively. Bright and faded sky blue squares denote MOSDEF sample (Shivaei et al., 2017) of higher stellar mass galaxies using Calzetti et al. (2000) and SMC Gordon et al. (2003) UV dust corrections respectively. Purple pentagons show the Lam et al. (2019) sample of faint \( (L_{UV} < 0.2 L_\ast) \) galaxies at higher redshifts \( (z = 3.8 - 5.3) \). The dashed line is the canonical value of 25.2 from Robertson et al. (2013). The local sample of Weisz et al. (2012b) indicates lower \( \log (\xi_{\text{ion}}) \) compared to ours. High-redshift samples of Shivaei et al. (2017) and Lam et al. (2019) lie within 1\( \sigma \) error bars of our two stacking methods. Blue and pink bars predict the possible range of \( \log (\xi_{\text{ion}}) \) derived from two different stellar models with different metallicities, (BPASS model 0.2\( Z_\odot \) (Eldridge et al., 2017), and BC03 0.4\( Z_\odot \) (Bruzual and Charlot, 2003)), over 10-100 Myrs after a single burst of star formation.
hand, since Iron predominantly controls the opacity of extreme UV (EUV) and FUV, the
deficit of it allows more EUV photons to escape from the stars. This in turn enhances the
production of ionizing photons and successively causes stronger nebular emission lines at
higher redshifts, leading to an increase in the $\xi_{\text{ion}}$ compared to the local samples. We predict
that this may be true for all high-redshift samples including ours. Yet the confirmation of
this argument for our sample requires further investigation on the measurement of Iron
abundance, incorporating the information from the UV spectrum. Thus we avoid making
any strong conclusion based on that.

We also compare our sample with galaxies in MOSDEF (Shivaei et al., 2017),
which are at higher stellar masses but similar redshift range as ours ($z = 1.4 - 2.6$). We
show log ($\xi_{\text{ion}}$) values from MOSDEF assuming SMC (Gordon et al., 2003) and Calzetti
et al. (2000) UV dust correction in Figure 3.2. We see that the log($\xi_{\text{ion}}$) for our sample
is in good agreement with that of Shivaei et al. (2017) at $10^{9.2} - 10^{9.4}M_\odot$, the mass range
where the two sample overlap.

In addition to the low (Weisz et al., 2012b) and intermediate (Shivaei et al., 2017)
redshift samples, we also looked at the high redshift sample of Lam et al. (2019), shown as
purple pentagons in Figure 3.2. The sample is at redshift $z = 3.8 - 5.3$. Galaxies in this
sample are primarily selected to have Ly$\alpha$ emission in the MUSE data. Log ($\xi_{\text{ion}}$) is inferred
from the $H\alpha$ equivalent width which in turn is derived from the stacked Spitzer/IRAC [3.6]-
[4.5] colors. The sample includes galaxies of faint UV luminosities $-20.5 < M_{UV} < -17.5$,
which can be counted as the high-redshift analogues of our intermediate-redshift galaxies.
The log ($\xi_{\text{ion}}$) from Lam et al. (2019) is within 1$\sigma$ errors of either of the two stacking
methods for our sample (compare red and light purple markers).

3.7 Relation between log \((\xi_{\text{ion}})\) and other physical quantities

In this section we discuss the relationship between the log\((\xi_{\text{ion}})\) and other physical quantities such as UV magnitude, UV spectral slope \((\beta)\), and the equivalent widths of nebular emission lines in our sample and compare it with other works.

In Figure 3.3 we present log \((\xi_{\text{ion}})\) as a function of UV magnitude \((M_{\text{UV}})\).

We determine the log\((\xi_{\text{ion}})\) for three bins of \(M_{\text{UV}}\) (-20.2 < \(M_{\text{UV}}\), -20.2 ≤ \(M_{\text{UV}}\) < -19.2, and -19.2 ≤ \(M_{\text{UV}}\)) using the Average of the Ratios and Ratio of the Averages stacking methods as were explained in section 3.5. Log\((\xi_{\text{ion}})\) derived from the Average of the Ratios is quite constant across all three \(M_{\text{UV}}\) bins with a value of 25.3-25.4; while the Ratio of the Averages method indicates ~ 0.2 dex larger log\((\xi_{\text{ion}})\) in all bins. We also show Shivaei et al. (2017); Bouwens et al. (2016a), and Lam et al. (2019) sample in Figure 3.3. Given that all these three studies have stacked their data using the average of log\((\xi_{\text{ion}})\), we find our Average of the Ratios values in a great agreement with these studies over a range of \(-21M_{\text{UV}} < -18\).

Nonetheless, we do not find any evidence of significant dependence between log\((\xi_{\text{ion}})\) and \(M_{\text{UV}}\) in our sample, which can also be seen in other samples.

We also search for any relation between log\((\xi_{\text{ion}})\) and UV spectral slope \(\beta\) in our sample. We split the sample into three bins of \(\beta\) (\(\beta < -2\), -2 ≤ \(\beta < -1.5\), -1.5 ≤ \(\beta\)) and apply the same two stacking methods at each bin as we used for log\((M_\ast)\) and \(M_{\text{UV}}\). We show our
Figure 3.3: Log($\xi_{\text{ion}}$) as a function of UV magnitude ($M_{\text{UV}}$). Small red points denote individual galaxies in our sample. The large red circles and red diamonds show the log($\xi_{\text{ion}}$) derived from the Average of the Ratios and Ratio of the Averages stacking methods respectively. Skyblue squares indicate Shivaei et al. (2017) for $z \approx 2$ and dark and light purple pentagons denote Bouwens et al. (2016a) and Lam et al. (2019) samples at $z \approx 4 - 5$ respectively. Our values derived from Average of the Ratios stacking are consistent with other works and also is extended to one order of magnitude fainter in UV, similar to Lam et al. (2019). No significant increase in the log($\xi_{\text{ion}}$) with respect to $M_{\text{UV}}$ is found.
Figure 3.4: Log($\xi_{\text{ion}}$) as a function of UV slope $\beta$. The symbols are the same as those presented in Figure 3.3. Except that we galaxies below $10^8 M_\odot$ in small green points in order to indicate their contribution to the lower $\beta$ bins ($\beta < -1.5$). At $\beta < -1.5$, log($\xi_{\text{ion}}$) decreases with increasing $\beta$ (shallower UV slopes), whereas at $\beta > -1.5$, log($\xi_{\text{ion}}$) starts to increase.
results in Figure 3.4. For the $\beta$ slopes steeper than -1.5 ($\beta \leq -1.5$), we see that $\log(\xi_{\text{ion}})$ increases towards steeper slopes (or bluer galaxies), which is consistent with that of Lam et al. (2019); Shivaei et al. (2017) sample. Whereas, at the $\beta$ shallower than -1.5 ($\beta > -1.5$) which corresponds to redder galaxies, we see that our $\log(\xi_{\text{ion}})$ is increased, meaning that even red galaxies with shallow UV slopes can have $\log(\xi_{\text{ion}})$ as high as the blue and steep UV-slope galaxies. As such, $\beta$ slope do not properly correlate with the $\log(\xi_{\text{ion}})$ in our sample. We also note that most of our low-mass galaxies (below $10^8 M_\odot$) are populated in the steepest $\beta$ slopes bin ($\beta < -2$) and have large $\log(\xi_{\text{ion}})$ values (green circles).

Finally, we investigate the relationships between the $\log(\xi_{\text{ion}})$ and the equivalent widths of optical nebular emission lines. The motivation for this comes from Chevallard et al. (2018), who suggested that $\log(\xi_{\text{ion}})$ in galaxies with strong ionization emissivity are expected to scale with the equivalent width of combined $[\text{O III}]$ 4959,5007 lines. They showed this for a sample of local star-forming galaxies with $560 < EW_{[\text{O III}]\lambda 5007} < 2370 \text{Å}$. Tang et al. (2018) confirmed the existence of such scaling relation for a sample of 227 low-mass ($10^7 < M_* / M_\odot < 10^{10}$), $[\text{O III}]$ emitters with $225 < EW_{[\text{O III}]\lambda 5007} < 2500 \text{Å}$ at $z = 1.3 - 2.4$, suggesting that higher equivalent width systems are more efficient ionizing agents. Given that, we aim to test this for our galaxies which have lower equivalent widths compared to that of Chevallard et al. (2018) and Tang et al. (2018) and see if this relation further extends to lower equivalent width systems or not. We show the $\log(\xi_{\text{ion}})$ vs. $\log([\text{O III}]\lambda 5007$ equivalent width ($EW_{[\text{O III}]\lambda 5007}$) in Figure 3.5. Our galaxies span $20 < EW_{[\text{O III}]\lambda 5007} < 1500 \text{Å}$. There is an increasing trend between $\log(\xi_{\text{ion}})$ and $\log([\text{O III}])$. To quantify this trend, we perform a linear fit to the sample using ordinary least squares along with the 68% credible region.
We see a correlation between log($\xi_{\text{ion}}$) and log($\text{EW}_{[OIII]\lambda5007}$) with a slope of $0.48 \pm 0.16$ which lends support to what Chevallard et al. (2018) and Tang et al. (2018) claimed.

In addition we overlay the trend from Tang et al. (2018) in which $\text{EW}_{[OIII]\lambda5007}$ are larger than that of ours ($225 < \text{EW}_{[OIII]\lambda5007} < 2500 \, \text{Å}$). Their trend is steeper, with smaller scatter. The discrepancy between the two trends might be due to our small sample size which has one-tenth fewer sources than Tang et al. (2018).

We also demonstrate the log($\xi_{\text{ion}}$) vs. H$\alpha$ equivalent width ($\text{EW}_{H\alpha}$) relation in Figure 3.6. After fitting a line through the points, we find a slope of $0.63 \pm 0.17$ which indicates a remarkable correlation between the two indicators. This trend has a similar slope to that of Tang et al. (2018) but again with a larger scatter. This means that the log($\xi_{\text{ion}}$) is highly correlated with the $\text{EW}_{H\alpha}$ than the $\text{EW}_{[OIII]\lambda5007}$ as is predicted by Tang et al. (2018).

In Section 3.8 we attempt to explain the physical driver of such correlation between log($\xi_{\text{ion}}$) and either $\text{EW}_{H\alpha}$ or $\text{EW}_{[OIII]\lambda5007}$ for very low-mass systems.

This correlation between the log($\xi_{\text{ion}}$) and the equivalent widths of some ionization-sensitive nebular emission lines can be used as a proxy for $\xi_{\text{ion}}$ at high-redshifts when the direct measurement of rest-frame UV$_{1500}$ is not available.

3.8 What physically drives the spread in log($\xi_{\text{ion}}$)?

Aside from the galaxy-to-galaxy dust variation, the scatter in log($\xi_{\text{ion}}$) or specifically log($L_{H\alpha}/L_{UV}$) can also be, in part, due to other factors such as star formation rate
Figure 3.5: $\log (\xi_{\text{ion}})$ vs. $[\text{OIII}]$ 5007 equivalent width. The solid red line and the pink region denote the best-fit line and $1\sigma$ confidence level respectively. Gray dashed line is from Tang et al. (2018) for extreme $[\text{OIII}]$ emitters at $z = 1.3 - 2.4$. Overall, a positive slope of $0.48 \pm 0.16$ is apparent between the two indicators, but less steep than Tang et al. (2018).
Figure 3.6: log ($\xi_{\text{ion}}$) vs. H$\alpha$ equivalent width ($EW_{H\alpha}$). The solid red line and the pink region denote the best-fit line and 1$\sigma$ confidence level respectively. Gray dashed line is from Tang et al. (2018) for extreme [OIII] emitters at $z = 1.3 - 2.4$. There is a slope of 0.63 ± 0.17 between the two indicators, an evidence of log ($\xi_{\text{ion}}$) being highly correlated with the $EW_{H\alpha}$. 
variation, metallicity difference, stellar populations difference, ionizing photon escape fraction, different initial stellar mass function, etc.

To account for the effect of some of these factors on the log \((\xi_{\text{ion}})\) variation, we determine the expected log \((\xi_{\text{ion}})\) range for two different stellar population synthesis models and different stellar metallicities: model i) BPASS (Eldridge et al., 2017) with 0.2 \(Z_\odot\) metallicity and model ii) BC03 (Bruzual and Charlot, 2003) with 0.4 \(Z_\odot\).

The BPASS model takes into account the effect of binary stars and mass transfer that increases the number of massive stars at later stages. This will increase the amount of ionizing photons. Also, low stellar metallicity increases the temperature of the stars and increases the amount of ionizing radiation in stars. The combination of binary stars and a low metallicity assumption gives rise to higher production of log \((\xi_{\text{ion}})\) in model (i) compared to model (ii). The predicted log \((\xi_{\text{ion}})\) range for models (i) and (ii) is presented as light blue and orange horizontal bands in Figure 3.2 respectively. There is about 0.2 dex difference in log\((\xi_{\text{ion}})\) between the two models.

We also convolve each stellar model with a single burst star formation history and calculate the associated log \((\xi_{\text{ion}})\) over the time period of 10 to 100 Myr after the burst. This results in \(\sim 0.2\) dex variation in log \((\xi_{\text{ion}})\) due to the star formation variation shown as the blue and pink bands in Figure 3.2.

Also when combining these two bands, we see that the stacked galaxies in our sample and those in Shivaei et al. (2017) and Lam et al. (2019) are placed roughly inside these two combined regions \((25 < \log(\xi_{\text{ion}}) < 25.5)\), indicating that these samples might have metallicities and stellar populations similar to those predicted by these two models.
Nevertheless, given that star formation process is controlled by an interplay of
different mechanisms, in reality galaxies have more complicated star formation histories
than a simplistic single burst that we assumed above. More specifically, in low mass systems,
it is the stellar feedback that predominantly changes the star formation rate in a stochastic
way. This effect is also predicted in the high resolution hydrodynamical simulations and is
referred to as burstiness (Governato et al., 2010; Hopkins et al., 2014; Domínguez et al.,
2015; Hopkins et al., 2018). Recent studies attempted to characterize the burstiness based
on the observed log($L_{H\alpha}/L_{UV}$) (Lee et al., 2009; Weisz et al., 2012b; Domínguez et al.,
2015; Sparre et al., 2017; Guo et al., 2016b; Emami et al., 2018) arguing that the scatter in
the log($L_{H\alpha}/L_{UV}$) is mainly driven by the star formation change rather than other factors
such as metallicity, stellar population and so on. In an attempt to parametrize the star
formation histories of local galaxies, they found that low-mass galaxies are featured with
bursts of star formation which have larger amplitudes and shorter timescales compared to
that of more massive galaxies.

As such, we think that perhaps it is burstiness that is mainly driving this large
scatter in the log($\xi_{ion}$) distribution of our sample (24.5 < log($\xi_{ion}$) < 26.5) which can not
be fully explained by other factors such as the metallicity or different stellar models.

We also think that the correlation between the log($\xi_{ion}$) and $EW_{H\alpha}$, $EW_{[\text{OIII}]\lambda5007}$
is evidence for the burstiness in our sample. Here we attempt to provide a physical intuition
on how burstiness can drive such relations between these observables.

Given that the ionization-sensitive nebular emissions ($EW_{H\alpha}$ and $EW_{[\text{OIII}]\lambda5007}$)
are linked to the amount of ionizing photons in the galaxies and the fact that ionizing
photons are predominantly produced by Massive hot O-type stars, we can place constraint on the strength of these emission lines via the abundance of O-type stars in a galaxy.

On the other hand, due to the short life-time (of about few Myrs) of O-type stars, the rate of their birth and death equilibrates very fast such that their abundance reaches to a constant amount quickly after few Myrs of any star formation change. This can also be reflected in the strength of the ionization-sensitive nebular emission lines. This means that the equivalent width of these nebular lines can vary with the star formation change very quickly. Furthermore, log($L_{H\alpha}/L_{UV}$) also traces the recent change in the star formation rate (See Emami et al. (2018), Figure 9). This means that log($L_{H\alpha}/L_{UV}$) and the equivalent width of ionization-sensitive nebular lines have to both increase and decrease with any increase and decrease of the star formation rate. This explains why we see a correlation between the log($\xi_{ion}$) - log($EW_{H\alpha}$) and log($\xi_{ion}$) - log($EW_{[OIII]\lambda5007}$) in Figures 3.5 and 3.6. Nevertheless, we believe that we need to increase the number of objects in our sample in order to see more clear correlations between these indicators in Figures 3.5 and 3.6.

3.9 Summary

In this paper we measured the ionizing photon production efficiency per unit 1500 Å UV luminosity ($\xi_{ion}$) of a sample of low-mass ($6 < log(M*/M_{\odot}) < 10$) lensed galaxies at an intermediate redshift range of 1 − 3. Thanks to the lensing effect, we were able to identify these faint sources whose light is magnified by the foreground lensing clusters (Abell 1689, MACS J0717, and MACS J1149), enabling us to extend the $\xi_{ion}$ measurement...
to fainter UV magnitudes than was ever probed ($M_{UV} < -18$). We took the ratio of $H\alpha$ over 1500Å UV flux to measure $\xi_{ion}$ via MOSFIRE/Keck spectroscopy and HST imaging. We estimated the stellar mass from the HST rest-frame UV, optical and near-IR multiband photometry. We cleared the sample from sources with large magnifications, high $H\alpha$ flux slit loss, multiple images, and high $H\alpha$ flux errors. We used Balmer decrement technique to correct $H\alpha$ luminosity for dust. We found that our sample is incomplete below mass of $10^8 M_\odot$ thus we decided not to include them in our log ($\xi_{ion}$) measurement.

We divided the sample into bins of different physical quantities such as mass, UV magnitude ($M_{UV}$) and UV spectral slope ($\beta$) and calculated the log($\xi_{ion}$) of composite fluxes at each bin using two different stacking methods. The common method is to take the average of the log ($L_{H\alpha}/L_{UV}$) of galaxies in each subsample that implies the typical log($\xi_{ion}$) value, referred to as “Average of the Ratios”. The second method is to take the log of sum($L_{H\alpha}$)/sum($L_{UV}$) or equivalently log of average($L_{H\alpha}$)/average($L_{UV}$) which referred to as “Ratio of the Averages”. This method is more favorable than the former as it gives the total ionizing UV luminosity density once it is multiplied by the total non-ionizing UV (1500Å) luminosity density inferred from the UV luminosity function. Here we list our main results:

- In samples with larger spread in log($\xi_{ion}$) distribution, the composite log($\xi_{ion}$) from the two stacking methods diverge dramatically from one another. This is especially true for the low mass samples as in these systems, log($\xi_{ion}$) vary largely due to the stochastic nature of star formation, called ”burstiness”, and the log($\xi_{ion}$) sample has a larger scatter. This is evident in the low mass local sample of Weisz et al. (2012b)
in Figure 3.2.

- We found that the log(\(\xi_{ion}\)) inferred from *Ratio of the Averages* is at least 0.2 dex higher than that of *Average of the Ratios*. This delivers an important message that low mass systems have indeed greater log(\(\xi_{ion}\)) than what is commonly thought from *Average of the Ratios* stacking method.

- Our sample indicates higher log(\(\xi_{ion}\)) than the low mass local sample of Weisz et al. (2012b). We argue that this is due to the [O/Fe] enhancement at higher redshifts in which there are fewer Type Ia supernovae occurrence and, thus, lower Iron abundance which leads to a larger ionizing UV photon radiation (Steidel et al., 2016).

- We found similar log(\(\xi_{ion}\)) for our sample and Shivaei et al. (2017) and Lam et al. (2019). The log (\(\xi_{ion}\)) derived from these three samples are roughly consistent with the predictions of single and binary stellar models with an assumption of 0.2-0.4 \(Z_\odot\) stellar metallicity.

- There is no strong dependence between log(\(\xi_{ion}\)) and \(M_{UV}\) and \(\beta\) slope in our sample. Furthermore, our results are consistent with other studies at higher redshifts (Bouwens et al., 2016a; Shivaei et al., 2017; Lam et al., 2019)

- There is a positive relation between the log(\(\xi_{ion}\)) and \(H\alpha\) and log(\(\xi_{ion}\)) and [OIII]\(_{5007}\) equivalent widths in our faint low-equivalent width systems. This poses a new proxy for the \(\xi_{ion}\) determination via measuring the optical nebular emission lines at higher redshifts when the direct measurement of rest-UV fluxes is not possible. However the relationship is less tight between log(\(\xi_{ion}\)) and [OIII]\(_{5007}\) equivalent width in our
sample that can be alleviated if by increasing the number of objects in our sample.
Chapter 4

Testing the effects of burstiness on the stellar and gas dynamics of dwarf galaxies

4.1 Introduction

Predictions from hydrodynamical simulations that incorporate stellar feedback into the ΛCDM model suggest that bursty star formation can have impacts on the gas and stellar kinematics of galaxies (El-Badry et al., 2016). For example outflows driven by stellar feedback can drive stars away from the center of the galaxy. Once the outflows stop and stars are at their maximum displacement from initial position, the gravitational potential pulls stars back to the center. This process gets repeated after each burst event and results in a size fluctuation by more than a factor of 2 over ~ 200 Myr in the galaxy (El-Badry
et al., 2016). Furthermore, these feedback-driven outflows can inject momentum radially to gas particles and kick them out of the center, resulting in destruction of any gas disc-like structures. Once the outflows are gone, the gravitational potential takes control of gas infall to the center in the form of gas streams and eventually resumes the star formation. Similar to the size fluctuation, this processes repeats during each burst of star formation and can cause a variation in the radial velocity of the gas inside the galaxy.

Here we aim to observationally test these two predictions of "size fluctuation" and "gas velocity variation" for a sample of low-mass local galaxies whose stellar masses range from $10^7 - 10^{9.6} M_\odot$, the same regime suggested by El-Badry et al. (2016). For the "size fluctuation", one can measure the fluctuation in the half-light radius at a fixed stellar mass ($M_{\text{star}}$). For that, we use the R-band images of the galaxies and measure their half-light radii. We specifically choose R-band as it reflects the light from all populations of young and old stars. In that case we can inclusively measure the size fluctuation due to the migration of all stars and not only those with a specific age range.

The "gas velocity variation" can also be observationally tested by quantifying the shape of the gas velocity profiles. For that, we make use of the spectra of neutral hydrogen (HI) 21 cm emission of these galaxies collected from different surveys. We measure the steepness in the line profile wings utilizing the definition in El-Badry et al. (2018a).

We also investigate whether the "size fluctuation" and "gas velocity variation" are truly driven by the bursty star formation (burstiness) or not. For that we investigate their relationship with the star formation rate (SFR) indicators. The two well-known SFR indicators are the Hα and UV$_{1500}$ luminosities, which trace the SFR over the last $\sim 5$ and
20 Myrs (Flores-Velazquez et al. in prep.).

In the following we provide a brief description of this analysis and discuss the results.

4.2 Data

We use the sample of Weisz et al. (2012b) which is a subsample of the Local Volume Legacy (LVL) Survey. The parent sample is complete in including all nearby field galaxies within 11 Mpc and consists of spirals and irregulars that avoid the Galactic plane ($|b| > 20^\circ$) and are brighter than $B = 15$ mag. The UV$_{1500}$ and Hα photometry is obtained from 11 Mpc Hα and UV Galaxy Survey (11HUGS, Kennicutt et al. (2008); Lee et al. (2011) ). Stellar masses were determined by Weisz et al. (2012b) using optical photometry from the Sloan Digital Sky Survey and Spitzer mid-IR (IRAC) photometry from the Local Volume Legacy (LVL) Survey (Dale et al., 2009). R-band images with removed foreground stars and nearby contaminants are obtained from Cook et al. (2014).

The HI 21 m emission profiles were also obtained from the NASA/IPAC Extragalactic Database (NED) \footnote{The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration.}. All these HI emission spectra Huchtmeier and Richter (1986); Tifft and Cocke (1988); Springob et al. (2005) have reliably high velocity resolutions of 5 km/s or less.

We note that we only keep galaxies whose stellar masses are within $10^7 - 10^{9.6} M_\odot$ where burstiness is predicted to be more important than other mass ranges (El-Badry et al., 2016).
4.3 Measurements

4.3.1 R-band Half-light radii

For the "size fluctuation", we determine the half-light radii from the R-band images of each galaxies in the sample. For that, we run the SourceExtractor (Bertin and Arnouts, 1996a) code on R-band images to identify the galaxies’ regions and measure their half-light radii ($R_e$). Whenever the galaxy’s structure is too resolved such that SourceExtractor confuses the galaxy as multiple objects, we decide to smooth the image by applying a Gaussian kernel with a minimum FWHM necessary for the SourceExtractor to recognize the galaxy as a single source. To be consistent with El-Badry et al. (2016) analysis, we only keep objects with axis ratios $> 0.5$ and stellar masses between $10^7 - 10^{9.6} M_\odot$.

4.3.2 HI line profiles corrections

Before measuring the steepness of the wings, we first need to apply some refinements to the HI velocity profiles. We first Hanning-smooth the line profiles to a resolution of 5 km/sec for each velocity profile. This helps eliminate any spurious noise feature within the HI emission that may drop below zero and cut the emission profile artificially. Denoting the peak flux density $f_{peak}$, second we fit a second-order polynomials to either sides of the wing between 0.5 $f_{peak}$ and where the flux goes to zero. This procedure has been used by Bradford et al. (2015); El-Badry et al. (2018b) in order to minimize the noise in the wings. For consistency, we also use this in our analysis. In section 4.4.2 we describe our measurement of the steepness of the line profiles.
4.4 Results

4.4.1 Size Fluctuation

We present the log($R_e$) - log($M_*$) relation of our sample in Figure 4.1. As one might expect, there is a correlation between the two quantities such that more massive galaxies have larger effective radii. However, since we are only interested in finding the $R_e$ fluctuation as a function of burstiness and not the mass, we choose to subtract the trend from our log $R_e$ measurements. We find this trend by fitting a line through the log($R_e$) - log($M_*$), shown as red solid line. We then subtract off the log($R_e$) from this trend and show it as log($R_e/\bar{R}$). log($R_e/\bar{R}$) is a measure of a galaxy’s size relative to the average regardless of its mass. Positive log($R_e/\bar{R}$) indicates a galaxy whose half-light radius is larger than the average while negative log($R_e/\bar{R}$) indicates those with half-light radius smaller than the average.

We then sort galaxies based on their log($R_e/\bar{R}$) and display the postage stamp of each galaxy’s image in Figure 4.2. For a fair comparison, we scale the images as if they are all at the same distance from us and have the same stellar mass.

Now we examine to see whether there is any relation between the size fluctuation and bursty star formation in the sample or not. As such we use Hα and UV$_{1500}$ luminosities as the two known indicators that trace the star formation rate averaged over the last 5 and 20 Myrs. We then derive the SFRs inferred from both Hα and UV$_{1500}$ luminosities using the Kennicutt (1998) conversion factors. We also divide the Hα- and UV$_{1500}$-inferred SFRs of each galaxies by their masses and refer to them as sSFR$_{H\alpha}$ and sSFR$_{UV}$ respectively.
Figure 4.1: Log (half-light radius) vs. log(mass). Correlation between the two quantities is clearly present. The linear fit through log($R_e$)-log($M_*$) is shown as red curve.
Figure 4.2: Postage stamps of galaxies sorted by their $\log(R_e/\bar{R})$ (half-light radius relative to the mean) and scaled as if they are all at the same distance and the same mass.
We then divide the sample into four mass bins since galaxies of similar mass range are expected to share common star formation properties. We show the log(sSFR_{UV}) and log(sSFR_{H\alpha}) vs. log(log(R_e/\bar{R})) in Figure 4.3. The linear fit along with the 68% confidence regions are shown in black lines and blue areas respectively. It is clear that there is a correlation between sSFR_{UV} and log(R_e/\bar{R}) especially at masses below $10^{7.85} M_\odot$ with a small scatter. The trend is less significant in the sSFR_{H\alpha} with a larger scatter. This suggests that the size and UV luminosity both increase and decrease at the same time in response to the burstiness, while this is not the case or maybe less strong between the size and $H\alpha$ luminosity. We also see that there is a size fluctuation for masses greater than $10^{7.85} M_\odot$ evidenced as a large range of log(R_e/\bar{R}) which cannot be explained by the star formation variations. So based on our results there is some evidence that burstiness may drive size fluctuations only at mass ranges less than $10^{7.85} M_\odot$.

4.4.2 Gas velocity variation

Next we examine the effect of bursty star formation on the gas velocity variation using the HI 21 cm velocity profiles. This gas velocity variation can appear as changing the shape of the gas emission line by making it broader or narrower. However we note that broadening can also be different for different viewing angles especially for spiral disc-like galaxies. In this case, an edge-on viewed disc exhibits a broad double-horn emission profile while a face-on viewed disc exhibits a single-peak, less broad, Gaussian-like profile. Importantly, what is not affected by different viewing angles is the steepness of the wings of the line profile. Based on this argument, we choose to determine the wing steepness as
Figure 4.3: Top: Log(sSFR\textsubscript{UV}) vs. log(log(R\textsubscript{e}/\bar{R})). A linear fit and 68% confidence region are shown as black lines and blue areas. There is a clear correlation at $10^7 \leq M_\ast < 10^{7.85}$ M\sun\ which disappears at larger masses. This is evidence that bursty star formation can cause size fluctuations in low-mass galaxies. Bottom: Log(sSFR\textsubscript{H\alpha}) vs. log(log(R\textsubscript{e}/\bar{R})). Again we see that there is a steep slope at lower masses which becomes shallower towards larger masses. However, the scatter is larger compared to the sSFR\textsubscript{UV}. 
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Figure 4.4: Log(Δf/ΔW) vs. log (mass). This demonstrates there is no relationship between the stellar mass and the wing steepness of the HI line profiles.

a measure for the gas velocity variation and analyse its relation with the burstiness effect.

For that we define the wing steepness as (f50 − f20)/(W20 − W50) where f50 and f20 are the 50% and 20% of the flux peak while W50 and W20 are the widths of the line at 50% and 20% of the flux peak. This way we take into account the steepness of both sides of the wing and refer to it as Δf/ΔW. Steep wings will indicate smaller Δf/ΔW whereas sloped wings indicate larger Δf/ΔW. We note that this definition here is slightly different from that of El-Badry et al. (2018b) in which case we normalize the difference in the line widths ((W20 − W50)) by the flux while they normalized this difference by the line width (W50).

Figure 4.4 shows the log (Δf/ΔW) as a function of log (M∗). It is clear that Δf/ΔW or equivalently, the wing steepness has no dependence on the galaxy’s mass.
In Figure 4.5 we present a subsample of HI velocity profiles sorted by their wing steepness ($\Delta f/\Delta W$) in which case the top left subplot has the smallest log($\Delta f/\Delta W$) and, thus, has the steepest wings. The bottom right subplot has the largest log($\Delta f/\Delta W$) and, thus, has the most sloped wings among the sample.

Now we want to examine whether this wing steepness is dependent on the star formation rate or not. Given that, similar to Figure 4.3, we plot log (sSFR$_{UV}$) and log (sSFR$_{H\alpha}$) vs. log($\Delta f/\Delta W$) for four mass bins and present it in Figure 4.6. We again see a correlation between log(sSFR$_{UV}$) and log ($\Delta f/\Delta W$) more significantly for the mass bin of $10^{7.5} - 10^{8.5}$ $M_\odot$. Log(sSFR$_{H\alpha}$) vs. log ($\Delta f/\Delta W$) also shows this positive correlation but with larger scatter. This means that the sSFRs are correlated with the wing steepness such that the wings are steeper at higher sSFRs and become less steep at lower sSFRs.

### 4.5 Discussions

Based on Figures 4.3 and 4.6, we see that UV-inferred sSFR is positively correlated with both log($R_e/\bar{R}$) and $\Delta f/\Delta W$. This means that when the UV luminosity is high, the size of the galaxy is large and its gas radial velocity is low. On the other hand, once the UV luminosity is low, galaxy size is small and gas velocity is high. One way to explain this could be that once UV is at the highest, it has been 20 Myrs since a burst of star formation. During this time, SNe have blown out and have driven outflows which in turn have dissipated stars and expanded the galaxy. At this point the galaxy has reached to its maximum size possible and gradually becomes free from any outflowing winds. Based on
Figure 4.5: HI 21cm velocity profiles sorted by wing steepness relative to the average ($\Delta f/\Delta W$). The top left panel has the steepest wings relative to average, while the right bottom panel has the widest wings.
Figure 4.6: Top: Log(sSFR\textsubscript{U\nu}) vs. log(\Delta f/\Delta W). A linear fit and 68% confidence region are shown as black lines and pink shaded areas. There is a clear positive correlation at $10^{7.5} \leq M_* < 10^{8.5} \, M_\odot$ which disappears at larger masses. This is an evidence that bursty star formation can cause a line broadening (i.e. gas velocity variation) in low-mass galaxies. Bottom: Log(sSFR\textsubscript{H\alpha}) vs. log(\Delta f/\Delta W). Again we see that there is a steep slope at the two intermediate mass bins which becomes shallower towards larger masses. However, the scatter seen here is relatively larger compared to the top panel.
this scenario, the longevity of these outflows has to be shorter than the timescale which takes UV to rise since the star formation burst. McQuinn et al. (2018) have also found that the longevity of outflows for a few local starburst galaxies is at most 25 Myr which supports the assumption that perhaps the lifetime of outflows is shorter or at most the same as the UV response to the burstiness (~ 20 Myrs). On the other hand, when UV is low, the star formation has been turned off 20 Myrs ago and since then galaxy has started accreting gas and stars and resuming star formation resulting in a galaxy contraction. Right after the first Myrs of star formation, the first populations of SNe have blown out and kicked gas out of the galaxy, causing a large gas velocity dispersion.

It is also worth noting that both $H\alpha$ and UV luminosities indicate similar correlations despite that $H\alpha$ shows larger scatter than UV. We also plan to compare our results with the simulation and will investigate the similarities or discrepancies between observation and simulation for the rest of this project.

There are also few studies investigating the effect of bursty star formation on the gas velocity dispersion at higher redshifts. Hirtenstein et al. (2019) studied this effect for a sample of gravitationally lensed galaxies at $z \sim 2$ using the $H\alpha$ spatially resolved spectroscopy from OSIRIS/Keck. The stellar masses range from $10^8$ to $10^{9.8} M_\odot$. They found a correlation between the sSFR and the $H\alpha$ gas velocity dispersion at fixed mass, more specifically at mass ranges above $10^9 M_\odot$.

Even though we found correlations between the star formation rates and kinematics of stars and gas in our local dwarf sample, our findings indicate the opposite of what simulations predict. Based on El-Badry et al. (2016), the star formation rate is expected to
be negatively correlated with the galaxy size and positively correlated with the gas velocity dispersion. Such that at a star formation burst, galaxy should be at its minimum size and gas velocity should be largely dispersed. However what we found is the opposite of this, such that the star formation is positively correlated with the galaxy size and negatively correlated with the gas velocity dispersion. In order to find out the answer to this, we need to better understand the spatial scale and timescale at which the outflows start to impact the gas and star kinematics, more specifically for how long after a burst of star formation and how far from the center of the outflows they become important? Answers to these questions will allow us to disentangle the inconsistencies seen between the observations and simulations and to eventually determine the relevance of implementing baryonic feedback into the hydrodynamical simulations in order to address the challenges introduced to the current cosmological models.
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