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ABSTRACT 

This dissertation covers a range of computational studies on noncovalent interactions in biological systems 

and mechanistic investigations of synthetically and biosynthetically relevant reactions. Chapter 1 introduces 

the main concepts (i.e., basics of quantum mechanics, analysis of noncovalent interactions and modeling 

organic reactions) behind quantum chemical calculations discussed (in the order they appear) in this report.  

 Chapter 2 details the roles of noncovalent interactions involving sulfur atoms in biological systems, 

where computational approaches for modelling noncovalent interactions were described and examples of 

their applications were provided.  

 Chapter 3 homes elucidation of organic reaction mechanisms involving sulfur atoms: (1) a 

collaborative effort with the research groups of Prof. John P. Toscano, Prof. Adrian J. Hobbs, and Prof. Jon 

M. Fukuto which explored the reaction mechanism of hydropersulfides with S-nitrosothiols, and revealed 

that S-nitrosothiols can be degraded by hydropersulfides to release nitric oxide which results in the 

regulation of vascular tone; (2) mechanistic investigation of the formation of zwiebelanes which are 

bioactive natural products isolated from onion extracts (ongoing).  

 Chapter 4 details a collaboration with Prof. Uttam K. Tambar’s group. Our study discussed the 

catalyst-controlled regiodivergence in rearrangements of indole-based onium ylides and the mechanistic 

investigation of rhodium- and copper-catalyzed reactions showed divergent pathways favoring [2,3]-

rearrangement involving a metal-free ylide and [1,2]-rearrangement involving a metal-coordinated ion pair 

in a solvent-cage.  

 Lastly, Chapter 5 of this dissertation (in collaboration with the groups of Prof. Ikuro Abe, Prof. 

John A. Porco Jr., and Prof. Makoto Fujita) focuses on the evaluation of the potential of meroterpenoid 

cyclases to expand the chemical space of fungal meroterpenoids. Our study shed light on their catalytic 

activity and could pave the way to create unnatural pathways towards second generation meroterpenoids. 
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Chapter 1. Modern Applied Quantum Chemistry 

1.1 Introduction to Quantum Mechanics 

Computational chemistry is an ever-growing field of chemistry that aims to solve chemical problems by 

calculations. Given a set of nuclei and electrons, computational chemistry can attempt to simulate chemical 

reactions at an atomic level and provide useful insights. The predictive power of computational chemistry 

helps rationalize experimental data and paves the way for new experimental designs. The primary tool used 

to solve the mechanistic and structural problems described in this dissertation is quantum mechanics. The 

purpose of quantum mechanics calculations is to study the interactions of nuclei and electrons in particular 

positions. In the quantum description of the motion of a particle, one describes a system using a 

wavefunction (Ψ). The energy of a particular arrangement of nuclei and electrons can be calculated by 

solving the time-independent Schrödinger equation within the Born-Oppenheimer approximation:  

𝐇𝚿 = 𝐸𝚿 

 In the above equation, the Hamiltonian operator (H) operates on Ψ to generate the associated energy 

(E) of a particular arrangement of nuclei and electrons. The Born-Oppenheimer approximation separates 

the motion of nuclei and electrons based on the fact that nuclei are much heavier than electrons. Hence, the 

electronic part of the Schrödinger equation is solved in the field of fixed nuclei and the resulting potential 

energy surface (PES) accounts for the nuclear motion. 

 The Schrödinger equation can only be solved exactly for the simplest of systems (i.e., the hydrogen 

atom). Methods “intend” to solve the Schrödinger equation for many-electron systems are broadly referred 

to as electronic structure calculations. The commonly used electronic structure methodologies for studying 

organic systems are based on either ab initio wavefunction-based approaches or density functional theory 

(DFT). Whereas the wavefunction-based methods (such as Hartree-Fock) depend on the wavefunction, 

DFT (such as Kohn-Sham DFT1) is based on electron density.  
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 In the Hartree-Fock theory, each electron is described by an orbital and the wavefunction is 

constructed by the arrangement of the best set of orbitals that give the lowest energy (by the variational 

principle) in a single Slater determinant. The motion of the single electron is independent of all other 

electrons (i.e., the electron-electron interactions are taken into account in an average fashion) and therefore, 

the correlation between electrons is neglected. Hartree-Fock model can be systematically improved by 

adding more determinants and additional approximations (post-Hartree-Fock methods) which may bring 

along an increase in computational cost. 

 DFT is considered as an advancement on the Hartree-Fock theory by including an approximate 

treatment of electron correlation and often giving the best compromise between the computational cost and 

accuracy in relative energies (chemical accuracy ≤ 1 kcal mol-1). The most popular DFT approach −Kohn-

Sham DFT− calculates the kinetic energy as a function of density by assuming that the density corresponds 

to a wavefunction that consists of a single Slater determinant (just like Hartree-Fock theory). The 

mathematical equations are similar to Hartree-Fock except for the additional exchange correlation term in 

the Kohn-Sham DFT. The cost benefit of DFT outweighs the post-Hartree-Fock methods such as 

configuration interaction (CI), coupled cluster (CC) etc. Nevertheless, one can always use these high level 

post-Hartree-Fock methods for single point calculations in which the energies are recalculated for given 

geometries. Overall, DFT is good at predicting geometries but often not as good for predicting energies. 

The main pitfall of DFT is that the results can’t be systematically improved towards the exact solution. To 

this end, benchmark studies against higher levels of theories could be conducted for the selection of the 

reliable DFT method that accurately simulates the experimental data. In this dissertation, DFT is the method 

of choice for modeling organic reaction mechanisms at reconciled computational cost and accuracy. 

1.2 Noncovalent Interactions Analysis (NCI) and Applications in Biological Systems 

Noncovalent interactions such as electrostatic interactions, van der Waals interactions, -π interactions and 

hydrophobic interactions are ubiquitous in Nature and critical for the function of biological systems.23 In 

general, intra- and intermolecular noncovalent interactions are considered weak compared to regular 
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covalent bonds and contribute only a few kcal mol-1. Nevertheless, these seemingly weak interactions 

cooperatively play fundamental roles in molecular recognition.4,5  

 Understanding the nature and magnitude of noncovalent interactions is important for the design 

and synthesis of future drugs and materials. Modern computational chemistry offers various techniques for 

the analysis of noncovalent interactions. Note that each technique will have its own limitations and choosing 

the appropriate approach highly depends on the system size and whether the interaction of interest is intra- 

or intermolecular. After obtaining a valid geometry, pairwise interactions between the two non-bonded 

fragments can be characterized and visualized through reduced density gradient isosurfaces6–8 and the 

stabilization energies can be calculated (and decomposed) into physical energy components.9–12 An 

overview of the commonly used approaches for noncovalent interactions analysis is provided in Chapter 2. 

 Sulfur atoms are highly polarizable atoms with filled 3p and empty 3d orbitals which can participate 

in many types of noncovalent interactions. Often, however, they do not receive the same attention as oxygen 

and nitrogen. Chapter 2 of this dissertation focuses on the significance of noncovalent interactions involving 

specifically sulfur atoms in biological systems and provides representative examples of the applications of 

the analysis methods. 

1.3 Modeling Organic Reactions 

Mechanistic modeling of an organic reaction often starts with the thought process of possible pathways that 

transform a reactant to a product. Some of these possibilities may be eliminated by experimental evidence 

(if exist). For each of the remaining ones, the energies of the stationary points (reactants, transition state 

structures (TSSs), intermediates and products) on the multidimensional potential energy surface (PES) need 

to be calculated to find the most likely reaction mechanism that aligns with experimental observations.  

 Geometry optimization of the structures along the reaction path is necessary to obtain the stationary 

points in which the bonds, angles and torsional angles are all at their best possible positions. Whereas a 

reactant, an intermediate, or a product optimizes to a minimum on the PES (zero potential energy gradient 
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in all directions) a transition state structure (TSS) optimizes to a first-order saddle point (zero potential 

energy gradient in all directions except a maximum in one direction). Intrinsic reaction coordinate (IRC) is 

defined as the minimum energy reaction path in the mass-weighted coordinates on a PES.13 IRC analysis is 

the standard method to verify that the first-order saddle point (i.e., TSS) interconnects the reactant (or 

intermediate) and the product (or intermediate). 

 

 According to transition state theory (TST), the free energy barrier of a reaction (G‡ in Figure 1.1) 

is related to its rate (and the rate constant (krate)) which can be expressed as: 

𝑘rate  = 𝜅 
𝑘𝐵𝑇

ℎ
 𝑒−∆𝐺‡/𝑅𝑇 

This is called the Eyring equation (𝜅: transmission coefficient; 𝑘𝐵: Boltzmann’s constant; T: temperature; 

ℎ: Planck’s constant; ∆𝐺‡: free energy barrier; R: gas constant).14 In conventional transition state theory, 

there is a dividing surface that separates reactants from products and it can only be crossed once. Due to 

Figure 1.1. Free energy profile along the reaction coordinate (R: reactants, TSS: transition state structure, 

P: products, G‡: free energy barrier, G: free energy released by the reaction). 
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this non-recrossing assumption the rate constant is overestimated. In variational transition state theory 

(VTST), the rate constant can be variationally optimized by varying the position of the dividing surface 

until reaching the point at where there is minimum recrossing.15 This point will correspond to the maximum 

on the free energy surface known as the variational transition state. 

 TST works successfully for bimolecular reactions under the assumption that the transition state is 

in quasi-equilibrium with the reactants. However, this assumption may not apply to gas phase unimolecular 

reactions. The microcanonical formulation of transition theory in terms of total energy when applied to 

unimolecular reactions is known as the Rice–Ramsperger–Kassel–Marcus (RRKM)16,17 theory.18  

 TST and its variants (i.e., VTST, RRKM) are statistical theories that are valid for most organic 

reactions. However, there are some reactions involving “non-statistical dynamic effects” that cannot be 

adequately explained by the transition state theory.19–21 Non-statistical dynamic effects can occur in several 

scenarios where the assumptions associated with TST cannot be applied. TST assumes that the 

intramolecular (internal) vibrational energy redistribution (IVR) is significantly fast at a minimum. In 

reactions having a flat potential energy surface, the timescale of IVR might be comparable or even longer 

than that for the progression along the reaction coordinate toward product where the selectivity is governed 

by the momentum. This phenomenon is called “dynamic-matching”.22 Another non-statistical dynamic 

effect is observed in reactions involving “post-transition state bifurcation (PTSB)” in which a single 

transition state structure can lead to more than one products without intervening minima.23,24 Moreover, 

some recrossing that cannot be treated statistically by VTST also considered as a non-statistical dynamic 

effect.25 A common approach for proper description of such effects is performing ab initio molecular 

dynamics (AIMD) simulations.26 This dissertation provides representative examples of organic reactions 

that could be modeled by conventional TST (Chapter 3.1, 4 and 5) as well as one that may involve dynamic 

effects (Chapter 3.2, ongoing).  
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Chapter 2. Importance of Noncovalent Interactions Involving Sulfur Atoms in Biological Systems 

2.1 Impacts of Noncovalent Interactions Involving Sulfur Atoms on Protein Stability, Structure, 

Folding, and Bioactivity 

This chapter is a slightly modified version of the following publication: Kojasoy, V.; Tantillo, D. J. Impacts 

of Noncovalent Interactions Involving Sulfur Atoms on Protein Stability, Structure, Folding, and 

Bioactivity. Org. Biomol. Chem. 2023, 21, 11–23 with permission from the Royal Society of Chemistry.  

2.1.1 Abstract 

This review discusses the various types of noncovalent interactions in which sulfur atoms participate and 

their effects on protein stability, structure, folding and bioactivity. Current approaches and 

recommendations for modelling these noncovalent interactions (in terms of both geometries and interaction 

energies) are highlighted. 

2.1.2 Introduction 

How does the presence of sulfur atoms in proteins affect structure, stability, and bioactivity? The 

conformational stability of a protein is characterized as the free energy change between its folded and 

unfolded states, which generally amounts to 5–15 kcal mol−1.1–5 A balance (sometimes compromise) 

between many individual (but often interdependent) noncovalent interactions generates each unique folded 

structure.2,4,6,7 Noncovalent interactions involving sulfur atoms (S), although generally receiving less 

attention than those involving oxygen and nitrogen, play essential roles in protein structure and, as a result, 

stability, and function.8–11 

 Many examples of interactions involving sulfur have been shown to have important biological 

consequences. For example, the attractive electrostatic interaction between sulfur and oxygen atoms in 

thiazole nucleoside analogues was found to be important for their antitumor activity.12 Sulfur, being a highly 

polarizable atom, is able to participate in strong dispersion interactions that allow the sulfur containing 
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amino acids methionine (Met) and cysteine (Cys) to make large contributions to the overall 3 dimensional 

structure and function of membrane proteins.13 While the formation of disulfide bonds between Cys 

residues is a key means of stabilizing the tertiary structure of a protein, Brandt et al. revealed that the 

cleavage of disulfide bonds promoted by sulfur–oxygen interactions can play a critical role in receptor 

activation.14 It also was suggested that the reduction of disulfide bonds to thiols—a reaction that modifies 

that types of noncovalent interactions available for the Cys residues involved—impairs the binding affinity 

of SARS-CoV/CoV-2 spike protein to the angiotensin converting enzyme 2, which is the receptor that 

enables entering the host cells.15 

 There have been many excellent reviews on the importance of noncovalent interactions in 

biological systems, for example, those by Diederich,10,16,17 Meanwell,18 Stahl,19 Schreiner,9 and Raines.11 

Of particular note is Meanwell and co-workers’ review on applications of noncovalent interactions 

involving sulfur in drug design. Here we provide a catalog of types of noncovalent interactions involving 

sulfur atoms, along with details of from computational studies on their physical nature and examples of 

their occurrence specifically in proteins. On the basis of this data, we also provide recommendations for 

computational chemists modelling systems containing such interactions. 

2.1.3 Computational approaches for modelling noncovalent interactions 

2.1.3.1 Geometries 

The initial step of a computational study on noncovalent interactions generally involves determining a 

reasonable geometry for the system of interest. Strengths of noncovalent interactions, and contributions to 

these strengths from different physical factors, are geometry (distance, angle, etc.) dependent.20,21 In 

general, one is interested in the lowest energy conformer on a multidimensional potential energy surface 

(PES). While the lowest energy conformers often correspond to bioactive conformers, one should keep in 

mind that that need not always be the case. There are many conformational sampling algorithms that vary 

in accuracy and required computational time (cost).22–29 A systematic search would explore the whole 
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potential energy surface for each degree of freedom; that completeness comes at a high computational cost, 

however. In contrast, a knowledge-based approach would be faster, since it would cover only a portion of 

the conformational space, but if it covers the relevant portion then all is well. Random searches (e.g., Monte 

Carlo) and simulated annealing (artificially applying a high temperature to get over barriers) can be used to 

attempt to sample multiple regions of a PES. Molecular dynamics (MD) can be used to sample 

conformational changes over time. If one is interested in aqueous solution, then implicit or explicit solvent 

must be included as well. Detailed descriptions of these (and many other) techniques are beyond the scope 

of this review, but ref. 24–31 provide good starting points for interested readers. Sometimes the validity of 

a computed structure is assessed through comparison with experimental data (crystallography, NMR, 

circular dichroism, etc.).29 However, the limits of these experimental methods should always be kept in 

mind, e.g., NMR shifts could represent contributions from several interconverting conformers, the 

geometric parameters obtained from an X-ray crystal structure may be influenced by crystal packing forces, 

etc. 

2.1.3.2 Interaction Energies 

Prediction of protein–ligand binding affinity is an indispensable tool in drug discovery.32–42 Here we are 

concerned, however, with the strengths of interactions between two protein substructures. Estimating such 

interaction energies is difficult. Often, what is done is to “cut” the groups of interest out of the protein 

context to arrive at a complex of two small molecules whose interaction energy can then be evaluated by 

comparing the energy of the complex with the energy of the two separate molecules. Such an estimate, of 

course, comes with caveats, the most significant being that the effects of the surrounding protein 

environment are not taken into account. That is okay, though, if one wishes to assess the inherent strength 

of an interaction. 
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2.1.3.3 Origins of Attraction 

The 3-dimensional structure of a protein is maintained through the interplay of multiple noncovalent 

interactions. Here we describe the commonly used theoretical approaches for assessing the origins of 

attraction (and repulsion) in noncovalent interactions. Note that these tools may provide numbers, but the 

results should be treated as qualitative in nature, given the issues described below.32 

 Noncovalent interaction (NCI) analysis33 is a popular method for visualizing the noncovalent 

interaction regions in molecules. Users can generate color-coded reduced density gradient isosurfaces (NCI 

plots) in which blue, green and red represent strong attraction, weak (typically, van der Waals) attraction, 

and strong repulsion, respectively (Figure 2.1.1). For large, complex systems, it is not convenient to use 

routine NCI analysis. One solution is to apply NCI analysis based on promolecular density in which 

predetermined electron density of the atoms in their free-states is used. Alternatively, independent gradient 

model (IGM) analysis based on promolecular density can also be applied to large systems at a reduced 

computational time and cost.34 Also, with the IGM method, one can visualize interactions at a specific 

region of interest rather than visualizing all the interactions present within the system. Program packages 

such as Multiwfn support these types of wavefunction analysis.35 

 

 

 

 

 

 

Figure 2.1.1. An NCI plot for glycothiohexide α.46 
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 Another approach, the quantum theory of atoms in molecules (QTAIM),36,37 is used to characterize 

the properties of chemical bonds via a topological analysis of electron density. In QTAIM, the presence of 

a bond critical point (BCP) is often used to argue for bonding between atoms. It has been argued that at a 

BCP, for some cases, the sign of the energy density may correspond to the nature of the bond, positive and 

negative values representing noncovalent and covalent interactions, respectively.38 This argument has been 

extended to a point where a positive value of energy density per unit electron at a BCP (also defined as 

bond degree) represents a noncovalent bond and hence, a weak interaction.39 While the exact connections 

between the quantities computed with QTAIM and the bonding concepts used by organic and bioorganic 

chemists are still argued about, this tool can still prove useful for comparing interactions to each other. 

 Natural bond orbital (NBO)40 calculations allow for the computation of orbital interaction energies 

between NBOs that correspond to localized (2-center 2-electron, Lewis-like) bonds. Second-order 

perturbation NBO energies provide estimates of contributions from donor–acceptor (filled-empty) and 

donor-donor (filled-filled) orbital interactions. 

 Another approach is energy decomposition analysis (EDA).41 This widely used tool partitions 

interaction energies between two moieties into physically meaningful components such as exchange-

repulsion, electrostatics, polarization and charge-transfer. Since there are many possible ways of 

partitioning energy, there exist different types of EDA approaches that can be classified into two main 

groups: variational and perturbation-based methods. Variational methods such as Kitaura–Morokuma 

analysis,42,43 and absolutely localized molecular orbital EDA (ALMO EDA)44 use intermediate 

wavefunctions (which provide expression for the monomers) to decompose interaction energy. On the other 

hand, in perturbation-based methods such as symmetry-adapted perturbation theory (SAPT),45 the 

interaction energy is constructed as perturbative corrections to the isolated fragments. We direct our readers 

to Phipps et al.’s review for detailed descriptions and comments on limitations of the EDA methods used 

in biomolecular systems.41 
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2.1.4 Noncovalent interactions involving sulfur atoms 

We catalogue different types of sulfur noncovalent interactions present in biological systems below. Both 

experimental and computational studies that address energetic and geometric contributions of sulfur-based 

noncovalent interactions to stability and bioactivity are reviewed. 

2.1.4.1 Hydrogen bonds involving sulfur atoms 

Whereas the thioether-containing Met sidechain can accept hydrogen bonds, the thiol-containing Cys can 

both accept and donate hydrogen bonds.47 Furthermore, the sulfur atoms in disulfide bonds can form 

bifurcated hydrogen bonds, i.e., hydrogen bonding motifs that include both sulfur atoms acting as hydrogen 

bond acceptors.48,49 While the majority of hydrogen bond lengths observed in proteins range from 2.7 to 3.3 

Å,50 sulfur containing hydrogen bonds are longer compared to hydrogen bonds where oxygen and nitrogen 

atoms are involved, since sulfur is a highly polarizable atom with a comparatively large atomic radius. In 

addition, electronegativity is key to the strength of hydrogen bonds, and sulfur is less electronegative (2.58 

on the Pauling scale) than oxygen (3.44) and nitrogen (3.04), suggesting that its hydrogens bonds might be 

weaker. Nonetheless, these weak interactions can be important contributors to the overall shapes of 

proteins.51,52 

2.1.4.1.1 S⋯H–O type hydrogen bonds 

The origin of the stability of S⋯H–O type hydrogen bonds comes, at least in part, from the charge on the 

acidic hydrogen of the OH group interacting with sulfur.49 Wennmohs et al. calculated the S⋯H–O 

interaction energy (at the coupled cluster level) for the dimethylsulfide–methanol complex, in which 

dimethylsulfide acts as hydrogen bond acceptor and methanol acts as hydrogen bond donor, to be ∼−5.5 

kcal mol−1.53 NBO analysis suggested that a major source of stabilization was the interaction of the sulfur 

3p lone pair and the H–O σ* antibonding orbital. 
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 While O⋯H–O type hydrogen bonds are generally dominated by electrostatic effects, which are 

smaller for S⋯H–O type hydrogen bonds, the contribution of dispersion interactions is larger in S⋯H–O 

type hydrogen bonds due to the high polarizability of sulfur.47,53 Biswal et al. used complexes between 

thioethers and para-cresol to mimic S⋯H–O interactions between Met and tyrosine (Tyr). Their 

experimental and computational results show that O⋯H–O hydrogen bonding is stronger than that of S⋯H–

O hydrogen bonding, but, for S⋯H–O interactions, the longer the alkyl chain in the acceptor, stronger the 

binding of the complex,47 hinting at effects beyond direct hydrogen bonding. A representative example of 

an S⋯H–O type hydrogen bond in a protein, here a Met–Tyr interaction of the type examined by Biswal et 

al., is shown in Figure 2.1.2.47,54 

 Gregoret et al. surveyed 85 protein structures for hydrogen bonds involving sulfur atoms.48 They 

found that hydrogen bonding is not common for Met residues, which could be attributed to the hydrophobic 

nature of Met. On the other hand, they observed that deprotonated Cys can act as an acceptor of hydrogen 

bonds from hydroxyl groups. Their study revealed that Cys residues participate in hydrogen bonding more 

abundantly. Thus, they suggest that Cys’s propensity for participating in hydrogen bonding between the 

thiol group of a Cys (i) and the carbonyl oxygen of residue i-4 may have a direct influence on helical 

conformational preferences.48 

  

  

 

 

Figure 2.1.2. S⋯H–O hydrogen bonding interaction between the S of Met-36 and O–H of Tyr-38 (PDB 

ID: 1A2Z54). Distances shown in Å. 
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 In addition, a statistical analysis conducted on >500 protein structures by Zhou et al. suggested that 

bifurcated hydrogen bonds involving sulfur contacts are prevalent in proteins.49 For instance, Figure 2.1.3 

shows a bifurcated hydrogen bond between two sulfur atoms of a disulfide bond (Cys-58 and Cys-63 

residues) acting as acceptors and Thr-339 acting as donor. This interaction unites two α helices.55 

 

 

 

 

Figure 2.1.3. A bifurcated hydrogen bond formed between the hydroxyl group in Thr-339 and the two 

sulfur atoms in disulfide bond Cys-58–Cys-63 (PDB ID: 3GRS). Distances shown in Å.49,55 

 

2.1.4.1.2 S⋯H–N type hydrogen bonds 

Kjaergaard and coworkers analyzed O⋯H–N and S⋯H–N interactions in dimethylamine–dimethyl ether 

(DMA–DME) and dimethylamine–dimethylsulfide (DMA–DMS) complexes and found that both 

complexes have similar binding energies.56 However, based on NCI analyses, the interactions in the DMA–

DME complex appeared to be more localized, which was taken as an indication of the larger dispersion 

interactions in the DMA–DMS complex.56 

 Mons and co-workers reported a combined gas-phase spectroscopy and quantum chemistry study 

on S⋯H–N backbone hydrogen bonds in N-acetyl-L-phenylalaninyl-L-methionineamide and N-acetyl-L-

methioninyl-L-phenylalanine-amide dipeptides in solvent-free environments created using a supersonic 

expansion.57 Both systems showed a local folding of the Met side-chains associated with hydrogen bonds 

between the sulfur and the neighboring NH(i) or NH(i + 1) amides of the backbone. At 300 K the stability 

brought by the Met side-chain folding was predicted to be ∼2 kcal mol−1 (at the RI-B97-D/QZVPP level). 
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An example of the local folding of Met residues via hydrogen bonding in the context of a protein is shown 

in Figure 2.1.4.58 

 

 

 

 

Figure 2.1.4. The local folding of Met-2199 via S⋯H–N hydrogen bonding interaction (PDB ID: 1D7P58). 

Distances shown in Å. 

 Lampkin and VanVeller, studied the influence of geometry and dielectric properties on the strength 

of S⋯H–N hydrogen bonding in thioamides and showed that hydrogen bonds involving thioamides as 

hydrogen bond donors range in strength from 1.0–1.5 kcal mol−1.59 They reported that hydrogen bonding 

contact angle (Table 2.1.1) is strongly affected by the nature of the hydrogen bond donor and acceptor. For 

instance, they calculated an optimized hydrogen bonding contact angle of 116° when the thioamide and 

amide are hydrogen bond donor and acceptor, respectively (Table 2.1.1, entry 2). However, an optimized 

hydrogen bonding contact angle of 97° was found when the hydrogen bond acceptor and donor are 

thioamide and amide, respectively (Table 2.1.1, entry 3), which is consistent with the involvement of a σ-

hole in the thioamide electrostatic potential map (Table 2.1.1, top right). Overall, they showed that the 

thioamides act as good hydrogen bond acceptors when the hydrogen bond contact angle is between 90° and 

100, whereas amides can tolerate different angles.59 The geometry of these hydrogen bonds appears to be 

determined mainly by dipole–dipole interactions.60 
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Table 2.1.1. Geometry dependence of hydrogen bonding interaction of thioamide and amide isosteres. 

aNumbers in parentheses are the relative energies with respect to entry 1. Interaction energies are calculated 

at CCSD(T)-SMD/aug-cc-pVDZ//ωB97XD-SMD/aug-cc-pVDZ level of theory. Electrostatic potential 

maps generated at B3LYP/6-311+g(d,p) with an isovalue of 0.04. Adapted with permission from B. J. 

Lampkin and B. VanVeller, J. Org. Chem., 2021, 86, 18287–18291. Copyright 2021 American Chemical 

Society. 

 

 

 The energy associated with hydrogen bonds is sensitive to the environment. Hydrogen bonds in 

vacuum and hydrophobic environments are generally much stronger than hydrogen bonds in polar 

environments like water. This reduction in the strength can be attributed in part to screening of attractive 

electrostatic interactions and to entropic effects. Lampkin and VanVeller’s study exemplifies the effect of 

solvent as well.59 They tested the strength of S⋯H–N hydrogen bonds in implicit water solvent and found 

weaker interactions than in the gas phase. Moreover, they found that thioamides are slightly stronger 

hydrogen bond acceptors compared to amides in polar media. With regard to entropy, in vacuum, peptide 

side-chains fold back to form internal hydrogen bonds, whereas in water they have other options.60–62 

2.1.4.1.3 S–H⋯O type hydrogen bonds 

The statistical analysis conducted by Zhou et al. mentioned above also suggests that it is more likely for 

Cys to act as a hydrogen bond donor than a hydrogen bond acceptor (donor–acceptor ratio 5 : 1).49 Paul and 

    

Geometry 

 Interaction energy  

(H, kcal mol-1) 

Entry X Y d (Å)   ()  Gas phase Water (SMD) 

1 O O 1.92 116  -7.27 -3.06 

2 S O 1.89 116  -8.86 (-1.58)a -4.00 (-0.93)a 

3 O S 2.45 97  -6.89 (+0.38)a -3.30 (-0.23)a 
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Thomas studied S–H⋯O hydrogen bonds using local energy decomposition (LED)63 analysis on different 

thiol–water complexes and showed that the binding energy of the resulting hydrogen bonds ranges from −

2.1 to −3.6 kcal mol−1 and the dominant source of stabilization in these complexes was electrostatic 

attraction.64 NBO analysis on these systems also pointed to the importance of 𝑂𝑙𝑝 ↔ 𝑆−𝐻
∗  orbital 

interactions (the natural orbital interaction energies for selected thiol– water complexes varied from ∼3–

5.5 kcal mol−1 at the B3LYP/cc-pVTZ level of theory). 

2.1.4.1.4 S–H⋯N type hydrogen bonds 

Mielke and coworkers studied O–H⋯N and S–H⋯N interactions in CH3OH⋯NH3 and CH3SH⋯NH3 

complexes.65 They reported a larger interaction energy for CH3OH⋯NH3, inconsistent with the stronger 

aqueous acidity of CH3SH compared to CH3OH. Jaju et al. calculated the S–H⋯N hydrogen bonding 

stabilization energy in the [C5H5–N⋯H–SH] complex to be ∼3 kcal mol-1, which is ∼1 kcal mol−1 larger 

than the S–H⋯O interaction in the SH2⋯CH3OH complex (at the MP2/aug-cc-pVTZ level),66 perhaps due 

simply to the higher basicity of the N atom than the O atom. The distances for the S–H⋯N and S–H⋯O 

hydrogen bonds in these complexes are predicted to be 2.08 Å and 2.10 Å, respectively. Although the major 

source of stability of the S–H⋯N hydrogen bond is predicted to come from donor–acceptor interactions 

(𝑁𝑙𝑝 ↔ 𝐻−𝑆
∗ ), electrostatic and dispersion interactions are also important contributors. 

2.1.4.2 S⋯O and S⋯N interactions 

Although sometimes overlooked, S⋯O and S⋯N interactions are common in biological systems. For 

example, more than two decades ago, Nagao et al. revealed that an S⋯O interaction (∼2.5 Å) was present 

in the (acylimino)thiadiazoline moiety of a class of angiotensin II receptor antagonists.67 In general, an 

interatomic S⋯O distance shorter than the sum of sulfur and oxygen van der Waals radii (3.32 Å) is taken 

as an indication of the presence of a favorable S⋯O interaction. While there is some debate over the origins 

of close S⋯O and S⋯N contacts,68 both electrostatic and dispersion interactions are known to contribute 

and these can be comparable in strength.69 The electrostatic stabilization comes from attraction between 
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partially positively charged sulfur (note that sulfur is not very electronegative and is frequently found near 

to electron-withdrawing groups in biological settings) and partially negatively charged oxygen or 

nitrogen.12 In addition to electrostatic and dispersion interactions, donor–acceptor orbital interactions (e.g., 

𝑂𝑙𝑝  ↔  𝑆−𝑋
∗ ) also are significant for the directional preference of S⋯O and S⋯N contacts,70 even if these 

are counterbalanced by S lone pair/O or N lone pair repulsion.68 Recently, Biswal et al. found that 

interaction energies associated with donor–acceptor orbital interactions (𝑂𝑙𝑝  ↔  𝑆−𝐶
∗ ) are typically ∼2 

kcal mol−1 and ∼1 kcal mol−1 for small molecules obtained from the Cambridge Structural Database (CSD) 

and the Protein Data Bank (PDB), respectively.71 

2.1.4.3 Interactions involving π-systems 

A statistical analysis on sulfur–aromatic interactions was carried out by Zauhar et al. by collecting all crystal 

structures that contain at least one divalent sulfur atom and a phenyl ring from the Cambridge 

Crystallographic Database.72 The results suggest that, for an ideal interaction the sulfur–aromatic distance 

should be ∼5 Å and the sulfur should be placed in the plane of the ring as opposed to the trend observed 

for proteins, which places sulfur above the ring plane. This contradiction may be attributed to the stacking 

interactions present in small planar molecules that favor edge-on interactions or to the crystal packing forces 

that play crucial roles in controlling overall geometries, especially when weak interactions are involved. 

Energy analysis showed that a single sulfur–aromatic interaction contributes ∼1–2 kcal mol−1 to the stability 

of a protein and involves both van der Waals and electrostatic components, with their relative contributions 

varying with structure. There are several common structural motifs in which sulfur atoms are ∼5 Å away 

from aromatic rings, differing by which, if any, groups shield the sulfur atom from the π-electrons of the 

aromatic system. 
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2.1.4.3.1 SC–H⋯π interactions 

One important sulfur-based interaction that contributes to protein structure is the SC–H⋯π interaction, 

which is mainly observed in the hydrophobic cores of proteins.16,17,73 SC–H⋯π interactions were first 

analyzed by Morgan et al. in the 1970s.74 The analysis of eight small globular proteins revealed the presence 

of SC–H⋯π contacts between sidechains. A follow up study by Reid et al. showed that, in contrast to OC–

H and NC–H groups, SC–H groups tend to interact away from the center of the aromatic rings.75 Compared 

to a hydrophobic interaction with sulfur traded for an alkyl group, SC–H⋯π interactions are more stable at 

greater distances, which can be attributed to dispersion interactions involving the polarizable sulfur 

atom.69,76 While SC–H⋯π interactions are largely dispersive in nature, electrostatics do influence 

orientational preferences.17,72,77 

 

 

 

Figure 2.1.5. Three different orientations of DMS–benzene complexes. (I) The sulfur atom is placed on the 

symmetry axis of the benzene ring and the two methyl groups are directed towards the face of the benzene 

ring. (II) One of the methyl groups is oriented towards the face of the benzene ring. (III) The sulfur atom is 

pointed towards the edge of the benzene ring. Distances shown in Å.78 

 Pranata investigated dimethyl sulfide (DMS)–benzene complexes, models of a Met sidechain and 

an aromatic residue, in detail.78 Three different orientations of DMS–benzene complexes were studied 

(Figure 2.1.5). Ab initio calculations based on isolated molecules (not necessarily PES minima) predicted 

that complex I (Figure 2.1.5) had the largest interaction energy (−2.9 kcal mol−1 at the MP2/6-31G* level) 

and the shortest contact distance from the sulfur atom to the center of the benzene ring (4.9 Å) (compared 

to complex II and complex III). Note that upon full optimization of complex II at the MP2/6-31G* level, a 
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structure similar to complex I, but with the DMS horizontally displaced, was generated, which also was 

predicted to have an interaction energy of −2.9 kcal mol−1. This study also suggested that the molecular 

mechanics force fields AMBER95 and OPLS-AA can reproduce the MP2/6-31G* results. 

 

 

 

 

Figure 2.1.6. Crystal structure of Tfb1 (green)/p53 (orange) complex (PDB ID:2GS0) showing Tfb1-

Met/p53-Ile, Tfb1-Met/p53-Phe and Tfb1-Met/p53-Trp interactions. Distances shown in Å.79 

 Interactions analogous to those in complex II (Figure 2.1.5) are found in protein structures. For 

example, Di Lello et al. determined the structure of a complex formed by the interaction between the amino-

terminal transactivation domain of p53 and the pleckstrin homology domain of transcription factor b1 

(Tfb1) by high-resolution NMR.79 In the Tfb1/p53 binding interface (shown in Figure 2.1.6) the Met-59 

residue participates in sulfur–π interactions with Trp-53. Additional contacts present between the isoleucine 

(Ile) and phenylalanine (Phe) residues of p53 and the Met residues of Tfb1 contribute to the overall stability 

of the complex. 

2.1.4.3.2 S–H⋯π interactions 

Sherrill and co-workers studied the interaction of H2S with benzene, which can be considered to be a small 

model of Cys interacting with an aromatic sidechain.77 They found that the electrostatic interaction (−2.4 

kcal mol−1) arising from the partial positive charge on the H2S hydrogens and the partial negative charge in 

the benzene π-cloud leads to substantial attraction, while the dispersion energy (−4.2 kcal mol−1) provides 

an even larger attractive component. 
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 The S–H⋯π interactions in indole·H2S (IND·H2S) and 3-methylindole·H2S (3-MI·H2S) 

complexes, models of Cys interacting with the sidechain of tryptophan (Trp), were studied by Biswal and 

Wategaonkar.80 Both σ-type (S⋯H–O and S⋯H–N; see sections 2.1.4.1.1–2) and π-type (S–H⋯π; Figure 

2.1.7) complexes were investigated. Computations at the MP2/aug-cc-pVDZ level of theory suggested that 

the binding energies for π-type and σ-type IND·H2S complexes are −4.9 and −2.7 kcal mol−1, respectively. 

Similarly, the binding energies for π-type and σ-type 3-MI·H2S complexes are −5.2 and −2.7 kcal mol−1, 

respectively. In contrast, for IND·H2O and 3-MI·H2O complexes, σ-type complexes are preferred. 

Moreover, they found that the S–H⋯π interaction was stronger than other X–H⋯π (X = C, N, O) 

interactions. 

 

 

Figure 2.1.7. π-type IND·H2S complex. Distances shown in Å.80 

2.1.4.3.3 S⋯π interactions 

Dougherty and co-workers suggested that direct S⋯π interactions are functionally important in the 

maintenance of a tightly packed microdomain functioning as a unit in the dopamine D2 receptor (although 

S–H⋯π interactions could not be ruled out).81 They used the crystal structure of the dopamine D3 receptor82 

as a model (Figure 2.1.8) and located a highly conserved microdomain. Mutant cycle analysis and unnatural 

amino acid mutagenesis on the residues in this microdomain in the related D2 receptor suggested that the 

strong interaction between Trp and Cys residues in which the sulfur containing side chain of a Cys residue 

points to the face of the aromatic ring of a Trp contributes to the rigidity of the microdomain. 
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Figure 2.1.8. The cocrystal structure (PDB ID: 3PBL) of the dopamine D3 receptor bound to antagonist 

eticlopride (in orange). Distances shown in Å.82 

 To compare the strengths of direct interactions between the π-faces of aromatic rings with oxygen 

and sulfur, Motherwell et al. prepared the series of oxathiolanes shown in Figure 2.1.9 (and others), which 

can adopt conformations with either an oxygen or sulfur atom proximal to an aromatic ring.83 Based on 

their results, it appears that (a) oxygen atoms do not like to be near the π-faces of electron-rich aromatics, 

(b) sulfur atoms do not mind being near the π-faces of electron-rich aromatics, (c) oxygen atoms do not 

mind being near the π-faces of electron poor aromatics. While it is difficult to pin down the relative 

contributions of attraction and repulsion in such systems, it is clear that sulfur can reside near the π-face of 

aromatics, even electron-rich ones, likely a consequence of its polarizability. 

 

 

 

Figure 2.1.9. π systems studied by Motherwell et al. to compare S⋯π versus O⋯π noncovalent 

interactions.83 

 Viguera and Serrano’s work on sidechain interactions between sulfur containing amino acids (Cys 

and Met) and phenylalanine (Phe) residues—the first experimental analysis probing helix stability mediated 
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by Phe and Cys/Met interactions—showed that these interactions are related directly to the stability of α 

helices.84,85 The origins of this α helix stability appears to come from both the hydrophobic nature of the 

aromatic rings and the electrostatic interactions between the S and the aromatic ring (primarily dispersion). 

 Two tumor necrosis factor (TNF) ligand–receptor complexes TRAIL-DR5 and LTα-TNFR1 were 

examined both experimentally via vitro cellular experiments and computationally to probe the role of the 

Met–aromatic binding motif.76 DR5-Met/TRAIL-Tyr (left) and TNFR1-Trp/LTα-Met (right) interactions 

are shown in Figure 2.1.10. Molecular dynamics simulations were used to obtain bioactive conformers that 

match with those in the Protein Data Bank (PDB). The results from quantum mechanical calculations 

suggested that dispersive sulfur–aromatic interactions at around 5 Å separation provide extra stability (∼1–

1.5 kcal mol−1) to the protein compared to interactions within their analogues where sulfur was replaced 

with CH2. Note that SC–H⋯π interactions (section 2.1.4.3.1) may also contribute here (and in the following 

cases). 

 

 

 

 

Figure 2.1.10. Crystal structures of TRAIL-DR5 showing DR5-Met/TRAIL-Tyr interaction (left, PDB 

ID: 1D0G) and LTα-TNFR1 showing TNFR1-Trp/LTα-Met interaction (right, PDB ID: 1TNR). Both 

Met–aromatic contacts are at around 5 Å separation. Distances shown in Å.76 

 Tatko and Waters investigated the nature of sulfur-π interactions in a β-hairpin by putting a Met 

residue diagonal to an aromatic ring (Trp or Phe) (Figure 2.1.11).86 The proximity between Met and the 

aromatic ring provides a suitable geometry for sulfur-π contacts to occur. They found that the Met 
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significantly contributes to β-hairpin stability with a hydrophobic driving force (for instance, as determined 

by double-mutant cycles, Met–Phe interaction contributes −0.31 kcal mol−1). 

 

 

 

 

 

 

Figure 2.1.11. The model system consisting of 12 amino acids. X (= Phe, Trp, Cha) and Y (= Lys, Nle, 

Met) are the diagonal interacting residues. The hydrogen bonded and nonhydrogen-bonded sites are 

abbreviated as HB-site and NHB-site, respectively.86  

 Albanese and Waters examined the role of sulfur in the Met residues in the binding of a gene 

expression regulator trimethyllysine (Kme3).87 They probed the recognition of Kme3 by the Met containing 

aromatic cage in the reader proteins DIDO1 and TAF3 by systematic mutational studies (Figure 2.1.12). 

For both systems, they observed a change in the NMR chemical shifts of the Met residue upon binding 

histone 3 K4me3 (H3K4me3), which indicated the presence of a binding interaction. Linear free energy 

relationships suggested that the origin of this Met–Kme3 binding was dispersive, which again could be 

attributed to the high polarizability of sulfur. They also found that the charge on Kme3 did not alter the 

interaction with the Met, which suggested that the electrostatic interactions (sulfur–cation) do not contribute 

significantly to binding.87 
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Figure 2.1.12. The molecular recognition of H3K4me3 (in orange) by DIDO1 (in green, PDB ID: 4L7X) 

and TAF3 (in purple, PDB ID: 5WXH).87 

 A study on a cisplatin–(1,3-GTG) cross-link within DNA polymerase η revealed that the Met 

residue in the DNA polymerase η participates in sulfur–arene interactions, which helps maintain the folded 

geometry of the protein complex and blocks the movement of the polymerase along the DNA strand (Figure 

2.1.13).88 In this complex, both S⋯π and SC–H⋯π interactions are present. 

 

 

 

 

Figure 2.1.13. Crystal structure of cisplatin–(1,3-GTG) lesion in complex with DNA polymerase η (PDB 

ID: 2WTF). The Met residue surrounded by nucleobases blocks the movement of the polymerase along the 

DNA strand. Distances shown in Å.88 

 Recently, Waters and coworkers compared the strength of the sulfonium⋯π, S⋯π and 

ammonium⋯π interactions in a β-hairpin peptide model system via a combination of computational studies 

and analysis of structures in the PDB.89 They found that, presumably due to sulfur’s higher polarizability, 

sulfonium⋯π interactions are stronger than ammonium⋯π interactions. Further comparison of 

sulfonium⋯π and S⋯π interaction energies by the analysis of S-adenosylmethionine (SAM) and S-
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adenosylhomocysteine (SAH)-bound proteins in the PDB highlighted the importance of charge. They found 

similar aromatic interactions between SAM and SAH except for the methyl⋯π interaction that is only 

present in SAM, which highly influences the bioactivity of SAM-dependent methyltransferases (Figure 

2.1.14).89 This interaction is an example of a SC–H⋯π interaction (section 2.1.4.3.1) enhanced by charge. 

 

 

 

 

Figure 2.1.14. Aromatic interactions of T. thermophilus ribosomal protein L11 methyltransferase with 

SAM (PDB ID: 2NXE, in gray) and SAH (PDB ID: 3EGV, in plum).89 

2.1.4.3.4 S⋯𝑪=𝑶
∗  interactions 

𝑛 →  𝜋∗ interactions resulting from the overlap of lone pairs (𝑛) and 𝜋∗ antibonding orbitals along the 

Bürgi–Dunitz trajectory play an important role in maintaining the conformational stability of proteins 

(Figure 2.1.15).90,91 Similar to the observations of Bürgi and Dunitz for other lone pair donors (Figure 

2.1.15B, θ angle), Chakrabarti and Pal found that the preferred S⋯C–O angle for the 𝑛𝑆 →  𝜋𝐶=𝑂
∗  

interaction is 109° (± 15°).92 

 

 

 

Figure 2.1.15. (A) 𝑛 →  𝜋∗ orbital interaction in the backbone of bitter gourd trypsin inhibitor (PDB: 

1VBW), residues 5–7. (B) Geometric parameters characterizing 𝑛 →  𝜋∗ interaction (d: distance between 

the nucleophile and carbonyl; θ: angle of the nucleophilic attack; Θ: degree of pyramidalization). Adapted 
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with permission from R. W. Newberry, G. J. Bartlett, B. VanVeller, D. N. Woolfson and R. T. Raines, 

Protein Sci., 2014, 23, 284–288. Copyright 2014 John Wiley & Sons, Inc. 

 Many experimental and computational studies by Raines and co-workers have revealed the 

intricacies of stereoelectronic effects in tuning the secondary structures of proteins, including the 

importance of 𝑛 →  𝜋∗ interactions.11,93–100 For instance, Choudhary et al. explored the origin of carbonyl–

carbonyl interaction in proteins and found that thioamides are better electron-pair donors compared to their 

amide counterparts.93 Newberry et al. reported that the 𝑛 →  𝜋∗ interaction between amide carbonyl groups 

in proteins contributes ≥0.27 kcal mol−1, and this magnitude triples when the interaction is between two 

thioamides due to better orbital overlap and a lower energy gap between donor and acceptor orbitals.95 They 

also observed an increase in the pyramidalization of the acceptor C atom as the 𝑛 →  𝜋∗ interaction 

strengthens, consistent with work on related systems.93,95,100–102 The stability of the collagen triple helix – 

which is highly affected by hydrogen bonds and 𝑛 →  𝜋∗ interactions103 – was also shown to be increased 

upon replacement of backbone amides with thioamides.94 Later, Kilgore at al. probed the importance of 

𝑛𝑆 →  𝜋𝐶=𝑂
∗  interactions in Cys residues and disulfide bonds in proteins.98 They found that 𝑛𝑆 →  𝜋∗ 

interactions provided enhanced stability and led to lowered pKa values of N-terminal Cys residues of the 

CXXC motifs104 (shown in Figure 2.1.16), which are critical for redox functions. In addition, the strong 

𝑛𝑆 →  𝜋𝐶=𝑂
∗  interactions present in vicinal disulfide bonds led to an electropositive (and hydrophobic site) 

for ligand binding.98 

 

 

 

Figure 2.1.16. The map of n → π* interactions inside the CXXC motif.98 
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2.1.4.4 Generalizations 

Table 2.1.2 represents the typical magnitudes and the major sources of stabilization for the sulfur 

noncovalent interactions reviewed here. However, we would like to warn our readers that the magnitude of 

stabilization may vary, since it highly depends on the system of interest and its environment. 

Table 2.1.2. Current best estimates of typical magnitudes and the major sources of stabilization for the 

sulfur noncovalent interactions reviewed in this contribution. 

 

2.1.5 Recommendations for Modelers 

Computational chemistry is an indispensable tool to study noncovalent interactions in biological systems. 

With the aid of quantum chemical calculations, one can investigate these interactions both qualitatively and 

quantitatively. Nowadays, most computational studies on noncovalent interactions are carried out using 

density functional theory (DFT),105 a versatile computational modelling method for calculating the 

electronic structure of atoms and molecules. However, the choice of which method to use – DFT or a more 

expensive but more accurate method – depends on the system of interest. One generally faces a compromise 

between accuracy and computational cost (i.e., time for calculations to finish with available computer 

Interaction Type Typical Magnitude (kcal mol-1) Major Sources of Stabilization 

S-H•••O ∼ 2-6 Electrostatics > Donor-Acceptor > Dispersion 

S-H•••N ∼ 3 Donor-Acceptor > Electrostatics > Dispersion 

S•••H-O ∼ 2-5 Dispersion > Electrostatics > Donor-Acceptor 

S•••H-N ∼ 2 Dispersion > Electrostatics > Donor-Acceptor 

S•••O ∼ 2-3 Dispersion  Electrostatics > Donor-Acceptor 

S•••N ∼ 2-3 Dispersion  Electrostatics > Donor-Acceptor 

SC-H••• ∼ 3 Dispersion > Electrostatics > Donor-Acceptor 

S-H••• ∼ 2-5 Dispersion > Electrostatics > Donor-Acceptor 

S••• ∼ 0.3-3 Dispersion > Electrostatics  Donor-Acceptor 

S•••𝝅𝑪=𝑶
∗  ∼ 0.25-3 Donor-Acceptor > Dispersion  Electrostatics 
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resources). Here, we recommend a few methods that have been found useful for studying noncovalent 

interactions involving sulfur atoms. The DFT functionals that account for dispersion correction such as 

ωB97X-D,106 M06-2X,107–109 PBE0-D3,110,111 B3LYP-D3(BJ)105,112–114 have been commonly used in 

geometry optimizations and provided reasonable results.53,56,64,71,115–118 Due to issues with DFT in describing 

dispersion interactions, many have chosen second-order Møller–Plesset perturbation theory (i.e., MP2) or 

coupled cluster (CC) theory with single, double and perturbative triple excitations (i.e. 

CCSD(T)).47,53,65,66,77,116,117,119–121,122 For small systems, these methods can be affordable. A study by 

Rothlisberger and co-workers showed that dispersion corrected atom centered potentials (DCACPs)123,124 

significantly improve the DFT description of the weak interactions of sulfur-containing molecules and the 

resulting DFT method correctly reproduces MP2 or CCSD(T) binding energies.120 For basis sets, double-ζ 

or triple-ζ Pople type basis sets that include diffuse and polarization functions, Weigend’s def2-TZVP125,126 

basis set, and Dunning’s correlation-consistent cc-pVnZ or augmented correlation-consistent aug-cc-pVnZ 

(where n = D, T, or Q) basis sets127–131 are commonly used in calculations on sulfur-based noncovalent 

interactions.53,56,64–66,71,77,115–117,119–121 To obtain reliable interaction energies, the counterpoise correction for 

basis set superposition error (BSSE)132 and corrections for zero-point vibrational energies are 

recommended, especially when small basis sets are used.133–135 

 If one wishes to include solvent in one’s modelling, there are three general approaches: implicit 

solvation, explicit solvation, and a hybrid of the two. In implicit solvation, the solvent is treated as a 

continuum with a certain dielectric constant (and other properties). In explicit solvation, the solvent is 

treated as discrete molecules. Hybrid solvation modelling involves using a few explicit solvent molecules 

with an implicit solvent model on top. Using an implicit model is the most affordable approach, but a hybrid 

approach can be used as a balancing act between a realistic and a cost-efficient treatment of solvent, 

especially if noncovalent interactions between solute and solvent are important.136–138 

 If one wishes to include a whole protein in one’s modelling, the Quantum Mechanics/Molecular 

Mechanics (QM/MM) approach is the way to go. This approach was introduced by Warshel and Levitt in 
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the 1970s.139,140 The QM/MM method is an efficient way of studying large systems in which a small region 

of the system—that where the key chemical processes take place—is treated quantum-mechanically, while 

the remainder of the system is treated classically, e.g., using molecular mechanics or a force field. Recently, 

Jorgensen and co-workers developed a new force field that improved the representation of sulfur charge 

anisotropy and directional noncovalent interactions via the addition of off-atom charged sites,141 a welcome 

development for those modelling systems with sulfur-based noncovalent interactions. In the popular 

multilayer approach known as ONIOM, a large biomolecule is divided into “n” number of layers and each 

layer is treated with a different model chemistry (i.e, ab initio, semi-empirical and molecular mechanics) at 

a reduced cost.142,143 We recommend a careful consideration in choosing suitable QM and MM methods, 

how one partitions a system into QM and MM regions, and how one treats the interactions between QM 

and MM regions. Along these lines, we direct readers to recent reviews for a deeper dive into QM/MM 

modelling.144,145 

2.1.6 Conclusion and Outlook 

While sulfur may not receive the same attention as carbon, hydrogen, nitrogen, and oxygen, it plays many 

important roles in biology. Here we have summarized the variety of types of noncovalent interactions in 

which it participates, illustrated with examples from protein structures and accompanied by accounts of 

theoretical studies on preferred geometries and interaction energies. We hope that bringing these examples 

together will inspire readers not only to consider noncovalent interactions involving sulfur when examining 

structures of biological molecules that have captured their interest, but also to make use of them in designing 

new molecules of biological relevance. 
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2.2 Importance of Noncovalent Interactions Involving Sulfur Atoms in Thiopeptide Antibiotics – 

Glycothiohexide α and Nocathiacin I 

This chapter is adapted with slight modifications with permission from Kojasoy, V.; Tantillo, D. J. 

Importance of Noncovalent Interactions Involving Sulfur Atoms in Thiopeptide 

Antibiotics−Glycothiohexide  and Nocathiacin I. J. Phys. Chem. A 2023, 127, 2081–2090. Copyright 2023 

American Chemical Society. 

2.2.1 Abstract 

Noncovalent interactions involving sulfur atoms play essential roles in protein structure and function by 

significantly contributing to protein stability, folding and biological activity. Sulfur is a highly polarizable 

atom that can participate in many types of noncovalent interactions including hydrogen bonding, sulfur–π 

interactions, and S–lone pair interactions, but the impact of these sulfur-based interactions on molecular 

recognition and drug design is still often underappreciated. Here we examine, using quantum chemical 

calculations, the roles of sulfur-based noncovalent interactions in complex naturally occurring molecules 

representative of thiopeptide antibiotics: glycothiohexide α and its close structural analogue nocathiacin I. 

While donor-acceptor orbital interactions make only very small contributions, electrostatic and dispersion 

contributions are predicted to be significant in many cases. In pursuit of understanding the magnitudes and 

nature of these noncovalent interactions, we happened upon potential structural modifications that could 

significantly expand the chemical space of effective thiopeptide antibiotics. 

2.2.2 Introduction 

Thiopeptide antibiotics are sulfur-containing, structurally complex natural products of ribosomal origin that 

inhibit protein synthesis in bacteria.1–4 In 1948, the first thiopeptide antibiotic, micrococcin, was isolated 

from sewage waters of Oxford.5  Thiostrepton, perhaps the most prominent member of the thiopeptide 

family of antibiotics, was isolated in 1954,6–8 followed by the discovery of a variety of others. The highly 

modified macrocyclic thiopeptides are classified into five series (a-e) based on the oxidation state of their 
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six-membered nitrogen heterocycle (Figure 2.2.1, red). All show almost no activity against Gram-negative 

bacteria but are highly active against Gram-positive bacteria.1–4 Thiopeptide antibiotics have inspired 

medicinal chemists for decades. For instance, the thiopeptides thiostrepton and siomycin function as 

anticancer agents by stimulating the apoptosis of cancer cells without disrupting normal cells.9–13 The 

thiopeptide cyclothiazomycin A inhibits human renin,14–16 which plays a regulatory role in controlling blood 

pressure. The thiopeptide cyclothiazomycin B1 shows antifungal activity associated with its binding to the 

fungal cell wall chitin,17 as well as playing a functional role in inhibiting RNA polymerase.18 The 

thiopeptides nosiheptide and thiostrepton are used as veterinary pharmaceuticals.19,20 In addition, 

thiostrepton and derivatives target parasite proteasomes and the apicoplast and exhibit antiparasitic 

activity,21 and thiostrepton can induce tipA promotion.22  

 Here we explore the importance of sulfur atoms to the 3-dimensional structures of such molecules 

using the tools of modern computational quantum chemistry. Are the sulfur atoms essential? If sulfur atoms 

could be replaced by other groups without changing the overall shape and electrostatic profile of such 

compounds, the chemical space of potential antibiotics could be increased. Such chemical replacements 

also could be used to advantage to modulate properties such as solubility and metabolism. 

 Noncovalent interactions (NCIs)23 involving sulfur atoms play crucial roles in protein structure and 

function by significantly contributing to protein and peptide stability, folding, binding, and chemical 

reactivity.24 These interactions also modulate the conformational preferences of small molecules, including 

medicinally relevant compounds.25,26 Sulfur, as a highly polarizable atom, is involved in many important 

interactions such as hydrogen bonding, sulfur-lone pair interactions with heteroatoms, and interactions with 

π-systems.24,25,34–36,26–33 Sulfur-lone pair interactions have been shown to play key roles in determining the 

conformations of many small molecules, potentially allowing S•••X units to function as less polar isosteres 
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for NH•••X units in drugs.26,37–39 Although most noncovalent interactions involving sulfur are considered 

to be weak, their cumulative effect can be large.40  

 

Figure 2.2.1. The structures of e series thiopeptides glycothiohexide α and nocathiacin I. The six-membered 

nitrogen heterocycle that determines the class of the thiopeptides is shown in red. The structural differences 

between glycothiohexide α and nocathiacin I are shown in blue and green. 

 As representative examples of thiopeptide antibiotics, we investigated glycothiohexide α and its 

close structural analogue nocathiacin I (Figure 2.2.1), both of which are highly potent against Gram-positive 

bacteria, including multidrug-resistant strains, and share substructures with both small drugs and 

proteins.1,4,41 Glycothiohexide α  was discovered while screening for antibiotics active against bacteria 

derived from clinical specimens resistant to vancomycin and methicillin.42–44 It was isolated from the 

fermentation of a Sebekia species, and shows excellent in vitro activity, inhibiting bacterial growth.42–44 

However, it has low in vivo activity due to its poor solubility.3,42–44 Similarly, nocathiacin I, isolated from 

the cultured broth of Nocardia sp., is highly potent against Gram-positive bacteria both in vivo and in 

vitro.45–48  

 We aimed to determine the strength of important intramolecular noncovalent interactions involving 

sulfur atoms in these molecules with quantum chemical tools, and characterize how they contribute to 

overall structure. Since universal agreement on the most effective means of quantifying the contributions 

of particular NCIs is lacking, especially intramolecular NCIs,49–51 we applied multiple methods, cognizant 
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of the deficiencies of each and aiming for qualitative conclusions that are still useful for forward design. 

We conducted noncovalent interaction (NCI) analysis52 to visualize the regions of noncovalent interactions. 

To assess orbital contributions, we performed natural bond orbital (NBO) analysis.53 We also carried out 

symmetry-adapted perturbation theory (SAPT) analysis to partition stabilization energies into physically 

meaningful (electrostatic, exchange, induction, and dispersion) components.54,55 Furthermore, to probe the 

uniqueness of sulfur atoms (and therefore their potential for being replaced), we switched the sulfur atoms 

present in glycothiohexide α and nocathiacin I to methylene groups and performed comparative analyses. 

2.2.3 Methods 

All geometry optimizations were carried out with Gaussian 1656 using density functional theory (DFT) at 

the M06-2X/6-31G* level of theory.57–59 NMR calculations60 were performed with SMD(DMSO)-

mPW1PW91/6-311+G(2d,p)//M06-2X/6-31G*57–59,61,62 using the GIAO method63–66 with Gaussian 16. We 

used linear regression to generate chemical shifts in which computed NMR isotropic shielding constants 

were plotted against experimental chemical shifts.60 The slope and the intercept (scaling factors) of the 

resulting best fit line were used to convert the computed isotropic shielding constants () into chemical 

shifts (𝛿).  

𝛿 =
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 −  𝜎

−𝑠𝑙𝑜𝑝𝑒
 

 For our analyses, we calculated separate scaling factors for the lowest energy conformers of 

glycothiohexide α and nocathiacin I at the SMD(DMSO)-mPW1PW91/6-311+G(2d,p)//M06-2X/6-31G* 

level. Natural bond orbital (NBO) calculations were performed with NBO, version 3.167 implemented in 

Gaussian 16. Noncovalent interaction (NCI)52 analysis and domain analysis were carried out with 

Multiwfn.68 Symmetry-adapted perturbation theory (SAPT)54 analysis was performed at the fiSAPT0/jun-

cc-pVDZ//M06-2X/6-31G* level69–74 using Psi4, version 1.4.75 Electrostatic potential surfaces76,77 were 

rendered with Gaussview 6.0. CLogP values were generated with BioByte within ChemDraw version 21.0. 
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2.2.4 Results and Discussion 

2.2.4.1 Conformations 

We started our analysis with a conformational search. We referred to a reported structure of nocathiacin I78 

to build an initial guess for its close structural analogue glycothiohexide α. A relevant study by Leet and 

co-workers45 defined the absolute configuration of nocathiacin I by NMR studies and chiral capillary 

electrophoresis.79 We ran conformational searches (using CREST, version 2.11.1; see SI)  on both 

nocathiacin I and glycothiohexide α and proceeded with the resulting dominant conformers (Figure 2.2.2). 

Note that the conformers we obtained had significant deviations between their predicted and experimental 

proton chemical shifts (see SI for details).44,47,60,80–84 However, examination of conformers from our search 

and a different conformer previously reported for nocathiacin I85 indicated that proton chemical shifts 

varied greatly with conformation. This variation is, perhaps, not surprising, given previous work on cyclic 

peptide NMR.86,87 Based on our results, it is not clear that the previously reported conformations actually 

represent the dominant conformations in solution, nor do the ones we discuss below, although all of these 

are likely energetically accessible. Resolving this issue is beyond the current study, however, which is 

aimed at assessing the impact of potential noncovalent interactions involving sulfur. The results for specific 

interactions described below should be generally transferrable to other conformations with similar 
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geometries (given the distance dependences of the interactions described and the associated expectations 

regarding modulation from surrounding groups). 

Figure 2.2.2. 3D structures of the lowest energy conformers of glycothiohexide α and nocathiacin I.  

2.2.4.2 NCI Analysis 

NCI analysis is a powerful technique to investigate the types and strength of noncovalent interactions using 

the reduced density gradient.88 To identify the strengths of noncovalent interactions, the second derivatives 

of the density are used. The different types of interactions are visualized by color on isosurfaces in which 

blue, green and red represent strong attraction (e.g., hydrogen bonding, halogen bonding etc.), weak 

attraction (e.g., dispersion interactions), and strong repulsion (e.g., steric clashes, lone pair-lone pair 

repulsion), respectively.52,88,89 

 To visualize the regions of noncovalent interactions involving sulfur atoms, gradient isosurfaces of 

glycothiohexide α and nocathiacin I were generated (Figure 2.2.3). Many different noncovalent interactions 

are present for both of these complex molecules. The regions involving sulfur atoms (yellow spheres) are 

mostly green, which indicates weak attractive interactions, the origins of which are discussed below (see 

SI for additional domain-based analyses). 
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Figure 2.2.3. Gradient isosurfaces of glycothiohexide α and nocathiacin I (reduced density gradient = 0.5 

a.u., electron density < 0.05 a.u). Blue, green, and red areas denote strong attraction, weak attraction, and 

strong repulsion, respectively. 

2.2.4.3 NBO Analysis 

To characterize the key sulfur-lone pair donor-acceptor orbital interactions, we calculated the corresponding 

second-order perturbation NBO energies (𝐸(2)). Only 𝐸(2)orbital energies above a 0.1 kcal mol-1 threshold 

are reported. In Figure 2.2.4, the regions with key sulfur-based interactions are highlighted. Each color 

represents a different type of donor-acceptor interaction. For glycothiohexide α (Figure 2.2.4, left) the 𝐸(2) 

NBO energies for nS →  *
O-C (in blue), nS →  *

C-O (in green), and nS →  *
N-H (in light pink) interactions 

are all ∼0.2 kcal mol-1. Although the magnitudes of these interaction energies are low, multiple such 

interactions contribute to the overall thermodynamic stability of the compounds in question.40 The first of 

these interactions is a sulfur-lone pair interaction. Sulfur-lone pair interactions play important roles in a 

variety of biochemical processes.25,29,31,90–94 A special interaction (in light orange) to be noted is the 

nS →  π*
C=O interaction (∼2.0 kcal mol-1), which is oriented approximately along the Bürgi-Dunitz 
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trajectory.95,96 Studies by Raines and co-workers have highlighted the importance of such n →  π* 

interactions in protein folding and structure, including cases with sulfur lone pairs.27,28,30,34–36,97–99 For 

nocathiacin I (Figure 2.2.4, right) similar nS →  *
O-C (in blue), and nS →  *

C-O (in green) interactions are 

observed.  The n →  π* interaction from the sulfur lone-pair to the imine group contributes 0.3 kcal mol-1 

(in yellow). The interaction of two sulfur atoms (S(1) and S(2)) of two nearby thiazole rings can be compared. 

While the lone-pair of the S(2) atom interacts with the *
C-H orbital of the opposing thiazole ring (0.3 kcal 

mol-1, in grey); the lone-pair of the S(1) atom does not participate in any significant orbital interaction as a 

result of its orientation.  

Figure 2.2.4. The second-order perturbation energies above the 0.1 kcal mol-1 threshold (𝐸(2)) 

corresponding to NBOs in each key sulfur lone-pair interaction regions (color-coded) of glycothiohexide α 

(left) and nocathiacin I (right). 

2.2.4.4 fiSAPT Analysis 

SAPT is a widely used technique for characterizing noncovalent interactions.54,55 We used the SAPT 

method to partition the stabilization energy associated with the sulfur-based noncovalent interactions into 

electrostatic, exchange (steric repulsion), induction, and dispersion components. Functional-group 

intramolecular SAPT (fiSAPT) enables pairwise energy decomposition between individual noncovalent 

contacts and allows for the analysis in intramolecular systems by Hartree-Fock embedding.73 For the SAPT 
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analysis, we truncated glycothiohexide α, and nocathiacin I into key interaction regions (Figure 2.2.5, top). 

Since our analysis is based on truncated models, our SAPT results provide only a qualitative description of 

the energetic ordering of the individual energy components. For a typical energy decomposition analysis, 

one needs two fragments.  

 

Figure 2.2.5. Calculated (fiSAPT0/jun-cc-pVDZ//M06-2X/6-31G*) total and decomposed energies (kcal 

mol-1) for the colored interactions in the truncated regions of glycothiohexide α (top left), and nocathiacin 

I (top right). We made modified models of glycothiohexide α (bottom left), and nocathiacin I (bottom right) 

by switching S atoms with CH2. The pictures of the new models (same color-code with the original models) 

are in black borders. 

 However, in intramolecular systems, the challenging process of inter-fragment partitioning, 

involving defining two fragments that are covalently linked by third unit, is required. A caveat is that 

fiSAPT allows for cutting through  bonds only. Fragmenting through  bonds or inherently delocalized 

systems is not advised.71 For the intramolecular systems studied (Figure 2.2.5, blue, light orange and grey), 
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the circled groups are our user-defined functional groups separated by a linker unit for the fiSAPT analysis. 

We confirmed the validity of our user-defined functional groups by checking the completeness of atomic 

orbital charges.71 We also probed different fragmentation patterns, and defined smaller groups as functional 

groups for fiSAPT analysis. However, the conclusions changed drastically, as expected, due to the 

delocalization of charges between neighboring groups (see SI for details). Based on our analysis of 

glycothiohexide α (Figure 2.2.5, left panel, top), the key favorable interactions are dominated by dispersion 

forces, but in different magnitudes due to geometry and chemical environment. For instance, the dispersion 

interaction between the thiazole and the amide (light pink), contributes 1.2 kcal mol-1 whereas the same 

source of stability also dominates in the amide and the thioester interaction (light orange), but contributing 

4.0 kcal mol-1. For nocathiacin I (Figure 2.2.5, right panel, top), the dispersion interaction between two 

thiazole rings (grey) contributes 4.3 kcal mol-1 whereas the magnitude doubles for the pyridinol-thiazole 

interaction (yellow). Since glycothiohexide α and nocathiacin I are structural analogues, we would expect 

similar interactions to be present in these two molecules. Indeed, they both contain the thiazole-methoxy 

(blue) and thiazole-pyridinol (green) interactions, which are primarily dominated by electrostatics and 

dispersion, respectively. 

2.2.4.5. New Models – Isosteric Substitution of Sulfur Atoms with Methylene Groups 

There has been an ongoing effort to develop thiopeptide derivatives with improved pharmacological 

properties (i.e., aqueous solubility, metabolic stability). Among other strategies,4 a widely used 

modification is tail degradation. A study by Naidu et al. showed that the tail functionalization of nocathiacin 

I enhances solubility and does not compromise potency.100 This group also described other derivatives of 

nocathiacin I involving modifications at the indole and/or pyridine hydroxyl groups, and products of 

Michael addition of amines and thiols to the dehydroalanine moiety.101–104 Myers et al.’s study on the tail 

modification of thiostrepton revealed steric and spatial limitations associated with retaining bioactivity.105 

Here we consider a fundamentally different approach to thiopeptide modification – replacement of sulfur 

atoms with methylene groups. 
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 Others have examined the replacement of sulfur atoms in biomolecules. For example, Meinander 

et al. showed that the replacement of disulfide bridges with hydrocarbon linkers (alkane and alkene) 

drastically improved the stability and activity of kallikrein-related peptidase 3 (KLK3).106,107 Stymiest et al. 

synthesized oxytocin analogues by replacing disulfide bridges with methylene and methine groups and 

noticed an increase in their metabolic stability.108 They also observed very similar geometries upon 

overlaying oxytocin and its analogue in which its disulfide is replaced with a cis-alkene.108,109 

 To further explore the role of sulfur atoms in our systems, we switched sulfur atoms with methylene 

groups and optimized the resulting structures. We expected this switch to have a minimal effect on structure, 

since sulfur and carbon have similar electronegativities. It turned out that the optimized geometries of the 

glycothiohexide α, and nocathiacin I nearly perfectly matched their respective structural analogues with all 

sulfur atoms replaced by CH2 groups (Figure 2.2.6). Moreover, the original and modified models have very 

similar electrostatic potential surfaces, which can be thought of as the electrostatic profile that these 

molecules present to the outside world (i.e., solvent, protein binding sites, etc.). While conformational 

searches on both of the modified (S → CH2) systems produced lowest energy conformers with different 

geometries (see SI for details), multiple conformations are energetically viable and the changes made here 

are extreme – no one would actually change all of the sulfur atoms at once. In addition, what matters most 

is whether or not the bio-active conformer is energetically accessible, which is difficult to assess without a 

structure of the parent peptide bound to its target. 

 Despite the ostensible severity of the modifications we made – wholesale swapping of all sulfurs 

for methylenes – the major sources of stabilizing interactions were conserved (Figure 2.2.5). A switch from 

sulfur to methylene groups does not change the type of noncovalent interaction that contributes most in 

these modified structures, but it affects the magnitude of stabilization energies. For instance, in 

glycothiohexide α both the original (Figure 2.2.5, left panel, top, blue) and the modified (Figure 2.2.5, left 

panel, bottom, blue) systems are dominated by electrostatics, however the magnitude of stabilization in the 



 

50 

 

original system is greater than in the modified system by 1.5 kcal mol-1. The same trend is observed in each 

case studied where sulfur atoms are switched with methylene groups.   

 

 

Figure 2.2.6. Comparison of the original and modified versions of glycothiohexide α (top left), and 

nocathiacin I (top right). At the top left: ESP map of glycothiohexide α, and its modified version; at the top 

right: ESP map of nocathiacin I, and its modified version. (Color range for ESP maps: -4.654e-2 to 4.654e-

2 with isovalue = 0.0004). At the bottom left: superimposed images (rmsd: 0.148) of glycothiohexide α (in 

green) and its modified version (in gray); at the bottom right: superimposed images (rmsd: 0.085) of 

nocathiacin I (in cyan) and its modified version (in magenta). 
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Figure 2.2.7. CLogP values throughout the bioisosteric replacement of sulfur atoms with methylene groups 

followed by the replacement of methylene-replaced thiazoles with furans in glycothiohexide α. The 

modifications are highlighted in red and cyan for the replacement of sulfur atoms with methylene groups 

and methylene-replaced thiazoles with furans, respectively. 

 We also estimated the logP (CLogP) values for the natural and S → CH2 modified thiopeptides 

(Figure 2.2.7).110 Glycothiohexide α contains six sulfur atoms: five in thiazole rings and one as a part of 

cysteine (Cys) residue. For our logP calculations we switched the sulfur atoms with methylene groups in 

two steps. In step 1, we only switched the sulfur of Cys. The logP value dropped by a considerable amount 

even after a single sulfur exchange.110 As we substituted all the sulfur atoms with methylene groups (step 

2), the logP value became negative, indicating increased solubility in water. Of course, modifying the 

thiazole rings in the manner described here is not likely to be done synthetically, but related changes could 

be made. For instance, when methylene-replaced thiazoles are modified into furans, the logP value varied 

(step 3 and step 4). Similar trends were observed for nocathiacin I (see SI for details). While standard 

methods for predicting logP come with significant error bars, the potential of swapping sulfur atoms for 

hydrocarbon groups as a means of modulating aqueous solubility, which is a problem inherent in many 
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thiopeptide antibiotics, without disturbing their structures and binding seems to warrant further 

investigation. 

2.2.5 Conclusions 

Noncovalent interactions involving sulfur atoms are prevalent in biological systems and serve as important 

control elements for structure and stability. With computational analyses, we examined the roles of such 

interactions in the thiopeptide antibiotics glycothiohexide α, and nocathiacin I. We also modified the sulfur 

atoms of glycothiohexide α and nocathiacin I to methylene groups, obtaining similar geometries and sources 

of stabilizing interactions. While donor-acceptor orbital interactions generally make very small 

contributions, electrostatic and dispersion contributions are significant in many cases. Based on CLogP 

estimates, these modifications may improve the aqueous solubility of these thiopeptides, and open new 

avenues for exploring new regions of chemical space in pursuit of compounds with different compositions 

but similar shapes. We hope that our computational analysis and predictions will help define what is 

possible in expanding the chemical space of effective thiopeptide antibiotics. 
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Chapter 3. Elucidation of Organic Reaction Mechanisms Involving Sulfur Atoms 

3.1. The Reaction of Hydropersulfides (RSSH) with S-Nitrosothiols (RS-NO) and the 

Biological/Physiological Implications 

This chapter is adapted with slight modifications with permission from Zarenkiewicz, J.#; Perez-Ternero, 

C.#; Kojasoy, V.#; McGinity, C.; Khodade, V. S.; Lin, J.; Tantillo, D. J.; Toscano, J. P.; Hobbs, A. J.; 

Fukuto, J. M. The Reaction of Hydropersulfides (RSSH) with S-Nitrosothiols (RS-NO) and the 

Biological/Physiological Implications. Free Radic. Biol. Med. 2022, 188, 459-467 (# equal contribution). 

Jessica Zarenkiewicz (of Prof. John P. Toscano’s group) ran the chemical reactions and performed 

the chemical analysis of reaction products. Cristina Perez-Ternero (The William Harvey Research Institute) 

performed the biological tissue bath studies. Christopher McGinity (The William Harvey Research 

Institute) performed initial biological and chemical studies. Vinayak S. Khodade (of Prof. John P. 

Toscano’s group) synthesized the RSSH donors.  

3.1.1 Abstract 

S-Nitrosothiol (RS-NO) generation/levels have been implicated as being important to numerous 

physiological and pathophysiological processes. As such, the mechanism(s) of their generation and 

degradation are important factors in determining their biological activity. Along with the effects on the 

activity of thiol proteins, RS-NOs have also been reported to be reservoirs or storage forms of nitric oxide 

(NO). That is, it is hypothesized that NO can be released from RS-NO at opportune times to, for example, 

regulate vascular tone. However, to date there are few established mechanisms that can account for facile 

NO release from RS-NO. Recent discovery of the biological formation and prevalence of hydropersulfides 

(RSSH) and their subsequent reaction with RS-NO species provides a possible route for NO release from 

RS-NO. Herein, it is found that RSSH is capable of reacting with RS-NO to liberate NO and that the 

analogous reaction using RSH is not nearly as proficient in generating NO. Moreover, computational results 

support the prevalence of this reaction over other possible competing processes. Finally, results of 



 

60 

 

biological studies of NO-mediated vasorelaxation are consistent with the idea that RS-NO species can be 

degraded by RSSH to release NO. 

3.1.2 Introduction 

S-Nitrosothiols (RS-NO) are implicated as playing a role in numerous physiological functions. For 

example, RS-NO species have been proposed to be storage forms of nitric oxide (NO) capable of being 

released at opportune times for the control of vascular tone (e.g., ref. 1-2 or intracellular intermediates in 

the vasorelaxant activity of NO3). Moreover, aberrant RS-NO generation (e.g., in crucial cysteine-

containing proteins) has been proposed to be involved in the etiology of numerous pathophysiologies such 

as in the development of neurodegenerative disease4,5 or cancer6,7. Although there is little doubt that the 

RS-NO function is prevalent in both small molecules (e.g., S-nitrosoglutathione, GS-NO) and in cysteine-

containing proteins, the mechanisms by which they are generated and degraded physiologically remain 

elusive. Thus, the processes that determine the steady-state levels of RS-NO species are currently 

unestablished. In the case of possible NO liberation from RS-NO functionalities, many of the proposed 

mechanisms of RS-NO degradation either do not result in the release of NO or are considered to be 

physiologically irrelevant.8 Regardless, pathways that establish steady-state RS-NO levels and that can lead 

to the liberation of NO from RS-NO may have important physiological consequences. 

 Recent work indicates that hydropersulfides (RSSH) along with other polysulfur species are 

prevalent and potentially important biological effectors (for reviews, see ref. 9-10). One of the prevailing 

ideas regarding the presence and function of RSSH species is that they can serve a cellular protective role 

as scavengers of potentially toxic electrophiles and/or deleterious oxidants (e.g., ref. 11). A rationale for 

this speculation is that RSSH species are superior reductants and nucleophiles compared to the 

corresponding thiols and, therefore, capable of facile scavenging of toxic oxidants/electrophiles and/or 

reversing their effects. An important aspect of this idea is that as an oxidized species, RSSH is more likely 

generated under cellular oxidizing conditions (i.e., under oxidative stress). This means that a superior 

reductant/nucleophile, RSSH, can be generated primarily under cellular oxidizing conditions, a situation 
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that may prevent or mitigate oxidation/electrophile-mediated cellular damage. A recent report from our lab 

also indicates that under purely chemical conditions RSSH reacts readily with R’S-NO species leading to 

NO liberation and the generation of the corresponding dialkyltetrasulfide (RSSSSR).12 The proposed 

mechanism for this observation involves an initial nucleophilic attack of RSSH (likely as the anionic RSS−  

species) on the electrophilic R’S-NO nitrogen giving, initially, an S-nitrosopersulfide (RSS-NO) 

intermediate (reaction 1). This reaction is then followed by spontaneous homolysis of the weak S–N bond 

to give NO and the perthiyl radical species (reaction 2) which in turn will dimerize to the tetrasulfide 

(reaction 3).12-14 

RSSH + R’S–NO → RSS-NO + R’SH                          (reaction 1) 

RSS-NO → RSS⋅ + NO                                                (reaction 2) 

RSS⋅ → ½ RSSSSR                                                      (reaction 3) 

 Importantly, the homolysis of the intermediate RSS-NO species (reaction 2) is due to the relative 

stability of the two radical species, NO and RSS⋅.12 Predictably, S–N homolysis not nearly as facile with 

R’S-NO species due to the relative instability of R’S⋅ (e.g., the R’S⋅ is higher in energy compared to RSS⋅ 

and readily reacts with O2, NO and is a potent oxidant (vide infra), while RSS⋅ is lower in energy and does 

not readily react with O2 or NO and is a weak oxidant). 

 The chemistry described immediately above is of potential physiological relevance since it 

represents a mechanism of R’S-NO degradation and therefore could possibly be involved in determining 

R’S-NO steady-state levels. Moreover, the above R’S-NO degradation chemistry results in the liberation 

of NO, a process potentially important if indeed R’S-NO species are used as reservoirs and/or storage forms 

of NO.8 Considering the possible importance of R’S-NO species to normal physiology as well as in the 

etiology of disease and as sources of NO, the chemistry and biological effects of the reaction of RSSH with 

R’S-NO are further investigated herein. 
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3.1.3 Methods 

General Methods: All chemicals were purchased from commercial sources and used as received unless 

stated otherwise. A Fisher Scientific Accumet AB15 pH-meter was used for pH measurements. GC analysis 

was performed on an Agilent 8860 equipped with an electron capture detector (ECD) and Restek column 

(ShinCarbon ST 80/100, 2 m, 1/8” OD). 

Synthesis and Characterization: RSSH donor 2-(((3-acetamido-4-methoxy-2-methyl-4 oxobutan-2-

yl)disulfannecarbonyl)(methyl) amino)-ethan-1-aminium (1), GSNO, and N-acetylpenicillamine methyl 

ester were synthesized according to literature procedures and analytical characterization data were 

consistent with the reported values.15  

Analysis of RSSH/RSH reaction with RS-NO by membrane inlet mass spectrometry (MIMS): MIMS was 

carried out using a Hiden HPR-40 system containing a 20 mL sample cell and a membrane selective for 

detecting gases (e.g., NO, N2O, and H2S) dissolved in aqueous solution.16,17 The sample cell was filled with 

20 mL of PBS (pH 7.4, 100 mM) containing diethylenetriaminepentaacetic acid (DTPA, 100 μM) and 

purged with argon for at least 30 min prior to analysis. The sample cell was also wrapped in aluminum foil 

to prevent photolysis of GSNO. Stock solutions of GSNO were prepared in PBS and RSSH/RSH was 

prepared in either DMSO or buffer. These stock solutions were purged with nitrogen for 10 min and used 

shortly after preparation. Aliquots of these solutions were injected into the sample cell using a gastight 

syringe and masses of interest were monitored with continuous sampling in positive ion mode. 

GC Headspace analysis of RSSH/RSH reaction with RS-NO: Thiol stock solutions were prepared in 

DMSO. In a 15 mL vial sealed with rubber septum, PBS (pH 7.4, 100 mM) containing DTPA (100 μM) 

was purged with argon for 20 min. These vials were placed in a heated cell block, which was held at 37 C. 

The RSSH or thiol and GSNO solutions were added to each vial to obtain 5 mL total volume, and resulting 

solutions were incubated for 3 h at 37 C. Headspace gas samples (60 μL) were injected into Agilent 8860 
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GC with a Restek column (ShinCarbon ST 80/100, 2 m, 1/8” OD) to analyze N2O. These experiments were 

carried out in triplicate for each concentration of interest and three injections were performed for each vial. 

Organ bath pharmacology: Mice (C57/BL6; wild type, WT) or soluble guanylyl cyclase knockout (sGC 

KO; kind gift of Michael Tones, Pfizer; male & female; 20–30 g) were euthanized by cervical dislocation. 

The thoracic aorta was carefully removed, cleaned of connective tissue and cut into three or four ring 

segments of approximately 4 mm in length. Aortic rings were mounted in 7 mL organ baths (Danish 

Myotechnology, Aarhus, Denmark) containing Krebs-bicarbonate buffer (composition (mM): Na+ 143; K+ 

5.9; Ca2+ 2.5; Mg2+ 1.2; Cl− 128; HCO3
− 25; HPO4

2− 1.2; SO4
2− 1.2; D-Glucose 11) and gassed with 

carbogen (95% O2 / 5% CO2; British Oxygen Company; BOC; Guildford, UK). Tension was initially set at 

0.3 g and reset at intervals following an equilibration period of approximately 1 h during which time fresh 

Krebs-bicarbonate buffer was replaced every 15 min. After equilibration, the rings were primed with three 

separate additions of KCl (48 mM; Sigma Aldrich, Poole, UK), at each addition maximum tension was 

observed (approx. 3 min) before being washed out by the addition of fresh Krebs-bicarbonate buffer at 10 

min intervals for a total of 30 min. Cumulative concentrations of the α-adrenoceptor agonist phenylephrine 

(PE; 1 nM-3 μM) were then added until a maximum contraction was observed. Another washout period 

was performed before vessels were contracted to an EC80 concentration of PE. Once this response had 

stabilized, a single addition of the endothelium-dependent dilator acetylcholine (ACh; 1 μM) was added to 

the bath to assess the integrity of the endothelium. If the contractions to PE were not maintained, or ACh 

produced relaxations of less than 50% of the PE-tone, tissues were discarded (apart from denuded studies; 

see below). 

 After another wash period, the vessels were again contracted with PE (EC80) and cumulative 

concentration response curves to S-nitroso-N-acetyl-penicillamine (SNAP; 1 nM-10 μM), CysSSSCys (100 

nM-300 μM), or RSSH donor 1 (100 nM-300 μM) were constructed. Tone was raised to the same PE EC80 

as that determined in the absence of L-NAME/ODQ/endothelial denudation or in WT tissues (for sGC KO). 

Responses to SNAP were also studied in the presence of CysSSSCys and 1 (both at 10 μM; 15 min pre-
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incubation). In turn, concentration-dependent responses to CysSSSCys and 1 (100 nM-300 μM) were 

explored in the presence of SNAP (100 μM; 30 min pre-incubation and washout). In further studies, to 

establish the NO-dependency of vasorelaxant responses to CysSSSCys, concentration-dependent 

relaxations to CysSSSCys were evaluated in the presence of the NO synthase inhibitor NG-nitro-L-arginine 

methyl-ester (L-NAME; 300 μM; 15 min pre-incubation), the soluble guanylyl cyclase (sGC) inhibitor 1H-

[1,2,4]oxadiazolo [4,3,-a]quinoxalin-1-one (ODQ) (5 μM), following denudation of the endothelium 

(rubbing gently the internal surface of each aortic ring with forceps and determined by a lack [<10%] 

relaxation to ACh [1 μM]), or in tissues from sGC knockout mice. 

Acute blood pressure measurement in anaesthetized mice: Mice (C57/BL6; WT; male and female; 20–30 

g) were anaesthetized with 1.5% isoflurane (Abbott Laboratories Ltd, Queenborough, UK) in O2 and placed 

supine on a thermostatically controlled heating blanket (37.0 C ± 0.5 ◦C). To measure blood pressure, the 

left common carotid artery was isolated and a fluid-filled (heparin; 100U/ml diluted in 0.9% saline), 0.28 

mm internal diameter cannula (Critchley Electrical Products Pty Ltd, Castle Hill, Australia) introduced into 

the artery. Blood pressure was measured using an in-line P23 XL transducer (Viggo-Spectramed, USA, 

California) and PowerLab system, calibrated beforehand, and recorded using LabChart (ADInstruments, 

Castle Hill, Australia). The jugular vein was cannulated for drug administration. The arterial cannula was 

flushed once with heparinized saline (heparin; 100 U/ml diluted in 0.9% saline). After a minimum 10 min 

equilibration or until continuous stable pressure was observed, mice were given an intravenous bolus 

injection of CysSSSCys (1–10 mg/kg), 1 (1–10 mg/kg) or sodium nitroprusside (SNP; 1–10 μg/kg). 

Computational Studies: Density functional theory (DFT) calculations were carried out using Gaussian 1618 

at the SMD(H2O)-M06-2X/def2-SVP//M06-2X/def2-SVP level of theory (see SI for details).19-23 Intrinsic 

reaction coordinate (IRC) calculations were performed to confirm the transition state structures (TSSs) 

connect the expected minima.24-26 The robustness of our chosen level of theory was investigated through a 

benchmark study with other functionals, basis sets and solvents (see SI for details); our mechanistic 
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conclusions persist independent of the method used. All computed structures and coordinates can be found 

at the ioChem-BD repository27 at the following DOI: https://doi.org/10.19061/iochem-bd-6-130. 

3.1.4 Results 

Generation of NO (and other species) from the RSSH/RS-NO reaction: As has been proposed and reported 

previously, the reaction of RSSH with RS-NO can lead to the formation of RSSSSR and NO12 and reactions 

1–3 have been proposed to explain these results. In this previous work, it was not determined whether other 

products aside from NO could also be generated. For example, although reactions 1–3 can account for R’S-

NO degradation and NO liberation, it must be realized that this is not the only potential reaction pathway. 

Aside from the transnitrosation pathway (i.e., the transfer of the nitrosonium ion from one sulfur to another), 

whereby nucleophilic attack occurs at the nitrogen atom of R’S-NO, it is also known that nucleophilic attack 

can occur at the sulfur atom of R’S-NO.28 This reaction is referred to as an S-thiolation. If the nucleophile 

is RSSH/ RSS−, then the products would be nitroxyl (HNO) and the corresponding dialkyltrisulfide 

(RSSSR’) (reaction 4). 

RSSH + R’S–NO → RSSSR’ + HNO                           (reaction 4) 

 Direct analysis of HNO formation is often problematic due to rapid dimerization to give, eventually, 

nitrous oxide (N2O)29 (reaction 5). 

2HNO →→ N2O + H2O                                              (reaction 5) 

 Indeed, due to reaction 5, the detection of N2O can be used as an indication of the intermediacy of 

HNO in a chemical system.30 Thus, membrane inlet mass spectrometry (MIMS) is used to monitor the 

generation of NO, N2O and other volatile, neutral species from the reaction of an S-nitrosothiol and an 

RSSH species. Due to self-reactivity, hydropersulfides are inherently unstable and typically examined using 

persulfide donors.31-33 Therefore, these studies are performed using an alkylamine-substituted 

perthiocarbamate persulfide donor 1 (Figure 3.1.1)15 and S-nitrosoglutathione (GSNO) as the representative 

RS-NO species. As shown in Figure 3.1.1, RSS− generated from the decomposition of 1 can have several 
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possible fates in the presence of GS-NO; pathway A leads to NO formation and pathway B results in the 

eventual formation of N2O (i.e., via the intermediacy of HNO). The RSSH donor 1 has a half-life of 16.7 

min in aqueous solution at pH 7.4 and 37 C and in the absence of any other reactant, an RSSH species 

formed from the breakdown of 1 will react with another unreacted molecule of 1 to give the corresponding 

dialkyltrisulfide and a thiocarbamate intermediate, which subsequently decomposes to produce carbonyl 

sulfide (COS)15 (Figure 3.1.1, pathway C). Thus, the generation of NO, N2O and/or COS provide qualitative 

evidence for the existence/prevalence of the various pathways depicted in Figure 3.1.1. 

 MIMS analysis of reaction mixtures containing 100 μM GSNO and increasing concentrations of 1 

(50, 100 and 200 μM) was carried out in pH 7.4 buffer, in the dark and at 37 C shows NO generation, 

indicating that pathway A appears to predominate under all reaction conditions (Figure 3.1.2a–c). Not 

unexpectedly, the level of COS increases with increasing concentrations of 1 since the higher levels of 1 

allow the COS forming pathway to compete (Figure 3.1.1, pathway C). A qualitative assessment of the 

amount of N2O generated from these reactions was carried out via GC headspace analysis and comparison 

to a standard curve generated from Angeli’s salt decomposition (i.e., Angeli’s salt is an established and 

reliable HNO donor34) (Figure 3.1.2d). Based on this analysis, the yield of N2O was approximately 13–

20%, which represents approximately 26–40% of the total possible nitrogen containing products (i.e., two 

HNO molecules dimerize to generate one N2O, reaction 5). To be sure, extrapolation of HNO generation 

by pathway B (Figure 3.1.1) from these reactions via the measurement of N2O is apt to be artificially high 

since N2O can also be generated in this system by the reaction of HNO with two molecules of NO (reaction 

6).35 Thus, this reaction can result in a higher apparent yield of HNO (via N2O measurement) and an 

artificially low apparent yield of NO from this chemistry. 

2NO + HNO → N2O + NO2
−+ H+                              (reaction 6) 

 Importantly, no H2S was observed in these analyses (data not shown), indicating the absence of 

RSSH disproportionation chemistry (vide infra). 
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 For comparison, the reaction of a structurally analogous thiol, N-acetylpenicillamine methyl ester 

(the thiol (RS−/RSH) analog of RSS− in Figure 3.1.1) with GSNO was also examined. Comparison of the 

results shown in Figure 3.1.2 (with RSSH + GSNO) with those of Figure 3.1.3 (RSH + GSNO) shows clear 

qualitative differences between the levels of NO released under these two conditions (e.g., compare the 

magnitudes of the y-axes). It is clear that RSS−/RSSH is far superior to RS−/RSH in generating NO from 

reaction with RS-NO. This is especially evident when considering that the formation of RSS−/RSSH occurs 

slowly (t1/2 = 16.7 min)15 under the conditions of these experiments due to generation via a donor species 

while the levels of RS−/RSH are present from the beginning at the stated concentrations. In addition, under 

these reaction conditions, N2O is not observed by GC headspace analysis, consistent with the MIMS data. 

 

 

 

 

 

 

 

Figure 3.1.1. Possible pathways for the reaction between 1 and GS-NO. Pathway A: Transnitrosation 

between RSS− and GS-NO and subsequent generation of NO. Pathway B: S-Thiolation of GS-NO by RSS−  

and generation of HNO. Pathway C: RSS− reaction with excess 1, leading to the eventual generation of 

COS. 

 

 



 

68 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1.2. MIMS signals observed during the incubation of GSNO (100 μM) with (a) 50 μM, (b) 100 

μM and (c) 200 μM of RSSH donor 1. m/z = 30 corresponds to NO+, m/z = 60 corresponds to COS+, and 

m/z = 44 corresponds to N2O+. (d) N2O yields independently quantified via GC headspace analysis (±SD). 

All reactions were carried out under anaerobic conditions in PBS (pH 7.4, 100 mM) containing 

diethylenetriaminepentaacetic acid (DTPA) (100 μM) at 37 C and protected from light. 
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Figure 3.1.3. MIMS analysis of the reaction of 100 μM GSNO with N-acetyl penicillamine methyl ester at 

(a) 50 μM and (b) 200 μM. Reaction carried out under same conditions as described for the experiments 

shown in Figure 3.1.2. 

Computational analysis of the RSSH/RS-NO reaction: To gain further insight into the reaction of RSSH 

with R’S-NO, a series of computational studies were performed at the SMD(H2O)-M06-2X/def2-

SVP//M06-2X/ def2-SVP level. The deprotonation of RSSH followed by attack of the nucleophile RSS−  

on the nitrogen of R’S-NO yields the formation of an S-nitrosopersulfide intermediate (RSS-NO). This 

reaction is predicted to be endergonic by 4.2 kcal mol-1 and is reversible which can be attributed to RSS− 

being a better nucleophile compared to RS− a due to a mild α-effect.31 RSS-NO is kinetically and 

thermodynamically unstable at room temperature (S–N bond length is 1.9 Å, BDE = approx. 4 kcal mol-

1)12 and thus, it readily dissociates into perthiyl radical (RSS⋅) and nitric oxide (NO). The relatively stable 

RSS⋅ species are non-oxidizing in contrast to their RS⋅ counterparts due to delocalization of the odd 

electron,12-14,31 but can dimerize to form dialkyltetrasulfide (RSSSSR) which is predicted to be exergonic 

by ~20 kcal mol-1 (Figure 3.1.1, and Fig 3.1.4, pathway A). 

 As discussed previously, there is an alternative pathway for these reactants. Pathway B (Figure 3.1.1) 

generates HNO instead of NO via RSSH attack on the sulfur of R’S-NO to form RSSSR’ and HNO.28 This 

S-thiolation reaction involves a proton transfer from RSSH to the nitrogen of R’S-NO followed by an 

asynchronous event of S–S bond formation and HNO liberation. (A proton transfer to the nitrogen of R’S-
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NO is more favorable than a proton transfer to the oxygen of R’S-NO. See SI for details.) The barrier for 

the formation of RSSSR and HNO is quite high and predicted to be 52.4 kcal mol-1 with respect to the sum 

of separate reactant energies. However, the energy profile of the S-thiolation reaction shown in Figure 3.1.4 

(pathway b) indicates that the bulk of the barrier is due to the proton transfer event, which is unfavorable 

without an explicit polar solvent (or enzymatic) environment; note that from the second structure shown, 

where the proton has largely transferred to nitrogen, the remaining barrier is only ~10 kcal mol-1 (We 

incorporated continuum water and chloroform via single point energy calculations. See SI for details). Thus, 

if the N-protonated R’S-NO and RSS− are readily available, the S-thiolation step would be highly favorable 

with a small barrier at most. 
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Figure 3.1.4. I. Computed ([SMD-H2O]-M06-2X/def2-SVP//M06-2X/def2-SVP) relative free energies 

(kcal mol-1) for minima and TSSs involved in pathway a. There are two conformers of C (C and C′). 

Energies in the parenthesis are relative to the sum of the energies of C′ and B, whereas the energies without 

the parenthesis are relative to the sum of the energies of C and B. II. On top: Computed ([SMD-H2O]-M06-

2X/def2-SVP//M06-2X/def2-SVP) relative free energies (kcal mol-1) for minima and TSSs involved in 

pathway b. There are two conformers of C (C and C′). Energies in the parenthesis are relative to the sum 

of the energies of C′ and A, whereas the energies without the parenthesis are relative to the sum of the 

energies of C and A. At the bottom: The electronic energy profile of the D-TS (M06-2X/def2-SVP). The 

D-TS is located where x = 0 on the plot. The electronic energy at each point in the IRC is relative to the 

electronic energy of the reactant complex (kcal mol-1). The electronic energy barrier after the proton transfer 

is 0.5 kcal mol-1. The bond distances are in Å. (R = R’ = CH3). 

 The S-thiolation with simple thiols (RSH) has been previously studied by Timerghazin and co-

workers who found a similar reaction path.36 To compare the role of RSSH versus RSH in the reaction, we 

reproduced their S-thiolation analysis (Figure 3.1.5, top) (energies differ slightly from Timerghazin’s 

energies due to the difference in the choice of level of theory.) The energy profile for the HNO generating 

reaction shows a high barrier as expected since it again includes the energy needed for the proton transfer 

(Figure 3.1.5, bottom). The electronic energy (M06-2X/def2-SVP) barrier for the S-thiolation reaction after 

the proton transfer is 3.6 kcal mol-1. Hence, once the proton of RSSH or RSH species is transferred to the 

nitrogen of RS-NO, the HNO generation reaction becomes viable. However, inspection of the reaction 

pathways indicates that the barrier remaining after proton transfer is less for the system with two sulfurs, 

although both are small. 
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Figure 3.1.5. On top: Computed ([SMD-H2O]-M06-2X/def2-SVP//M06-2X/def2-SVP) relative free 

energies (kcal mol-1) for minima and TSSs involved in pathway b. There are two conformers of C (C and 

C′). Energies in the parenthesis are relative to the sum of the energies of C′ and A′, whereas the energies 

without the parenthesis are relative to the sum of the energies of C and A’. At the bottom: The electronic 

energy profile of the D′-TS (M06-2X/def2-SVP). The D′-TS is located where x = 0 on the plot. The 

electronic energy at each point in the IRC is relative to the electronic energy of the reactant complex (kcal 

mol-1). The electronic energy barrier after the proton transfer is 3.6 kcal mol-1. The bond distances are in Å. 

(R = R’ = CH3). 

Vasorelaxation resulting from the RSSH/RS-NO reaction: As an extremely potent vasorelaxant, the 

presence of NO can be readily detected using a vascular tissue bath assay. Thus, if the RSSH/RS’-NO 

reaction liberates NO, this should result in the relaxation of vascular tissue. In order to test this idea, the 

effect of vascular tissue pre-treatment with the nitrosonium (NO+) donor S-nitroso-N-acetylpenicillamine 

(SNAP), which will transnitrosate cellular thiols resulting in cellular RSNO species,37 on persulfide-

mediated vasorelaxation was examined. As shown in Figure 3.1.6, the persulfide donors cysteine trisulfide 

(CysSSSCys, an established donor of Cys-SSH in cells)38 and RSSH donor 1 both exhibited significantly 

increased vasorelaxant potency in murine aorta after pre-treatment with SNAP (30 min incubation followed 
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by washout) (10 μM).15 Moreover, the concentration-dependent relaxations to SNAP were enhanced by 

pre-treatment with CysSSSCys and, to a lesser extent, by 1 (Figure 3.1.6C, D). 

 

 

 

 

 

 

 

 

 

Figure 3.1.6. Concentration-response curves to CysSSSCys (A) or RSSH donor 1 (B) in the absence and 

presence of SNAP (100 μM). Concentration-response curves to SNAP (C, D) in the absence and presence 

of CysSSSCys (10 μM; C) or 1 (10 μM; D). Data are expressed as mean ± sem with statistical analysis 

conducted by two-way analysis of variance. n = 8. 

 Although modestly potent, both RSSH donors CysSSSCys and 1 alone (i.e., no SNAP pre-treatment) 

exhibited vasorelaxant properties (Figure 3.1.6A, B, control). This effect may be the result of liberation of 

NO from endogenous sources of intracellular R’SNO via reaction with RSSH. To this end, further studies 

were conducted with CysSSSCys to determine the mechanism(s) underpinning this inherent vasorelaxation 

activity. Interestingly, the vasorelaxant response to CysSSSCys was significantly inhibited in the presence 

of the NO synthase inhibitor L-nitroarginine methyl ester39 (L-NAME, 300 μM; Figure 3.1.7A) and by 

endothelial denudation (Figure 3.1.7B). In addition, the relaxant effects of CysSSSCys were significantly 
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attenuated in the presence of the sGC inhibitor ODQ or in tissues from sGC knockout mice (Figure 3.1.7C, 

D). These findings are consistent with the idea that CysSSSCys (via formation of RSSH) is able to liberate 

NO from endogenous ‘stores’ which in turn elicits vasorelaxation via an sGC/cGMP-dependent process. 

  

 

 

 

 

 

 

 

Figure 3.1.7. Concentration-response curves to CysSSSCys in the absence and presence of the NO synthase 

inhibitor L-NAME (300 μM; A), endothelial denudation (B), the sGC inhibitor ODQ (5 μM; C) or in wild 

type (WT) and sGC knockout (KO) mice (D). Data are expressed as mean ± sem with statistical analysis 

conducted by two-way analysis of variance. n = 8. 

 In vivo hypotensive actions: In order to test the idea that RSSH species may facilitate vasodilation 

(possibly via an RSSH/R’SNO interaction) in an in vivo model, CysSSSCys and 1, along with the 

established and clinically relevant NO-donor sodium nitroprusside (SNP), were administered to 

anaesthetized mice and blood pressure monitored. All treatments produced a dose-dependent reduction in 

mean arterial blood pressure (MABP; Figure 3.1.8). The potency of the NO donor was approximately three 

orders of magnitude greater than either persulfide donor. 
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Figure 3.1.8. Dose-dependent reductions in mean arterial blood pressure (MABP) in response to bolus, 

intravenous administration of 1, CysSSSCys and sodium nitroprusside (SNP). n = 8. 

3.1.5 Discussion 

Herein, it is confirmed that RSSH has a great potential to react with R’S-NO species. This is not surprising 

since the electrophilic R’S-NO readily transnitrosates with nucleophilic RS− /RSH species (although this is 

not a particularly fast reaction, k = 5 - 170 M-1s-1, depending on the nature of the reactants37) (reaction 7) 

and RSSH is a far superior nucleophile compared to RSH. 

RS–NO + R’SH ⇌ RSH + R’S–NO                                (reaction 7) 

 Previous work by Timerghazin and co-workers36 on the RSH/R’SNO transnitrosation/S-thiolation 

reactions indicates that a competing S-thiolation reaction (reaction 8) can also occur but is heavily 

dependent on a proton transfer event (or proper protonation states of the reactants) to facilitate reaction at 

sulfur (instead of at nitrogen as is the case for transnitrosation). 

RS–NO + R’SH ⇌ RSSR’ + HNO                                (reaction 8) 
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 That is, the S-thiolation reaction is disfavored versus transnitrosation without specific catalysis or 

conditions that would facilitate protonation on the RS-NO nitrogen (to increase electrophilicity of the sulfur 

atom) and deprotonation of RSH (to increase nucleophilicity). Without these specific protonation-

deprotonation events, S-thiolation and, therefore, HNO generation from this reaction is not favored. 

 In the analogous reaction to the RSH/R’S-NO reaction described immediately above, the 

RSSH/R’S-NO reaction can also follow two pathways: transnitrosation (pathway A, Figure 3.1.1) and S-

thiolation (pathway B, Figure 3.1.1). Unlike transnitrosation in the RSH/R’S-NO reaction (which simply 

produces another RS-NO species and is readily reversible), the RSSH/R’S-NO transnitrosation reaction 

generates a distinct and fleeting intermediate, RSS-NO, which can spontaneously homolyze to give NO and 

the perthiyl radical, RSS⋅ (reaction 2). Under purely chemical conditions, dimerization of RSS⋅ occurs to 

generate RSSSSR and thus this process can be considered to be essentially irreversible.12-14 Experimental 

results analyzing the small molecule products of the RSSH/R’S-NO reaction show a predominance of NO 

formed with lesser amounts of HNO (as measured by N2O formation), (Figure 3.1.2). As mentioned 

previously, HNO generation is undoubtedly overestimated in these experiments due to alternative pathways 

for N2O formation besides simple HNO dimerization (e.g., reaction 6). This result is consistent with the 

idea that transnitrosation between R’S-NO and RSSH not only occurs readily, but also results in the 

generation of free NO. Importantly, a comparison of RSH and RSSH reaction with R’S-NO shows 

significantly less (approximately 10–30 fold) NO generated (comparing the results of Figure 3.1.2a, c and 

3a, b). Also, it should be stressed that in these experiments RSSH is generated using a donor species with 

a t1/2 of approximately 16.7 min under the conditions of these experiments. Thus, the levels of RSSH build 

up over time and will never be as high as the stated concentrations of the donor. However, in the 

experiments using RSH, the thiol exists at the stated initial concentration. Thus, in the comparison of NO 

formation from the RSH/R’S-NO versus RSSH/R’S-NO reactions, the NO-forming capacity of the 

RSSH/R’S-NO reaction is likely to be significantly greater than the 10-30 fold differences observed in these 

experiments. 
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 Computational analysis of the RSSH/R’S-NO reaction also indicates a favored transnitrosation 

reaction, leading to NO generation (Figure 3.1.1, pathway a), as opposed to an S-thiolation reaction, that 

leads to HNO formation (Figure 3.1.1, pathway b). However, it is also determined that the HNO-forming 

S-thiolation reaction with RSSH is more favorable than the HNO-forming S-thiolation reaction with RSH. 

The primary impedance for S-thiolation for the RSSH/R’S-NO reaction is the unfavorable and requisite 

proton transfer event (or the requirement for specific protonation on the nitrogen of R’S-NO and the 

deprotonation of the attacking RSSH). This result is entirely consistent with the results previously reported 

by Timerghazin et al.36 for the RSH/R’S-NO reaction. It should be stressed, however, that the relative 

favorability of these reactions will be highly dependent on the pH, reactant ratios, sterics and specific 

protonation events (e.g., that may occur within specific protein environments). Thus, in a biological milieu 

or at specific protein sites, either pathway may be viable (albeit all things being equal, the transnitrosation 

pathway appears favorable). 

 As stated earlier, R’S-NO species have been proposed to be storage forms and/or reservoirs of NO 

that can be liberated to, for example, control vascular tone.40,41 In the case of possible NO liberation from 

an S-nitrosothiol on hemoglobin, a novel electron transfer from a deoxygenated ferrous heme to the S-

nitrosothiol function has been proposed as a possible mechanism of NO liberation.42,43 However, in cases 

where this possibility does not exist (i.e., in cases lacking a nearby ferrous iron), reasonable mechanisms 

for NO liberation from RS-NO remain unestablished. Herein using vasorelaxation as a biologically relevant 

and specific detector of NO, it is shown that smooth muscle tissues pre-loaded with R’S-NO (via pre-

treatment with the S-nitrosothiol SNAP) exhibit a marked increase in RSSH-mediated vasorelaxation 

(Figure 3.1.6A, B); likewise, the vasorelaxant activity of SNAP is enhanced by RSSH pretreatment (Figure 

3.1.6C, D). These observations support a mechanism dependent on NO release via reactions 1 and 2. This 

concept was confirmed by establishing that the vasorelaxant actions of RSSH were blocked in the presence 

of sGC inhibition (with ODQ) and in tissues from sGC KO mice (Figure 3.1.7C, D). Importantly, in vascular 

tissue that is not pre-treated with an S-nitrosothiol, RSSH still has vasorelaxant properties, albeit with a 
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much decreased potency compared to R’S-NO pretreated tissues. Interestingly, the vasorelaxant properties 

of RSSH are markedly diminished in the presence of an NOS inhibitor and following endothelial denudation 

(Figure 3.1.7A, B), implicating endogenous NO biosynthesis in at least some of the vasorelaxant effects 

associated RSSH. At this time, this effect is not fully understood. However, it can be speculated that some 

portion of NOS-derived NO results in R’S-NO formation (thereby intimating a dynamic endogenous 

synthetic pathway) and therefore inhibition of NOS decreases R’S-NO and therefore, diminishes the effect 

of exogenous RSSH. It is important to note that the vasorelaxant properties of S-nitrosocysteine can be 

enhanced by the presence of Cys-SH.44 However, our chemical studies comparing the ability of RSH and 

RSSH to release NO via reaction with R’S-NO would predict that RSSH would be much more potent in 

this regard (compare Figure 3.1.2a with Figure 3.1.3a). Regardless, this study presents the possibility that 

RSSH species are capable of degrading R’S-NO in biological tissues with subsequent liberation of NO, as 

indicated by a vasorelaxant response. Furthermore, consistent with the idea that RSSH can serve to liberate 

NO from endogenous R’S-NO sources, leading to vasorelaxation, RSSH species are shown to possess 

vasorelaxant properties in vivo in anaesthetized mice (Figure 3.1.8). 

 R’S-NO species have also been proposed to be deleterious. For example, aberrant overproduction 

of NO, leading to excessive R’S-NO formation in critical proteins has been implicated in the etiology of 

neurodegenerative disease5 and cancer6. As such, processes that regulate steady-state R’S-NO levels in cells 

become of considerable interest with regards to the development of possible disease therapies. As 

mentioned previously, RSSH are oxidized with respect to RSH and therefore may be expected to be more 

prevalent under oxidizing cellular conditions.11 As RSSH are superior nucleophiles and reductants 

compared to the corresponding RSH species, their biological generation presents the scenario that a superior 

reductant is generated primarily during oxidative stress conditions and therefore can serve a protective role. 

Importantly, this idea has experimental support from studies reporting protective actions of RSSH against 

oxidative and/or electrophilic stress.33,38,45-50 Thus, R’S-NO species generated under oxidative stress 

conditions (consider that R’S-NO species are also oxidized with respect to RSH) may be particularly 
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susceptible to destruction by the RSSH chemistry described herein. Thus, in this way, endogenous RSSH 

generation may serve to protect a cell from aberrant and potentially harmful RS-NO formation. To be sure, 

R’S-NO species are also proposed as normal physiological signaling agents and even protectants against 

RSH overoxidation.51 Thus, the generation of an R’S-NO reactive species, such as RSSH, may only be 

beneficial under conditions of an over-production and potentially deleterious levels of R’S-NO, such as 

may be the case under oxidative stress. 
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3.2. Mechanistic Investigation of the Formation of Zwiebelanes Isolated from Onions 

3.2.1 Introduction 

Onions do complex chemistry. This vegetable (Allium cepa L.) is a prominent member of the genus Allium 

and has interested chemists, biologists and botanists for ages due its wide variety of uses in medicine and 

food industries.1–4 The zwiebelanes (Scheme 3.2.1) constitute one class of biologically active natural 

products isolated from onion bulbs, their discovery arising from a search for antiasthmatic agents.5–8 On the 

basis of spectroscopic analysis, the zwiebelanes were characterized as diastereoisomeric cyclic 

organosulfur compounds, 2,3-dimethyl-5,6-dithiabicyclo[2.1.1]hexane 5-oxides.5,9  

 Our interest in the zwiebelanes arose out of consideration of the chemical mechanisms by which 

they might be formed in Nature (Scheme 3.2.1) and our interest in characterizing such mechanisms using 

computational quantum chemistry.10–12  

Previous experimental studies5,8 suggested that when onion is cut, allinase enzymes transform 

isoalliin (1) to the onion lachrymatory factor13,14 propanethial S-oxide (3) through a rearrangement of 1-

propenesulfenic acid (2).6-9 Alk(en)yl 1-propenethiosulfinates (4) are believed to form concomitantly via 

condensation of 2 with sulfenic acids; 4 act as the main flavorants in onion.15 Dimerization of 2 coupled to 

loss of water can afford 6 which can then be converted to the zwiebelanes (10/11). In the laboratory, 6 can 

be formed via oxidation of disulfide (5). The (E,Z)/(Z,E) isomers of 6 affords natural product 10a whereas 

(Z,Z) isomers would afford natural product 11a.5,8 Compound 6 can undergo a [3,3]-sigmatropic shift to 

yield 7, which could form bicyclic sultene 8 via 1,3-dipolar cycloaddition. While further rearrangement of 

8 may result in 10/11, it was also suggested that 7 can undergo intramolecular (2+2) cycloaddition to form 

10/11 directly.5,8  Here we describe the results of density functional theory (DFT) calculations that prompt 

us to propose a different mechanism for zwiebelane A (10a) formation.  
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Scheme 3.2.1. Mechanism of the formation of zwiebelanes and related compounds.5 
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3.2.2 Methods 

DFT calculations16,17 were carried out using the Gaussian 1618 program package. All optimization and 

frequency calculations for minima and transition state structures (TSSs) were performed at SMD(H2O)-

PW6B95-D3(BJ)/def2-TZVP(-f)19,20 level of theory. NMR chemical shift calculations were carried out 

using M062X/6-31+G(d,p)21 for geometries and GIAO22–24 IEFPCM(CHCl3)-mPW1PW91/6-311+G(2d,p) 

for NMR predictions.25–30 A linear scaling approach was used to convert computed isotropic shielding 

constants to chemical shifts. 31–33  

  

3.2.3 Results and Discussion 

3.2.3.1 Confirmation of Structures 

Bayer et al. isolated two isomeric compounds, which they named zwiebelane A (cis-zwiebelane) (10) and 

zwiebelane B (trans-zwiebelane) (11).5 The four possible isomers of zwiebelane A (10a-d) and two possible 

isomers for zwiebelane B (11a,b) are shown in Figure 3.2.1. On the basis of the experimental spectroscopic 

data, structures of zwiebelane A and B were assigned as 10a and 11a. To assure that our mechanistic study 

was focused on the correct compounds we computed 1H and 13C NMR chemical shifts for all isomers using 

DFT.16,17 As shown in Figure 3.2.1, the match between experimental and predicted chemical shifts is indeed 

best for 10a and 11a. In general, the largest deviations between experimental and predicted chemical shifts 

were observed for methine groups attached to sulfur atoms, as expected.25–30 In addition, the methyl protons 

for the methyl group proximal to the oxygen are not predicted well for 11a; this likely results from 

insufficient treatment of an intramolecular CH–O interaction between these groups.34 Isomers 10a and 11a 

also are the lowest energy isomers for 10 and 11: for 10, the relative free energies with respect to 10a  are 

10.2, 11.4 and 3.9 kcal mol-1 for 10b, 10c and 10d, respectively; for 11, the relative free energy of 11b with 

respect to 11a is 8.6 kcal mol-1(M06-2X/6-311+G(d,p)//M06-2X/6-31+G(d,p)). In summary, we see no 

reason to doubt the original structural assignments.35,36 
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Figure 3.2.1. Absolute differences (in parts per million) between calculated (IEFPCM(CHCl3)-

mPW1PW91/6-311+G(2d,p)//M062X/6-31+G(d,p)) and experimental 13C and 1H NMR shifts for 10a-d 

(top) and 11a,b (bottom). 

 

 

 

 

 

 

13C MADs for 10a, 10b, 10c and 10d: 2.99, 4.03, 5.59 and 6.22 ppm 1H MADs for 10a, 10b, 10c and 10d: 0.08, 0.21, 0.18 and 0.36 ppm 

13C MADs for 11a and 11b: 2.85 and 3.42 ppm 1H MADs for 10a and 10b: 0.17 and 0.22 ppm 
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3.2.3.2 Mechanistic Possibilities 

Starting from structure 6, the pathway toward the zwiebelanes first involves a [3,3] sigmatropic shift to 

form 7. We calculated free energy barriers for each isomer of 6 that was previously suggested to form 7 

(Figure 3.2.2a-d) and also proposed a different isomer (Figure 3.2.2e) that could further lead to 10a. In 

Figure 3.2.2a and 3.2.2c, the thiosulfinate oxygens are pseudoequatorial, whereas in Figure 3.2.2b, 3.2.2d, 

and 3.2.2e, they are pseudoaxially oriented. For each isomer of 6, the barrier for this rearrangement is 

predicted to be low, within 13-16 kcal mol-1, and the forward reaction is predicted to be exergonic by nearly 

2 kcal mol-1 (Figure 3.2.2). We decided to go with our proposed configuration of 6 (Figure 3.2.2e) and 

found a different pathway that could lead to 10a. 

 

a.  

 

  

 

 

 

b.  
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c.  

 

 

 

 

d.  

 

 

 

 

e.  

 

 

 

Figure 3.2.2. The relative Gibbs free energies (SMD(H2O)-PW6B95-D3(BJ)/def2-TZVP(-f)) for the 

formation of 7 (in kcal mol-1) with respect to each isomer of 6.  
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Figure 3.2.3. The minima and transition state structures for the synthesis of natural product 10a starting 

from (E,Z)-6. The relative Gibbs free energies (SMD(H2O)-PW6B95-D3(BJ)/def2-TZVP(-f)) for the 

structures (in kcal mol-1) with respect to (E,Z)-6. 

 It was proposed previously that 7 can form 10a via intramolecular (2+2) cycloaddition.5,8 We 

couldn’t find a TSS that directly connects 7 to 10a. However, we found a TSS (7-TS) that connects 7 to 9 

(Figure 3.2.3). We couldn’t locate 7-TS in gas phase which could be attributed to better stabilization of the 

zwitterion 9 in water. Structure 9 can then be converted to the natural product 10a via 9-TS. We are actively 

exploring possible pathways starting from different isomers of 6 towards 10a along with the formation of 

bicyclic sultene 8. Molecular dynamics studies are undergoing to test for the possibility of a post-transition 

state bifurcation occurrence in onions. 
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Chapter 4. Catalyst-Controlled Regiodivergence in Rearrangements of Indole-Based Onium Ylides 

This chapter is adapted with slight modifications with permission from Nair, V. N.; Kojasoy, V.; Laconsay, 

C. J.; Kong, W.; Tantillo, D. J.; Tambar, U. K. Catalyst-Controlled Regiodivergence in Rearrangements of 

Indole-Based Onium Ylides. J. Am. Chem. Soc. 2021, 143, 9016-9025. Copyright 2021 American Chemical 

Society. Vaishnavi N. Nair (of Prof. Uttam K. Tambar’s group) completed the experimental portions of this 

chapter. Croix J. Laconsay and Wang Yeuk Kong contributed to the DFT calculations.  

4.1 Abstract 

We have developed catalyst-controlled regiodivergent rearrangements of onium-ylides derived from indole 

substrates. Oxonium ylides formed in situ from substituted indoles selectively undergo [2,3]- and [1,2]-

rearrangements in the presence of a rhodium and a copper catalyst, respectively. The combined 

experimental and density functional theory (DFT) computational studies indicate divergent mechanistic 

pathways involving a metal-free ylide in the rhodium catalyzed reaction favoring [2,3]-rearrangement, and 

a metal-coordinated ion-pair in the copper catalyzed [1,2]-rearrangement that recombines in the solvent-

cage. The application of our methodology was demonstrated in the first total synthesis of the indole alkaloid 

(±)-sorazolon B, which enabled the stereochemical reassignment of the natural product. Further functional 

group transformations of the rearrangement products to generate valuable synthetic intermediates were also 

demonstrated. 

4.2 Introduction 

Molecular rearrangements are arguably some of the most effective reactions for the generation of new 

carbon−carbon bonds in the synthesis of complex molecules.1 In recent years, advances in catalytic onium 

ylide rearrangements have paved the way for catalyst control of rearrangements that are traditionally 

unselective.2,3 In this context, catalytic generation of onium ylides from diazocarbonyl compounds has 

served as a versatile platform for selective rearrangements (Scheme 4.1A). Despite many reports of catalytic 

onium ylide rearrangements of aliphatic systems,4,5 only a few examples of analogous aromatic 
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rearrangements are known which are limited to sulfonium (X = SR) and ammonium (X = NR2) ylides.6 The 

challenge of developing this class of rearrangements is partially due to the energetic penalty associated with 

disruption of aromaticity in the sigmatropic [2,3]-rearrangement (Scheme 4.1A).7 A pioneering study on 

catalytic thia-Sommelet-Hauser rearrangement was reported by Wang and co-workers in 2008.6c In recent 

years, examples of controlled [1,2]- and [2,3]-rearrangements of ylides in aromatic systems have appeared 

in the literature.8 Pan and co-workers reported rearrangements of sulfonium ylides where the selectivity for 

[1,2]- vs [2,3]-rearrangement is controlled by the solvent and substrate.8a Another report from Koenigs and 

co-workers shows a solvent controlled approach in rearrangements of sulfonium ylides formed from 

donor/acceptor carbenes.8b Alternatively, catalytic ylide-formation and aromatic [2,3]-rearrangements of 

oxonium systems (X = OR) are not known, presumably because of side reactions through nonylide 

pathways such as C−H insertion and cyclopropanation that compete with facile ylide formation.9 Also, the 

examples for the [1,2]-rearrangement of oxonium ylides in the literature are generally limited to cyclic 

ylides.4b−k Catalytic methods for the selective formation of either [1,2]- or [2,3]-rearrangement products of 

aromatic systems from the same starting materials would provide a valuable new strategy for the synthesis 

of complex molecules. 

 Herein, we report the first catalyst-controlled regiodivergent aromatic rearrangements of indole-

based oxonium ylides (Scheme 4.1B). With the proper choice of catalyst system, we can selectively 

generate the [1,2]- or [2,3]-rearrangement product. As our initial target for the rearrangements, we chose 

the indole-scaffold because of its prevalence in many natural products and medicinally valuable 

compounds.10 In addition to exploring the scope of this reaction, we also performed DFT calculations to 

examine mechanisms and the origins of catalyst-controlled regiodivergence. Finally, to showcase the utility 

of our method, we demonstrated the conversion of rearrangement products into the indole alkaloid 

sorazolon B and several valuable building blocks for drug discovery. 
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Scheme 4.1. Catalyst Control of Regioselectivity in Onium Ylide Rearrangements 

 

  

 

 

 

 

 

 

 

 

4.3 Results and Discussion 

4.3.1 Development of Regiodivergent Rearrangements 

Our initial investigations began with the screening of various catalysts that are generally applied in carbene 

chemistry,11 using 3-(methoxymethyl)-1-tosyl-1H-indole (1a) and benzyl diazoester (2a) as substrates 

(Table 4.1). While we did not observe any reactivity in the presence of palladium, silver, or gold catalysts 

(entries 1−3), CuOTf·benzene (5 mol %) afforded a mixture of [1,2]- and [2,3]-rearrangement products 3a 

and 4a (82:18 rr), respectively, in low yield (entry 4). Moreover, we were pleased to note that indoline 4a 

bearing an exomethylene moiety (presumably from the [2,3]-rearrangement) was formed with excellent 

diastereoselectivity (>20:1 dr). Moving forward with this initial result that gave 3a as the major product, 

we began optimizing the [1,2]-rearrangement of the oxonium ylides by screening additional copper sources. 
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Other copper catalysts such as CuCl, CuCl2, and CuOAc/NaBArF gave similar or slightly improved yields, 

but relatively lower regioselectivities (entry 5−7). We were delighted to see an improved yield (38%) as 

well as regioselectivity (86:14 rr) with [Cu(MeCN)4]PF6 as catalyst (entry 8). The use of Cu(hfacac)2 to 

perform the rearrangement further enhanced the yield (52%) and regioselectivity (92:8 rr) (entry 9). An 

examination of the conversion of the starting materials under these conditions revealed that the yield was 

limited by the incomplete consumption of indole 1a, whereas the diazoester 2a was completely consumed 

to give the desired products along with minor amounts of dibenzyl fumarate and dibenzyl maleate as the 

side products resulting from homodimerization. Increasing the amount of benzyl diazoester 2a to 2.4 equiv 

resulted in >95% conversion of 1a to provide the [1,2]-rearrangement product 3a in 78% yield and >95:5 

rr (entry 10). 

 Alternatively, when Rh2(OAc)4 (2 mol %) was used as the catalyst, we observed a switch in the 

regioselectivity that gave the [2,3]-rearrangement product 4a as the major product (>95:5 rr) in 42% yield 

and >20:1 dr (entry 11). The screening of several other dirhodium carboxylate catalysts commonly used in 

metal-carbene transformations, such as Rh2(cap)4, Rh2(TFA)4, Rh2(TPA)4, and Rh2(oct)4,12 failed to 

improve the yield for the reaction (entries 12−15). Similar to the copper-catalyzed [1,2]-rearrangement, an 

incomplete consumption of indole 1a (55%) was identified as the reason for the moderate yields. However, 

increasing the amount of diazoester 2a to 2.4 equiv diminished the yield of the [2,3]-rearrangement product 

4a to 26% (entry 16). We speculate that the reason for the lower yield with excess diazoester might be the 

propensity of the exomethylene group in 4a to undergo cyclopropanation with excess highly reactive 

rhodium-carbene (see SI for details). We also examined other indole substrates besides methyl ether 1a for 

optimization studies. While ethyl ether underwent the [2,3]-rearrangement, other alkyl and arylethers such 

as isopropyl and phenyl ethers did not give any conversion under the [2,3]-rearrangement conditions (see 

SI for details). Other N-protecting groups such as Me, Boc, and Ac were also screened during optimization 

for [2,3]-rearrangement, but most of these substrates did not show significant product formation (see SI for 

details). Further screening of different solvents also did not provide improvement in the yield (entries 17-
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19). As a result, the conditions with Rh2(OAc)4 (2 mol %) in CH2Cl2 at 23 °C were identified as optimal 

for the catalytic ylide-formation/aromatic [2,3]-rearrangement (entry 11). 

Table 4.1. Optimization of [1,2]- and [2,3]-Rearrangementsa 

 

 

 

 

 

 

 

 

 

 

 

 

 

aReaction conditions: indole 1a (0.16 mmol), benzyl diazoester 2a (1.2 equiv, added using syringe pump 

as 0.2 M solution in solvent at a rate of 2 mL/h), copper catalyst (5 mol %) or rhodium catalyst (2 mol %). 

bConversion of 1a. cNMR yield using 1,3,5-trimethoxybenzene as internal standard. dIsolated yield. e2.4 

equiv of 2a was used. 
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4.3.2 Substrate Scope of Regiodivergent Rearrangements 

With the optimized reaction conditions for both the copper-catalyzed ylide-formation/[1,2]-rearrangement 

and rhodium-catalyzed ylide-formation/[2,3]-rearrangement in hand (entries 10 and 11, Table 4.1), we next 

explored reaction scope (Table 4.2). 

Table 4.2. Products Generated by Regiodivergent [1,2]- and [2,3]-Rearrangements 
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 Indole substrates with a broad range of substituents at various positions on the heteroaromatic ring 

(3a−3p) worked efficiently under the [1,2]-rearrangement conditions. Electron rich 5-and 6-substituted 

indole substrates provided high yields and excellent regioselectivities (3b−3e). Substitution at the 2-position 

generated the desired [1,2]-rearrangement product 3f, albeit in slightly lower yield, but nonetheless gave 

excellent regioselectivity (>95:5 rr). Several electron-withdrawing substituents on the indole ring, including 

fluoro, bromo, trifluoromethyl, and ester groups (3g−3m), provided good yields and high regioselectivities. 

The reaction also progressed smoothly to generate dihalogenated product 3n in 51% yield and >95:5 rr. In 

addition, other alkyl and aryl diazoesters were shown to be competent in generating [1,2]-rearrangement 

products in moderate to good yields (3o and 3p). 

 Next, we explored the scope of the rhodium-catalyzed ylide formation/[2,3]-rearrangement to 

provide various substituted indolines (4) that would be difficult to access in high selectivity by conventional 

methods.13 Several electron-deficient indole rings with different substitution patterns underwent selective 

aromatic [2,3]-rearrangement to generate indolines (4b−4f) in moderate yields and with excellent 

regioselectivities. Electron-donating substituents on the indole ring led to comparatively lower isolated 

yields of the products (4g and 4h); however, the [2,3]-rearrangement proceeded with excellent 

regioselectivity.14 The rearrangement products were generally stable to re-aromatization, presumably 

because of the electron-withdrawing tosyl protecting group similar to other known indolines.13b,c Notably, 

the [2,3]-rearrangement of all the substrates exhibited high diastereoselectivity (>20:1 dr). The relative 

stereochemistry of the major anti-diastereomer of product 4e was confirmed by X-ray crystallography, and 

the relative stereochemistry of the major diastereomer of all other 2-substituted indolines was assigned by 

analogy. 

4.3.3 Mechanistic Studies 

To gain insight into the divergent mechanisms of the catalyst controlled ylide-formation/rearrangement 

reactions, a series of computational studies were performed using density functional theory at the PWPB95-
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D3(BJ)/def2-QZVPP//IEFPCM(CH2Cl2)-B3LYP/6-31G(d), SDD level (see SI for details).15 The 

robustness of our chosen level of theory was evaluated through a series of tests with other functionals and 

basis sets (see SI for details); while there is some variation in predicted relative energies, these variations 

do not affect our mechanistic conclusions. 3-(Methoxymethyl)-1-tosyl-1H-indole 1a was selected as the 

model substrate. 

 For the rhodium-catalyzed ylide-formation/[2,3]-rearrangement, we first examined the structure of 

the metal-bound oxonium ylide (Figure 4.1). Formation of the carbon-bound ylide 5 is predicted to be 

exergonic by 9.2 kcal mol-1, whereas formation of the oxygen-bound ylide 6 is endergonic by 7.0 kcal mol-

1.  
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Figure 4.1. Computed (PWPB95-D3(BJ)/def2-QZVPP//IEFPCM(CH2Cl2)-B3LYP/6-31G(d), SDD) 

relative free energies (kcal mol-1, italics) for minima and TSSs involved in the Rh-promoted reaction of 1a 

and 2a. 

 Our proposed pathway for a concerted [2,3]-rearrangement process is summarized in Figure 4.1. 

Dissociation of Rh2(OAc)4 prior to rearrangement generates free oxonium ylide 7. Early dissociation of 

rhodium(II) complexes from ylides has been reported for other diazocarbonyl-mediated reactions.4a,16 The 

most probable pathway to the product involves a metal-free [2,3]-rearrangement of oxonium ylide 7, which 

leads to the observed product 4a with the experimentally observed relative stereochemistry.17 As expected, 

we were not able to find a transition state structure for the symmetry-forbidden metal-free [1,2]-

rearrangement of oxonium ylide 7.18 The relative stereochemistry of the major diastereomer of products 

arising from the [2,3]-rearrangement of indole-based onium ylides such as 7 is consistent with a preference 

for an exo transition state structure (8).4d Relative free energies calculated for the exo and endo transition 

states predicted a lower energy barrier for exo transition state 8 leading to the observed diastereomer anti-

4a.  

 For the copper-catalyzed ylide-formation/[1,2]-rearrangement, we propose a mechanism that 

involves a stepwise process (Figure 4.2A).4e,19 The preferential formation of the [1,2]-rearrangement 

product 3a over the [2,3]-rearrangement product 4a is an argument against pathways involving the early 

dissociation of copper from the initially generated metal-coordinated ylide 11, since metal-free [1,2] 

rearrangement is predicted to have an extremely high barrier compared to that of the [2,3]-rearrangement 

(see SI for details). On the basis of our computational results, we favor an ion-pair 

fragmentation/recombination pathway for the copper-catalyzed reactions.20 Other possible pathways were 

explored but were not consistent with our experimental results (see SI for details). For example, formation 

of simple radical-pairs cannot be ruled out on the basis of our computational results, but our experimental 

data argues against it. Specifically, cyclopropane containing substrate 1q reacted with diazoester 2a to yield 

the [1,2]-rearrangement product 3q with the radical probe intact (Figure 4.2B).21,22 
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Figure 4.2. (A) Computed (PWPB95-D3(BJ)/def2-QZVPP//IEFPCM(CH2Cl2)-B3LYP/6-31G(d),SDD) 

relative free energies (kcal mol-1, italics) for minima and TSSs involved in the Cu-promoted reaction of 1a 

and 2a. A selection of ion-pairs 12a-12e were generated by scanning the bonds that form en route to the 

products. The energies for ion-pairs 12a-12e are based on optimized complexes. Geometries of ion-pairs 

12a-12e, their preceding zwitterion 11, and the recombination product 13a shown in ball-and-stick images 

are included to facilitate comparison of overall shapes. For clarity in visual comparison, the enolate part of 

the ion-pair is highlighted in green and the indolyl part (highlighted in gray) is positioned the same way for 

each structure above. The solvent cage (not modeled explicitly) is depicted in blue with dotted lines. (B) 
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Reaction conditions for radical probe experiment: indole 1q (0.16 mmol), benzyl diazoester 2a (1.2 equiv, 

added using syringe pump as 0.2 M solution in CH2Cl2 at a rate of 2 mL/h), Cu(hfacac)2 (5 mol %), CH2Cl2, 

23 °C. (C) Reaction conditions for crossover experiment: indole 1i (0.08 mmol, 0.5 equiv), indole 1r (0.08 

mmol, 0.5 equiv) benzyl diazoester 2a (1.2 equiv, added using syringe pump as 0.2 M solution in CH2Cl2 

at a rate of 2 mL/h), Cu(hfacac)2 (5 mol %), CH2Cl2, 23 °C. 

 To gain insight into the key carbon−carbon bond formation event in the copper-catalyzed reaction, 

we considered ion-pair complexes (12a, 12b, 12c, 12d, and 12e) that could lead to the [1,2]-rearrangement 

product 3a or the [2,3]-rearrangement product diastereomers syn-4a and anti-4a with minimal 

reorganization (Figure 4.2A).23 In principle, these ion-pairs would be in equilibrium with each other and 

could recombine to form copper-bound recombination products (e.g., 13a, Figure 4.2A).24 However, 

recombination in a solvent cage is expected to be faster than equilibration between ion-pairs.20g,25 Although 

a solvent cage was not explicitly modeled in our calculations, the formation of ion-pairs in a solvent cage 

is consistent with experimentally determined results. When substrates 1i and 1r were simultaneously 

subjected to the [1,2]-rearrangement conditions, we did not detect crossover products 3s and 3a (Figure 

4.2C). 

 We were able to find a transition state structure (TS12a) converting the ion-pair 12a to 13a, the 

Cu(hfacac)2-bound experimentally observed product, with a 3.1 kcal mol-1 barrier. Subsequent dissociation 

of Cu catalyst yields 3a. If 12a was formed preferentially on the dissociation of the copper-coordinated 

oxonium ylide 11, we propose that this ion-pair could rapidly recombine to the experimentally observed 

product (12a → 3a) before equilibration with other ionpairs. Comparisons of the various ion-pairs and 

metal-ylide intermediate 11 do indeed reveal greater conformational similarity between 11 and 12a than 

either 12b, 12c, 12d, or 12e (Figure 4.2A; see SI for details). We also investigated the proposed stepwise 

ion-pair mechanism with other copper catalysts (Cu(acac)2, CuCl2, Cu(hfacac)+, and Cu(acac)+), and all 

qualitatively lead to similar results (see SI for details). 
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 In summary, on the basis of our combined experimental and computational data, we favor a 

mechanism for the rhodium-promoted reaction where early catalyst dissociation occurs at the ylide stage, 

and products are formed via a metal-free [2,3]-sigmatropic rearrangement. For the copper-promoted 

reaction, we favor a mechanism where a copper-coordinated ion-pair is formed and rapidly recombines in 

a solvent cage to form the observed [1,2]-rearrangement product. 

4.3.4 Synthetic Applications of Regiodivergent Rearrangements 

The products generated through the [2,3]-rearrangement proved to be versatile substrates to access building 

blocks that are potentially useful for the synthesis of complex molecules (Scheme 4.2). For example, 

rearrangement product 4a can undergo ozonolysis to yield indoxyl product 14. In the presence of acid, the 

rearrangement product 4a is rearomatized to furnish 2,3-disubstituted indole 15. In the presence of an 

electrophilic source of bromine, it is selectively converted to 3-bromomethyl indole 16. 

 To demonstrate the synthetic utility of the [1,2]-rearrangement products, we incorporated this 

transformation into the first total synthesis of the indole alkaloid sorazolon B, which enabled a 

stereochemical reassignment of the natural product’s structure that was reported in the original isolation 

paper (Scheme 4.3).26 To commence the total synthesis, 3-(methoxymethyl)-1-tosyl-1H-indole (1a) was 

coupled with diazoester 2a under the [1,2]-rearrangement conditions to furnish benzylester 3a in 82% yield 

and >95:5 rr. The efficiency of the reaction was maintained on a gram scale. A two-step procedure 

converted benzylester 3a to the Weinreb amide 17. Subsequent removal of the N-tosyl group provided N−

H indole 18 in 93% yield. To access the relative configuration for the proposed structure of sorazolon B 

(21), we treated the Weinreb amide 18 first with ethynylmagnesium bromide followed by 

methylmagnesium bromide, which generated tertiary alcohol 19 in 19:1 dr and 57% yield over the two 

steps. The relative configuration of the major diastereomer, which was confirmed by X-ray crystallography, 

was consistent with a Cram chelation controlled addition of methylmagnesium bromide.27 Alcohol 19 was 

then converted to diol 20, which was subjected to gold catalyzed 6-endo cyclization.28 Although the 
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resulting tricyclic skeleton of 21 was consistent with the proposed structure of sorazolon B, the NMR data 

of our synthetic sample did not match the corresponding data for the natural product. 

Scheme 4.2. Synthetic Derivatization of [2,3]-Rearrangement Product 

 

 

 

 

 

 

 

 We hypothesized that the relative configuration of the two stereogenic centers in sorazolon B may 

have been misassigned. To test this hypothesis, we switched the order of addition of Grignard reagents to 

the Weinreb amide 18. An initial addition of methylmagnesium bromide followed by a Cram chelation-

controlled addition of ethynylmagnesium bromide yielded the tertiary alcohol 22 in 9:1 dr. The relative 

configuration of the major diastereomer was confirmed by X-ray crystallography. The treatment of methyl 

ether 22 with bromodimethylborane and 2-methyl-2-butene resulted in the formation of diol 23. In the 

presence of Au(MeCN)SbF6 and JohnPhos, diol 23 was converted to tricycle 24, which had spectroscopic 

data that were identical with the data reported for sorazolon B in the original isolation paper.26 

 

 

 



 

105 

 

Scheme 4.3. Synthesis and Stereochemical Reassignment of (±)-Sorazolon B from [1,2]-Rearrangement 

Product 

 

 

4.4 Conclusion 

We developed catalyst-controlled regiodivergent rearrangements of onium-ylides derived from indole 

methyl ethers and diazoesters. While a copper catalyst promotes a regioselective [1,2]-rearrangement, a 

rhodium catalyst facilitates a regioselective and diastereoselective [2,3]-rearrangement. We present 

experimental and computational studies that support divergent mechanistic pathways for the two 

rearrangement processes. We also describe the synthetic utility of the two rearrangements by demonstrating 

the functional group tolerance and scope of the reactions as well as the transformation of the rearrangement 

products to several indole-containing products. Finally, we applied the copper-catalyzed [1,2]-
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rearrangement in the first total synthesis of the indole alkaloid sorazolon B, which enabled the 

stereochemical reassignment of the natural product. 
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Chapter 5. Exploiting the Potential of Meroterpenoid Cyclases to Expand the Chemical Space of 

Fungal Meroterpenoids 

This chapter is adapted with slight modifications with permission from Mitsuhashi, T. #; Barra, L. #; Powers, 

Z. #; Kojasoy, V.#; Cheng, A.; Yang, F.; Taniguchi, Y.; Kikuchi, T.; Fujita, M.; Tantillo, D. J.; Porco, J. A., 

Jr.; Abe, I. Exploiting the Potential of Meroterpenoid Cyclases to Expand the Chemical Space of Fungal 

Meroterpenoids. Angew. Chem. Int. Ed. 2020, 59, 23772-23781 (# equal contribution). Copyright 2020 John 

Wiley & Sons, Inc. Takaaki Mitsuhashi and Lena Barra (of Prof. Ikuro Abe’s group) completed the 

experiments for the enzyme reactions. Zachary Powers, Andrea Cheng and Feng Yang (of Prof. John A. 

Porco Jr.’s group) completed the experiments for the chemical synthesis of the substrates for the enzyme 

reactions. Yoshimasa Taniguchi and Takashi Kikuchi (of Prof. Makoto Fujita’s group) completed the 

crystalline sponge method analysis of enzyme products. 

5.1 Abstract 

Fungal meroterpenoids are a diverse group of hybrid natural products with impressive structural complexity 

and high potential as drug candidates. In this work, we evaluate the promiscuity of the early structure 

diversity-generating step in fungal meroterpenoid biosynthetic pathways: the multiband-forming polyene 

cyclizations catalyzed by the yet poorly understood family of fungal meroterpenoid cyclases. In total, 12 

unnatural meroterpenoids were accessed chemoenzymatically using synthetic substrates. Their complex 

structures were determined by 2D NMR studies as well as crystalline-sponge-based X-ray diffraction 

analyses. The results obtained revealed a high degree of enzyme promiscuity and experimental results 

which together with quantum chemical calculations provided a deeper insight into the catalytic activity of 

this new family of non-canonical, terpene cyclases. The knowledge obtained paves the way to design and 

engineer artificial pathways towards second generation meroterpenoids with valuable bioactivities based 

on combinatorial biosynthetic strategies. 
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5.2 Introduction 

Fungal meroterpenoids have earned significant interest from the scientific community as well as from the 

pharmaceutical and chemical industry due to their remarkable structural architectures and potent 

bioactivities.[1] Pyripyropene A (1), isolated from Aspergillus fumigatus, is the strongest known inhibitor of 

acyl-CoA:cholesterol acyltransferase and is being developed for the treatment of atherosclerosis.[2] 

Additionally, 1 exhibits insecticidal properties and a commercial insecticide based on the pyripyropene core 

structure has been recently marketed.[3] Derivatives of mycophenolic acid (2), isolated from Penicillium sp., 

are clinically used immunosuppressant drugs and inhibit inosine 5’-monophosphate dehydrogenase.[4] 

Andrastin A (3) from Penicillium albocoremium is an inhibitor of protein farnesyl transferase and a potent 

anti-cancer agent,[5] whereas tropolactone D (4) from Aspergillus sp. is a cytotoxic agent against human 

colon carcinoma (Figure 5.1A).[6] The genetic basis for fungal meroterpenoid biosynthesis has only been 

elucidated in recent years, with the first biosynthetic gene cluster reported for pyripyropene A in 2010.[7]  

 Since then, the discovery of several related gene clusters revealed a common modular assembly 

logic for all meroterpenoid pathways, composed of i) building block generation (polyketide synthase, 

oligoprenyl synthase), ii) assembly of building blocks (prenyltransferase), iii) early structural 

diversification by an epoxidase enzyme followed by action of a novel family of terpene cyclases and iv) 

late stage diversification by tailoring enzymes such as cytochrome P450 monooxygenases and -

ketoglutarate-dependent dioxygenases.[8] Their strong biological activities as well as the conserved modular 

logic of their biosynthetic pathways make meroterpenoids attractive targets for artificial pathway 

engineering to generate novel structures with new and improved activities. Herein, we set out to evaluate 

the potential of meroterpenoid cyclases to generate novel scaffolds by employing natural and unnatural 

synthetic substrate analogues. The results obtained provide valuable information on matching pathway 

combinations regarding the interchangeability of employed meroterpenoid cyclases. At the same time, 

chemoenzymatic access to eight new scaffolds, thus far unprecedented from natural sources or chemical, 

biomimetic polyene cyclizations, could be achieved. 
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Figure 5.1. A) Selected examples of fungal meroterpenoids. B) Proposed catalytic mechanism of 

meroterpenoid cyclases exemplified by Pyr4-mediated reaction of epoxyfarnesyl-HPPO (5) to deacetyl 

pyripyropene E (6). The polyketide portion is shown in green, terpenoid in blue. 
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5.3 Results and Discussion 

5.3.1 Targeted Enzymes and Synthesis of Substrates 

Non-canonical terpene cyclases involved in meroterpenoid biosynthesis are integral membrane proteins of 

compact size (ca. 25 kDa).[7, 8] Mutagenesis studies on the model cyclase Pyr4 involved in the pyripyropene 

biogenesis revealed two highly conserved acidic amino acid residues (Glu63 and Asp218) crucial for 

enzyme function which are proposed to initiate polyene cyclization by protonation of the terminal epoxide 

function of the substrate thereby triggering subsequent polyene cyclization (Figure 5.1B). The mechanism 

resembles that of type-II terpene synthases of the 2,3-oxidosqualene-lanosterol cyclase type; however, 

protein structural data to evaluate the mechanism of meroterpenoid cyclases is still lacking.[7–9] Phylogenetic 

analysis of characterized meroterpenoid cyclases shows a close relation to the group of Pyr4-like synthases 

involved in fungal indole diterpene biosynthesis (LtmB, AtmB, and PaxB) and a distant relation to the 

bacterial enzymes XiaE and DmtA1 (Figure 5.2).[10] The protein sequence alignment for selected enzymes 

is shown in the SI. 

  

 

 

 

 

 

 

 

Figure 5.2. Phylogenetic analysis of reported meroterpenoid cyclases and their respective native substrates. 
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 The substrates of known meroterpenoid cyclases are composed of a linear epoxyoligoprenyl chain, 

in most cases derived from farnesyl diphosphate (FPP) and a distinct nonterpenoid portion usually 

generated by a designated polyketide synthase (Figure 5.2). These biosynthetic intermediates are difficult 

to obtain from enzymatic reactions, since typically low concentrations are observed and the frequently 

employed heterologous expression host Aspergillus oryzae contains endogenous hydrolases producing high 

amounts of a shunt diol product.[7] To overcome this limitation, we recently developed a modular synthesis 

of the widespread 3,5-dimethylorsellinic acid (DMOA)-containing substrate family. The methodology 

involves base-mediated, regioselective dearomatization of DMOA with farnesyl electrophiles.[11] We 

expanded the synthetic scope by employing enantiopure (10R)- and (10S)-epoxyfarnesyl building blocks 

in this reaction to obtain the naturally occurring substrates (10R)- and (10S)-(2E,6E)-5’-DMOA methyl 

ester (7a, 7b), as well as (10R)- and (10S)-(2E,6E)-3’-DMOA methyl ester (8a, 8b). Additionally, we also 

accessed unnatural substrates including the (2Z,6E)-epoxyfarnesyl congeners (10R)- and (10S)-(2Z,6E)-

5’-DMOA methyl ester (9a, 9b) and (10R)- and (10S)-(2Z,6E)-3’-DMOA methyl ester (10a, 10b) using 

the same strategy (Figure 5.3; see SI for details). As dearomative alkylation of DMOA leads to formation 

of two inseparable diastereoisomers with respect to 3’ and 5’ dearomatization, the substrates obtained were 

used as diastereomeric mixtures, with fixed stereochemistry for the epoxide moiety (88–98% ee). With 

these substrates in hand, we targeted nine reported meroterpenoid cyclases: Pyr4,[7] CdmG,[12] AndB,[13] 

AdrI’,[14] NvfL,[15] PrhH,[16] Trt1,[17] AscF,[18] and MacJ.[19] 

 As we did not gain access to the MacJ producer strain, we cloned the homologous protein MacJ’ 

from Penicillium chrysogenum MT-12 (96% identity). The intron-free genes were expressed in the 

heterologous host Saccharomyces cerevisiae INVSc1 and cell free extracts were prepared and utilized for 

in vitro reactions with synthetic substrates 7a/7b–10a/10b. Monitoring of the reactions by HPLC revealed 

a surprisingly high degree of promiscuity as several new products were detected (Table 5.1; see SI for 

details). 
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Figure 5.3. Synthetic approach and structures of obtained and tested DMOA substrates (7a/7b–10a/10b). 

Table 5.1. Overview on productive enzyme substrate combinations. 

 

 

 

 

 

 

[a] Native enzyme substrate combination. 
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5.3.2 Substrate Scope of Pyr4 and MacJ’ 

Pyr4, a cyclase which naturally utilizes the (10S)-configured epoxide 5 (Figure 5.1B), was found to accept 

the substrates (10S)-(2E,6E)-5’-DMOA (7a), (10S)-(2E,6E)-3’-DMOA (8a) as well as (10S)-(2Z,6E)-3’-

DMOA (10a) based on the detection of newly formed peaks in the HPLC chromatogram (Table 5.1; see SI 

for details). To elucidate the structures of the putative new enzyme products, we carried out preparative 

scale transformations in which case reaction of Pyr4 with substrate 7a led to the isolation of compounds 11 

and 12 (Scheme 5.1A). 

 Both products exhibit a chair-chair conformation for the A/B ring system, as is also found for the 

natural cyclization to form pyripyropene E (6). However, the terminating cation quenching step differs for 

both products, leading to 11 after C−O bond formation and 12 after C−C bond formation. 
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Scheme 5.1. Structures of isolated meroterpenoids obtained from Pyr4- and MacJ’-mediated reactions 

with A) (10S)-7a; B) (10S)-8a; C) (10S,3’R)-10a. 

These products were also recently identified from chemical cyclization of rac-7 by using EtAlCl2/Et2AlCl 

as Lewis acid promoter.[11] The [3.3.1] bridged structure in 12 is also found in asperterpenes A and B, 

recently isolated and potent BACE1 inhibitors from Aspergillus terreus.[20] As can be delineated from the 

configuration of position 5’, Pyr4 is able to accept both diastereomers, (10S,5’S)-7a and (10S,5’R)-7a, to 

form 11 and 12, respectively. The findings suggest that Pyr4, which usually accepts the bulkier substrate 5, 

exhibits some degree of promiscuity towards changes in the polyketide portion. This is further demonstrated 

by the successful conversion of (10S,3’R)-8a to 13, as well as (10S,3’S)-8a to 14. Substrate 8a carries the 

epoxyfarnesyl chain connected to the 3’-position of the DMOA-building block instead of the 5’-position as 

found in 7a. Products 13 and 14 are also accessed from chair-chair substrate conformations, as observed 

for the natural reaction of Pyr4 towards the chair-chair product 6. These findings indicate that the enzyme 

active site cavity provides a template for precise arrangement of substrate conformation and guidance of a 

stereochemically distinct polyene cyclization (Scheme 5.1B). Their structures were determined by 1D and 

2D NMR analyses, and further confirmed by the recently developed crystalline sponge (CS) method which 

enables “crystallization-free” X-ray crystallography. The method makes use of crystalline porous metal 

complexes that can absorb and orient a compound of interest. The neat alignment of compounds in the pores 

of the complex makes them observable by conventional X-ray structure analysis without the need for prior 

crystallization.[21] 

 We were also interested in the flexibility of Pyr4 towards changes in the farnesyl chain and 

therefore subjected substrate analogues 9a/9b and 10a/10b to Pyr4. Indeed, Pyr4 was able to convert 

(10S,3’R)-10a to the new meroterpenoid 15 bearing a cis-fused B/C ring system, presumably derived from 

a chair-chair substrate conformation (Scheme 5.1C). The natural substrate of Pyr4 contains an (S)- 

configured epoxide functionality. Interestingly, all productive enzyme substrate combinations were 

restricted to the (10S)-series of substrates, as none of the analogous (10R)-epoxy substrates (10R)-7b, 
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(10R)-8b, (10R)-9b or (10R)-10b were accepted. This finding indicates a strict recognition of the epoxide 

within the substrate binding site of the enzyme. In addition, we found that MacJ’ can also produce products 

13 and 14 from (10S)-8a and 15 from (10S,3’R)-10a (Scheme 5.1B/C). MacJ, naturally involved in the 

biosynthesis of the drimane meroterpenoid macrophorin A, is one of two known Pyr4-like cyclases which 

do not require substrate activation by epoxidation. Instead, MacJ is able to directly protonate the terminal 

double bond to initiate cyclization (Figure 5.2; see SI for details). It is therefore interesting to note that 

MacJ’ also exhibits a clear preference for the (10S)-stereoisomers of epoxide substrates evaluated (Table 

5.1; see SI for details). 

5.3.3 Substrate Scope of CdmG and AscF 

A meroterpenoid cyclase which is phylogenetically closely related to Pyr4 is CdmG (Figure 5.2), utilized 

in the biosynthetic pathway towards chrodrimanins from Penicillium verruculosum.[12] Chrodrimanins 

exhibit strong inhibitory activities against protein tyrosine phosphatase 1B (PTP1B) and are potential drug 

candidates for the treatment of type 2 diabetes and obesity.[22] CdmG naturally catalyzes the formation of 

3-hydroxypentacecilide A (17) from (S)-configured epoxide 16. In contrast to Pyr4, CdmG controls the 

substrate conformation in a chair-boat manner, leading to an inverted stereochemical outcome for the trans-

configured B/C ring system (Scheme 5.2A). With this apparent change in conformational control, we were 

interested in determining the substrate promiscuity of CdmG and the putative differences in product 

formation. 

 When CdmG was incubated with synthetic substrates, a high degree of promiscuity was also 

observed as 7a, 8a, 9a, and 10a were accepted by CdmG and led to the production of new products (Table 

5.1; see SI for details). Whereas products from substrate (10S)-7a were found to be too unstable for 

structural characterization, products from substrates 8a, 9a, and 10a were successfully isolated and 

structurally characterized. Reaction with (2E,6E)-configured substrate (10S)-8a led to formation of 

compound 18 derived from the (10S,3’S)-8a isomer. The structure of 18 was determined by 2D NMR 

analysis and was further supported by X-ray-CS-diffraction data. The stereochemical outcome of the 
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cyclization indeed demonstrated a conserved chair-boat conformational control of the substrate by the 

enzyme (Scheme 5.2B). 

 

 

 

 

 

 

 

 

 

 

 

 

Scheme 5.2. A) Natural Reaction of CdmG and isolated meroterpenoids obtained from CdmG-mediated 

reactions with B) (10S,3’S)-8a; C) (10S,5’S)-9a; D) (10S)-10a. 

 Reaction of CdmG with (10S)-9a represents the only case where the two products found were 

derived from one substrate stereoisomer, in this case (10S,5’S)-9a, leading to the isolation of 19 and 20. 

Whereas 19 is produced from a C−O bond forming event, product 20 is derived from C−C bond formation. 

 In both cases, the same trans-cis configuration is observed for the A/B/C-ring system (Scheme 

5.2C). Compounds 19 and 20 have also recently been identified from chemical cyclization where it was 
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further shown that 20 can be rearranged to 19 by formic acid treatment.[11] To confirm the enzymatic origin 

of 19, 20 was incubated under enzyme reaction conditions (KPP pH 7.4, 16 h, 30 C) but was found to not 

interconvert to 19. Reaction of CdmG with (2Z,6E)-configured substrate 10a produced the new 

meroterpenoids 21 and 15, derived from a chair-boat substrate conformation (major) and a chair-chair 

substrate conformation (minor), respectively. As observed for the promiscuity of Pyr4, CdmG also had a 

strict preference for the epoxide stereoconfiguration, as none of the (10R)-epoxides were accepted by 

CdmG. 

 AscF from the ascochlorin pathway (see SI for details) was found to also produce 21 and small 

amounts of 15 from (10S)-10a as the only accepted substrate (Table 5.1; see SI for details) and thus 

represents a meroterpenoid cyclase with very low tolerance towards alternative substrates. 

5.3.4 Substrate Scope of AndB 

The meroterpenoid cyclase AndB from the anditomin pathway[13] utilizes DMOA-derived substrate 22 with 

an (S)-configured epoxide to produce preandiloid A (23) with a chair-boat conformation (Scheme 5.3). In 

contrast to the results discussed for CdmG, which also controls the conformation in a chair-boat manner, 

AndB was found to exhibit a differing selectivity based on the 3’- and 5’-stereocenters and therefore was 

found to produce different products (Table 5.1; see SI for details). Specifically, AndB was found to accept 

(10S,3’R)-8a to produce the novel meroterpenoid 24 (Scheme 5.3B). Similar to CdmG and Pyr4, the native 

conformational control of the prenyl chain was conserved, as a chair-boat substrate arrangement was 

evident leading to 24. AndB also accepted the (2Z,6E)-configured substrate (10S,5’R)-9a leading to the 

isolation of meroterpenoid 25. The structure elucidation for 25 was challenging as 2D NMR analysis did 

not clearly reveal the connectivity between the terpenoid and non-terpenoid portions. Additionally, the 

relative configuration between the A/B and C/D ring systems were difficult to determine due to ambiguous 

NOESY correlations. However, we were able to fully establish the structure of 25 using crystalline sponge-

X-ray analysis which revealed the presence of an unprecedented 6-5-ring system connected to a 5–6 ring 

system via a single C−C bond (Scheme 5.3C). 
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Scheme 5.3. A) Natural reaction of AndB and structures of isolated meroterpenoids obtained from AndB-

mediated reactions with B) (10S,3’R)-8a; C) (10S,5’R)-9a. 

5.3.5 DFT Calculations for the Formation of 25, 20, CC, and 19 

 The latter finding was surprising, as all reactions in this study lead to the formation of 6-6-ring 

systems for the A/B rings and also no natural cyclization towards 6-5-ring systems has been reported thus 

far. To gain further insight into the cyclization mechanism for the formation of 25 from (10S,5’R)-9a by 

AndB, we conducted computational studies using density functional theory (DFT) at the B3LYP-D3(BJ)/6-

31G(d,p)//B3LYP/6-31G(d,p) and CPCM(H2O)-B3LYP-D3(BJ)/6-31G(d,p)//B3LYP/6-31G(d,p) levels[23] 

(see SI for details). The results (Figure 5.4) revealed that the first intermediate in the reaction cascade 

(modelled here in the absence of enzyme) is the monocyclic tertiary cation A, generated by an endergonic 

process via transition state 9a-TS. A is then converted to 25-H+ by an exergonic concerted process 

consisting of formation of the 5-membered B-ring in tandem with nucleophilic attack of the adjacent oxygen 

functionality via transition state A-TS. Inclusion of implicit solvent (CPCM(H2O), in parentheses; single 

point calculations on previously optimized geometries in gas phase) led to lower barriers (Figure 5.4).[24, 25] 
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With either a nonpolar (gas phase) or polar (water) surroundings, the barrier for initial cyclization is high 

for a biological reaction,[26] however, in the absence of enzyme, reactant (10S,5’R)-9a-H+ relaxes to a non-

productive conformation with an internal hydrogen-bond between the alcohol and epoxide; consequently, 

conformational preorganization by the enzyme should lower the barrier and this could be assisted by 

specific oriented noncovalent interactions with the transition state structure. An alternative mechanism for 

formation of the second ring could involve Markovnikov addition to form a 6-6 intermediate, followed by 

ring-contraction in concert with tetrahydrofuran ring formation. We find, however, that Markovnikov 

addition leads directly to a “6-6-6-6” product (C) that is not experimentally observed. We were able to 

optimize tertiary carbocation B as a minimum and this species can then undergo ring contraction to yield 

25-H+, but accessing B would require escape from the deep energy well associated with C and a large 

conformational change. The enzyme would, however, have to distinguish between A-TS and A’-TS, again 

by conformational biasing and/or well-placed noncovalent interactions with the transition state structure. 

 

Figure 5.4. DFT calculations for the cyclization mechanism of (10S,5’R)-9a towards 25 by AndB. Two 

conformers of A were located, one connected to 9a-TS and another connected to A-TS, which differ in 

energy by 0–3 kcal mol-1, depending on the level of theory; see SI for details. Computed (B3LYP-D3(BJ)/6-

31G(d,p)//B3LYP/6-31G(d,p) in black (top), CPCM(H2O)-B3LYP-D3(BJ)/6-31G(d,p)//B3LYP/6-
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31G(d,p) in parentheses (bottom)) relative free energies (kcal mol-1, italics) for minima and transition state 

structures (TSSs) involved in formation of compound 25. Bond distances are in Angstroms [Å]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5. DFT calculations for the cyclization mechanism for the formation of 20. Computed (B3LYP-

D3(BJ)/6-31G(d,p)//B3LYP/6-31G(d,p) (on top), CPCM(H2O)-B3LYP-D3(BJ)/6-31G(d,p)//B3LYP/6-
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31G(d,p) (in parentheses) and MPW1PW91/6-31G(d,p)//B3LYP/6-31G(d,p) [in brackets]) relative free 

energies (kcalmol-1, italics) for minima and transition state structures (TSSs) and IRC traces for the 

respective TSSs. Bond distances are in Angstroms [Å]. 
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Figure 5.6. DFT calculations for the cyclization mechanism for the formation of CC. Computed (B3LYP-

D3(BJ)/6-31G(d,p)//B3LYP/6-31G(d,p) (on top), CPCM(H2O)-B3LYP-D3(BJ)/6-31G(d,p)//B3LYP/6-

31G(d,p) (in parentheses) and MPW1PW91/6-31G(d,p)//B3LYP/6-31G(d,p) [in brackets]) relative free 

energies (kcalmol-1, italics) for minima and transition state structures (TSSs) and IRC traces for the 

respective TSSs. Bond distances are in Angstroms [Å]. 

 Mechanisms for formation of 20 (Figure 5.5) and CC (Figure 5.6) from protonated stereoisomers 

of 9a were also subjected to computational analysis. For both reactions, we found highly asynchronous but 

concerted pathways in which no discrete carbocationic intermediates are formed. Similar concerted 

polycyclizations have been reported for related systems.[27] Both reactions also are predicted to be 

essentially barrierless once productive reactant conformations are attained, suggesting that preorganization 

controls which product is formed by a given enzyme. Conversion of 20-H+ to 19-H+ is predicted to be an 

endergonic process (Figure 5.7; neutral 19 is predicted to be several kcal mol-1 lower in energy than neutral 

20, however[11]), but an appropriately positioned base in a restricted enzyme active site could selectively 

deprotonate 19-H+. The barrier for the 20-H+ to 19-H+ interconversion is also less certain than others 

described above, since this reaction involves asynchronous bond-breaking, C−C bond rotation, and bond-

making that leads to a “loose” transition state for which entropy and the effects of externally-imposed 

conformational constraints are difficult to estimate. 

 

 

 

 

Figure 5.7. DFT calculations for the interconversion of 20-H+ to 19-H+. Computed (B3LYP-D3(BJ)/6-

31G(d,p)//B3LYP/6-31G(d,p) (on top), CPCM(H2O)-B3LYP-D3(BJ)/6-31G(d,p)//B3LYP/6-31G(d,p) (in 
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parentheses) and MPW1PW91/6-31G(d,p)//B3LYP/6-31G(d,p) [in brackets]) relative free energies 

(kcalmol-1, italics) for minima and transition state structures (TSSs). Bond distances are in Angstroms [Å]. 

5.3.6 Substrate Scope of Trt1, AdrI’, PrhH, and NvfL 

Another phylogenetic clade is formed by Trt1, AdrI, AdrI’, AusL, and PrhH (Figure 5.2). These enzymes 

share the DMOA substrate (10R,5’R)-7b, but differ with regard to their product specificity. Trt1 catalyzes 

the formation of preterretonin (27) via a chair-chair-chair substrate conformation forming intermediary 

cation 26, followed by Wagner–Meerwein rearrangement and a terminating deprotonation of Ha. AdrI 

shares the intermediary cation 26 and rearrangement but differs in the terminating deprotonation side (Hb) 

producing andrastin E (28). AusL and PrhH both catalyze the formation of protoaustinoid A (29) from 26 

after direct deprotonation of Hc (Scheme 5.4A). NvfL from the novofumigatonin pathway utilizes a highly 

similar substrate as Trt1, AdrI, AusL, and PrhH, carrying a free carboxylic acid instead of the methyl ester 

in the DMOA-unit. The free acid is crucial for enzyme function and the protein catalyzes formation of a 

spiro-center (see SI for details). 

 Consistent with the obvious tight recognition of the polyketide portion necessary to achieve these 

sophisticated and distinct reactions, a comparable low promiscuity for this group of integral membrane-

bound enzymes was observed. Whereas PrhH and NvfL did not accept any of the tested unnatural substrates, 

both Trt1 and AdrI’ accepted (2Z,6E)-9b, with the natural 5’-substitution pattern in the polyketide portion 

(Table 5.1; see SI for details). 

 However, for these cases products were found to be too unstable for structure determination. To 

our surprise, we found that Trt1 as well as AdrI’ were able to convert (10S)-7a, the native substrate with 

inverted stereochemistry with respect to the epoxide functionality. We succeeded in the isolation of the 

Trt1-mediated product from (10S,5’R)-7a and the structure was determined to be 3-epi-preterretonin (30). 

The formation of this product can be envisioned to occur via a boat-chair substrate conformation (Scheme 

5.4B).[28] 
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Scheme 5.4. A) Natural reaction of Trt1, AdrI/AdrI’ and AusL/PrhH. B) Isolated meroterpenoids obtained 

from Trt1-mediated reactions with (10S,5’R)-7a. 

5.3.7 Enzyme Kinetics of Trt1 

To shed additional light on the substrate promiscuity of meroterpenoid cyclases, we were interested in the 

comparison of the KM values of the natural substrate to unnatural substrate analogous. Synthetic (10R,5’R)-

7b is the natural substrate of Trt1, which was also found to accept unnatural (10S,5’R)-7a, and (10R)-9b. 

Since Trt1 and other meroterpenoid cyclases cannot be purified, the integral membrane bound enzyme was 

used as a crude enzyme preparation. To ensure comparable reaction conditions, Trt1 was freshly prepared 

and used for all kinetic assays on the same day. The results revealed an apparent KM value of 34 μM for the 

natural substrate 7b, whereas a 3-fold (95 μM) and 5-fold (144 μM) higher value was found for substrates 

7a and 9b, respectively. The Vmax values were determined as 22 μM min-1, 7 μM min-1 and 0.5 μM min-1, 

for 7b, 7a and 9b, respectively. These findings indicate that the unnatural substrates have a lower affinity 

for the enzyme, but the values are of the same order of magnitude and thus further demonstrate the 

promiscuity observed for this enzyme class. 
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5.4 Conclusion 

In summary, we have demonstrated chemoenzymatic access to twelve complex, unnatural DMOA-derived 

meroterpenoids of which eight represent novel compounds by exploiting the surprisingly high promiscuity 

of fungal meroterpenoid cyclases. 

 Synthetic 3,5-dimethylorsellinic acid (DMOA)-containing substrates were prepared using de-

aromative alkylation and evaluated against nine meroterpenoid cyclases. The results demonstrate tight 

recognition of the epoxide functionality by the cyclase panel, but tolerance towards the polyketide portion. 

The conserved cyclization mechanism initiated by epoxide protonation and rigid control of the substrate 

conformation in the cyclase active site cavity led to the formation of several variations of naturally occurring 

meroterpenoid scaffolds, as well as generation of a completely new scaffold, although the number of 

cyclization steps that are concatenated into concerted processes appears to be system-dependent. The 

challenging structure elucidation and determination of relative and absolute configurations for the obtained 

enzyme products was solved by combining 2D NMR data analysis with the recently developed method of 

crystalline-sponge-X-ray diffraction analysis. This method allowed us to access the crystallographic data 

of non-crystalline enzyme products such as 25 for unambiguous structure determination and thus represents 

a powerful technique in combination with second generation natural product discovery. 

 The knowledge obtained in this study can be used for the design of artificial pathways by 

recombining biosynthetic genes in a suitable heterologous production host. Whereas productive enzyme 

combinations with naturally occurring substrates such as 7a and 7b provide a straightforward access by 

reconstituting known pathways towards these substrates and interchanging the introduced meroterpenoid 

cyclase, access to (2Z,6E)-configured prenyl substrates require further engineering efforts, for example, by 

employing a known bacterial (2Z,6E)-selective FPP synthase from Mycobacterium[29] and optimization of 

downstream enzymes towards substrates like 9a and 9b. Furthermore, the new meroterpenoids obtained 

can be evaluated as substrates for downstream tailoring enzymes such as a-ketoglutarate-dependent 

dioxygenases. Since several protein crystal structures have been reported in recent years, protein 
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engineering by either rational strategies or directed evolution represents an exciting opportunity to create 

novel “unnatural” meroterpenoids with valuable biological properties.[30] 
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