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Abstract 

Despite substantial progress in artificial intelligence (AI), little 
is known about people’s moral intuitions towards AI systems. 
Given that politico-moral intuitions often influence judgements 
in non-rational ways, we investigated participants’ willingness 
to act on verdicts provided by an expert AI system, trust in AI, 
and perceived fairness of AI as a function of the AI system’s 
(dis)agreement with their pre-existing politico-moral beliefs 
across various morally contentious issues. Results show belief 
alignment triggered a willingness to act on AI verdicts but did 
not increase trust or fairness perception of the AI. This result 
was unaffected by general AI attitudes. Our findings suggest a 
disassociation between acceptance of AI recommendations and 
judgements of trust/fairness of the AI, and that such acceptance 
is partly driven by alignment with pre-existing intuitions. 

Keywords: artificial intelligence; human-AI interaction; 
moral intuitions; belief alignment; political partisanship 

Introduction 
In the United States, statistical algorithms have been used to 
gerrymander district boundaries to reinforce minority control 
over governments, even when large majorities vote otherwise 
(Daley, 2016). Although other programmes could detect the 
use of such manipulation tools and their purposes (Cho & Cain, 
2020), would voters or courts trust, accept, and act on such 
verdicts when their own party stands to lose?  
 

Research and development in artificial intelligence (AI) has 
attracted significant global attention from industry, 
academics, and governments (Zhang et al., 2021). In 
particular, narrow or task-specific AI driven by machine 
learning algorithms are capable of increasingly sophisticated 
tasks (e.g., Fagnant & Kockelman, 2015; Gorwa et al., 2020; 
Wall et al., 2012), which inevitably raises ethical implications 
(Wallach & Allen, 2009), e.g. amplifying racial and gender 
biases (Cirillo et al., 2020; Gebru, 2020; Mehrabi et al., 2021; 
Scheuerman et al., 2020), or misusing algorithms for political 
gain (Daley, 2016). Given the prevalence of such 
applications, it is problematic that we lack a coherent account 
of humans’ moral intuitions towards these AI systems and 
what factors might shape people’s willingness to accept or 
reject assistance from them. 

Perception of Artificial Intelligence  
While some research into human-AI/machine/algorithm 
relationships shows an algorithm appreciation effect (Logg et 
al., 2019; Robinette et al., 2016), people often prefer, trust, 
and rely more on advice given by human agents than they do 

robots, machines, or computer-based systems (Dietvorst et 
al., 2015; Jauernig et al., 2022; Longoni et al., 2019; Önkal et 
al., 2009; Prahl & van Swol, 2021; Promberger & Baron, 
2006; Shaffer et al., 2013). In particular, perceived task 
characteristics play an important role – trust and comfort with 
AI increase for automatable or mechanical tasks compared to 
tasks that require human decisions (Bigman & Gray, 2018; 
Castelo et al., 2019; Lee, 2018; Schepman & Rodway 2020). 
Additionally, people are not yet ready to approve AI as 
capable and accountable moral agents, as shown by the 
inconsistent evidence on people’s attributions of moral 
norms, permissibility, blame, and accountability to AI versus 
humans (Banks, 2020; Bonnefon et al., 2016; Hong, 2020; 
Kahn et al., 2012; Malle et al., 2015; 2019; Shank et al., 2019, 
2021; Shank & DeSanti, 2018; Shariff et al., 2017). However, 
people’s acceptance of and trust in AI may be improved by 
increasing the perceived objectivity of the task performance 
(Castelo et al., 2019), and limiting AI to an advisory role or 
emphasising its expertise (Bigman & Gray, 2018), suggesting 
a potential in future human-AI partnership.  

Moral Intuitions and Political Ideologies  
The current literature on social perception of AI raises an 
interesting question: do people hold strong moral intuitions 
about AI generally, or do their moral judgements about the 
acceptability of AI vary systematically with their underlying 
intuitions regarding the domain where the AI is deployed? 
That is, will people see AI suggestions as a kind of neutral 
external viewpoint that could potentially cut through divisive 
issues, or will their intuitions/beliefs about a given topic drive 
their acceptance/rejection of AI advice?  

Whilst there remains debate regarding whether political 
ideologies or moral intuitions are psychologically more 
primary (Smith et al., 2017), political ideology can serve as a 
valuable proxy for predicting a wide range of moral intuitions 
on various politically charged issues (Hatemi & McDermott, 
2016; Hatemi et al., 2019). Recent work in social and political 
psychology on identity politics and in-out group partisanship 
shows a kind of information selection that creates highly 
polarised, self-perpetuating belief systems that interpret 
identical incoming information to update beliefs in distinctly 
different ways (Cook & Lewandowsky, 2016; Gaines et al., 
2007; Geschke et al., 2019; Jern et al., 2014; Lauderdale, 
2016; van Baar & FeldmanHall, 2021). Indeed, people tend 
to accept or reject incoming information as a function of 
compatibility between new information and existing 
ideology/worldview, regardless of, or even at the expense of 
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its factual nature (Brewer, 2012; Flynn et al., 2017; Glinitzer 
et al., 2021; Hameleers & van der Meer, 2020; Taber & 
Lodge, 2006). Importantly, this can be better explained by 
motivated reasoning accounts (Jost et al., 2003, 2017; Jost & 
Amodio, 2012; Jost & Krochik, 2014; Kahan, 2016a, 2016b; 
Krochik & Jost, 2011; Moore et al., 2021) than by accounts 
of effortful rejection of misinformation (Pennycook & Rand, 
2019; Roozenbeek & van der Linden, 2019).  

These polarising political belief systems are deeply linked 
to the moral domain, where moral judgements are often the 
product of, or at least strongly influenced by, seemingly non-
rational intuitions, heuristics, or naïve theories, and post hoc 
effortful reasoning serves an argumentative function to 
justify one’s own views (Baron, 1992, 1995; Haidt, 2001, 
2012; Mercier, 2016; Mercier & Landemore, 2012; Mercier 
& Sperber, 2011; Sunstein, 2005). For example, the five-
factor categorisation of moral intuitions, Moral Foundations 
Theory (Graham et al., 2009, 2011; Haidt & Graham, 2007; 
Haidt & Hersh, 2001;  Haidt & Joseph, 2004; see also Haidt, 
2012; Iyer et al., 2012) has often been applied in political 
contexts: liberals consistently show greater endorsement for 
care and fairness than conservatives who endorse both 
individual-centred (care and fairness) and group-binding 
(loyalty, authority, and purity) foundations more evenly. 
Thus, we may explore how people react to the deployment of 
AI in contexts where they have strong, pre-existing moral 
intuitions based on their political orientation.   

The Current Research  
By selecting politically polarised topics, we can reliably elicit 
moral intuitions independent of AI use. In this context, we 
investigate whether verdicts of potential bias detected by a 
task-specific AI/algorithm are sufficient evidence to trigger 
willingness to pre-commit to an investigation. The key 
manipulation is the intuition or belief (in)compatibility of the 
AI verdict—does the AI-detected misconduct conform to 
people’s pre-existing intuitions/beliefs? Viewing the AI as a 
neutral arbiter should increase acceptance of the verdict even 
when it contradicts pre-existing intuitions. Alternatively, if 
AI input is subject to context-based motivated reasoning, then 
its verdicts will be more acceptable when aligned with pre-
existing beliefs, and less acceptable when they conflict. 
Furthermore, trust and fairness perception are common moral 
judgements about various forms of authorities/experts (de 
Cremer & Tyler, 2007; Promberger & Baron, 2006), and are 
both linked to the acceptance of, and reaction to, outcomes 
(Bianchi et al., 2015; Skitka & Mullen, 2002; Tyler & 
Degoey, 1996; Tyler & Smith, 1999). Hence, we also 
examine trust in the AI and perceived fairness of the AI, 
which have been widely investigated in the field of human-
machine interaction (e.g., Castelo et al., 2019; Lee, 2018). 

A related question remains: do people have strong, inherent 
general moral intuitions about AI independent of the context 
of its usage? Evidence reviewed above indicates largely 
inconsistent and contradictory judgements about AI use in the 
society: while some people are inclined to taking advantage 
of the immense computational power of AI, more are averse 

to delegating moral decisions that require human judgments 
to machines. Hence, we include general attitudes towards AI 
as a covariate to address this point.  

The logic is that people may or may not have general moral 
intuitions about AI itself. If they do, then such intuitions 
should predict their judgements about AI across contexts. 
Otherwise, people may instead spontaneously construct 
moral intuitions about AI as a function of intuition/belief 
compatibility within a given context. Thus, we predict: (1) 
increased willingness to accept default actions recommended 
by AI systems if they align with participants' pre-existing 
moral/political intuitions, vs. when they do not align; (2) 
increased trust in the AI when their recommendations align, 
vs. when they do not align; (3) increased perception of 
fairness of the AI when their recommendations align, vs. 
when they do not align; (4) an interaction between the belief 
alignment effects and political position, with conservatives 
showing stronger effects than liberals; and (5) the belief 
alignment effects will remain after the inclusion of both 
positive and negative general attitudes towards AI. We 
conducted two experiments (OSF: osf.io/7qjt3): E1 (within-
subjects) and E2 (between-subjects), i.e., two samples of 
subjects received either multiple scenarios across topical foci 
in E1, or only one scenario in E2. Finding consistent effects 
across E1 and E2 should increase confidence in the results.  

Methods 

Participants  
Two hundred and two (67 males and 132 females; Mage = 36.7 
years, SDage = 13.36 years) and 302 native English-speaking 
adult participants (109 males and 191 females; Mage = 37.66 
years, SDage = 14.09 years) took part in E1 and E2, 
respectively (see Procedures below). Testing was conducted 
online via Qualtrics integrated into the crowdsourcing 
platform Prolific Academic to recruit diverse, representative, 
attentive, and naïve subjects (Palan & Schitter, 2018; Peer et 
al., 2017, 2021). Participants were compensated £0.84 for E1 
and £0.59 for E2, and repeat participation was prevented via 
Prolific internal filtering.  

Study Design and Materials  
We collected data on 1) basic demographics, 2) general 
attitudes towards AI, and 3) intuitive responses to 
hypothetical scenarios of judgements made by AI systems, 
which were presented in a random order. The same study 
design and materials were used for both E1 & E2, except for 
different numbers of scenarios participants received.  
 
Demographic Information We collected participants’ age, 
gender, and aspects of political orientations. To account for 
different underlying political attitudes associated with facets 
of conservatism (Crowson, 2009; Harnish et al., 2018; Pratto 
et al., 1994), we measured political positions via one question 
each on economic, social, and foreign policy views (1 = very 
left-wing/liberal to 7 = very right-wing/conservative).  
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General Attitudes Towards AI The General Attitudes 
towards Artificial Intelligence Scale (GAAIS; Schepman & 
Rodway, 2020) consists of twelve positive attitude items 
capturing the potential societal and personal benefits of AI 
utilities (e.g., “I am interested in using artificially intelligent 
systems in my daily life”; 1 = strongly disagree and 5 = 
strongly agree), and eight negative attitude items capturing 
dystopian concerns towards the presumed danger of AI (e.g., 
“I think artificial intelligence is dangerous”; 1 = strongly 
agree and 5 = strongly disagree). The negative items were 
reverse-coded at data collection so that higher ratings on both 
subscales would indicate more positive general attitudes 
towards AI. We calculated subscale means separately as 
instructed, due to the lack of unidimensionality of the twenty 
items as one construct.  
 
Hypothetical Scenarios We created hypothetical scenarios 
with organisations employing reliable expert AI systems to 
assess statistical anomalies in their everyday operations, and 
the systems detect a potentially biased human agent (e.g., 
Table 1). Eight items represent a fully factorial 2 (Context: 
Left-wing/Liberal or Right-wing/Conservative moral 
intuitive direction) x 2 (Approve or Reject action taken by the 
human agent) x 2 (Financial or Judicial domain of the 
scenario) design. Context indicates an AI verdict presumably 
compatible with either liberal or conservative moral 
intuitions (e.g., an AI flagging a judge for prejudice against 
same-sex couples aligns with left-wing/liberal intuitions that 
such discrimination is wrong and should be stopped). 
Approve/reject action indicates the human agent favouring or 
discriminating against a target. Domain indicates the 
superficial content of the scenarios (financial or judicial), 
which are nested in a person-centred (LGBTQ+ rights) and a 
cause-centred (Environmental concerns) focus. All elements 
(context, action, domain, and focus) are counterbalanced.  

 
Table 1: Two examples of hypothetical scenarios.  

 
Left-wing/liberal context: “A banking oversight committee 
has been using an efficient and reliable artificial intelligence 
system called Analytic Intellect to analyse loan application 
outcome patterns. The AI detected that a particular loan 
manager has been anomalously more likely to reject 
mortgage loan requests submitted by same-sex couples.” 
Right-wing/conservative context: “A leading technology 
company has partnered with the Ministry of Justice to 
develop and train an artificial intelligence named LEA 
(Legal Expert Assistant) to serve judicial needs. The main 
objective of this AI is to identify any statistical anomalies 
in civil judicial decisions, which would potentially be 
flagged for re-evaluation. When reviewing the results of 
environmental claims cases in the past year, LEA detected 
that a particular judge has been ruling in favour of claims 
against corporations in pollution or environmental damage 
cases at a significantly higher rate than average.” 
Note. Italics indicate domains, actions, and foci for clarity; 
no text was italicised for the participants. 

For each scenario, participants responded to three separate 
probe questions measuring different aspects of intuitions 
towards AI on a continuous slider (1 = strongly disagree to 5 
= strongly agree) with a midpoint default. Willingness to Act 
on AI recommendations refers to participants’ support for 
default interventions (e.g., investigative actions) based solely 
on the AI’s detection of possible prejudice (“Based on the 
AI’s recommendation, I think that this person in the scenario 
should be investigated”). Trust in the AI refers to the extent 
to which participants perceive the AI judgement to be 
trustworthy (“I trust the AI’s judgement in this case”). 
Perceived Fairness refers to the extent to which they 
perceived the AI as fair and appropriate (“I believe that the 
AI is being fair in this case”).  

Procedures  
Eligible participants completed demographics, GAAIS, and 
scenario(s) in random order, each section on separate pages.  

Procedures differed in E1 and E2 only for scenarios. In E1, 
participants read two pseudo-randomly selected scenarios, 
such that they were from opposite factorial cells in each 
topical focus (e.g., Table 1). In E2, participants were shown 
one random scenario with relevant minimal alterations to the 
instruction. After each scenario, participants responded to 
three probes on Willingness to Act, Trust, and Perceived 
Fairness, one at a time on separate pages, while the given 
scenario remained visible above each statement. For both 
experiments, all scenarios were approximately evenly 
presented across participants. Participants were directed back 
to Prolific upon successful completion of the study.  

Statistical Analysis Plan  
All R code and results can be found on OSF. We opted for  
Bayesian analysis to quantify support for our hypotheses of 
interest, rather than the (in)compatibility of the evidence with 
the null hypothesis (McElreath, 2015). Under the Bayesian 
framework, we computed zero-order correlations and 
multilevel multivariate multiple regression models.  

Fixed effects of context, participant political orientation, 
and the interaction of the two were entered into the models as 
main predictors of interest. Means of positive and negative 
subscales of GAAIS were entered as covariates of interest to 
account for participants’ pre-existing views of AI unrelated 
to our scenario design. Age was also included as a nuisance 
covariate to represent basic familiarity with AI. Unique 
idiosyncrasies within each item, topic, and individual subject 
were modelled with random intercepts. All the above 
parameters were used to simultaneously predict Willingness 
to Act, Trust in AI, and Perceived Fairness of AI, thus 
controlling for correlations between these variables and 
generating unique predictive effects for each outcome.  

We standardised political views, general AI attitudes, and 
scenario responses. We then averaged the three aspects of 
political views to obtain the final measure of participant 
political position, where higher scores indicate increasing 
right-wing conservatism. Using the brms package (v. 2.15.0; 
Bürkner, 2017, 2018) in RStudio (v. 4.0.4; R Core Team, 
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2021), we estimated Bayesian multilevel models to predict all 
three DVs, with the main pre-registered model containing the 
predictors of interest, covariates and the nuisance variable 
specified above. Several reduced versions of the full model 
were explored. We computed the expected log pointwise 
predictive density using Bayesian leave-one-out cross 
validation method (ELPDLOO; Vehtari et al., 2017) and the 
leave-one-out information criterion (LOO-IC). Furthermore, 
we used Bayes factors (BFs) to quantify the weight of 
evidence for one model compared to another (Jeffreys, 1948; 
Kass & Raftery, 1995; Stefan et al., 2019), adopting a slightly 
more conservative BF interpretation (Kass & Raftery, 1995), 
where a 2logBF > 10 would suggest “very strong” evidence 
for a given model against a comparison. The presented results 
are from the pre-registered (and statistically superior) model. 
Further results for exploratory models are available on OSF.  

 Posterior distributions of regression parameters were 
derived by simulation using Markov chain Monte Carlo 
(MCMC) estimation (Betancourt, 2018; Bürkner, 2017, 
2018; Gelman & Rubin, 1992). For all models, we sampled 
from four independent MCMC chains with 1000 burn-in 
samples and 15,000 sampling iterations per chain. All models 
converged (all 𝑅"s = 1.0; Brooks & Gelman, 1998; Gelman et 
al., 2013; Gelman & Rubin, 1992). Effect size uncertainty is 
computed as 95% highest density intervals (HDIs) around the 
posterior mean (Kruschke, 2014; McElreath, 2015), where 𝜃 
∈ 95% HDI would indicate a 95% credibility that the true 
parameter value lies within this range.  

Results 

Descriptive Statistics and Correlations  
Table 2 displays descriptive statistics, showing consistent 
distributions across E1 and E2. All average political views 
were slightly left-leaning, with ratings on social issues being 
the most liberal, compared to ratings on economic or foreign 

policy issues. Participants generally held positive attitudes 
towards utilities and benefits of AI (αE1PosAtt = αE2PosAtt = 
0.88), while positivity towards the negative affective items 
were slightly weaker (αE1NegAtt = 0.83, αE2NegAtt = 0.84), 
replicating Schepman and Rodway’s (2020) results. Scenario 
responses revealed that participants showed a willingness to 
accept and act on the statistical AI verdicts of potential 
prejudice, placed trust in the AI system to detect such 
anomalies, and perceived the AI judgements as fair.  

Table 3 shows  Bayesian Pearson’s zero-order correlations. 
Positive and (reverse-coded) negative attitudes towards AI 
were correlated, as higher scores on both subscales indicated 
more positive attitude towards AI. In addition, positive 
attitudes weakly correlated only with Trust in the AI (r = 
0.20, [0.13, 0.28]) and Fairness Perception of the AI (r = 0.21, 
[0.13, 0.28]) in E1 (Table 3, lower triangle), and only with 
Willingness to Act (r = 0.11, [0.02, 0.20]) in E2 (Table 3, 
upper triangle). Negative attitudes were unrelated to any 
outcome variables. Notably, Trust and Perceived Fairness 
were more strongly correlated to each other than either was 
to Willingness to Act in both experiments.  

Planned and Exploratory Analyses  
Our pre-registered model simultaneously predicted ratings on 
all three outcome variables (Table 4). In E1, but not E2, 
positive general AI attitudes predicted more Trust in AI (β = 
0.16, [0.04, 0.28], SE = 0.06) and greater Perceived Fairness 
of AI (β = 0.21, [0.09, 0.34], SE = 0.06), suggesting those 
with more positive attitudes towards the utility of AI were 
more likely to trust and judge the AI as being fair. Ratings on 
Willingness to Act were negatively predicted by increasing 
participant political conservatism in E1 (β = -0.15, [-0.29, - 
0.01], SE = 0.07), and by the conservative moral intuitive 
context in both E1 (β = -0.58, [-0.93, -0.20], SE = 0.18) and 
E2 (β = -0.45, [-0.72, -0.17], SE = 0.14), suggesting that 
conservatism of both participants and the context were 
related to less willingness to act on AI verdicts of potential  

 
Table 2: Descriptive summaries of measured variables in Experiments 1 and 2. 

 
  Experiment 1 (within-subjects) Experiment 2 (between-subjects) 
  Mean (SD) Median Range Mean (SD) Median Range 

Political Positions (1 = Very Left/Liberal, 7 = Very Right/Conservative) 
 Economic Issues 3.39 (1.33) 3.00 6.00 3.47 (1.34) 4.00 6.00 
 Social Issues 3.15 (1.38) 3.00 6.00 3.16 (1.32) 3.00 6.00 
 Foreign Policy Issues 3.37 (1.34) 4.00 6.00 3.39 (1.40) 4.00 6.00 
 Mean Political Position  3.30 (1.25) 3.33 5.67 3.34 (1.25) 3.33 6.00 

General Attitudes Towards AI (1 = Negative Attitudes, 5 = Positive Attitudes) 
 Positive Subscale   3.33 (0.60) 3.33 2.75 3.30 (0.60) 3.33 3.50 
 Negative Subscale  2.97 (0.65) 3.00 3.25 3.04 (0.69) 3.12 3.75 

Responses to Scenarios (1 = Strongly Disagree, 5 = Strongly Agree)  
 Willingness To Act 3.93 (0.92) 4.07 4.00 3.89 (0.93) 4.06 4.00 

 Trust  3.56 (0.86) 3.62 4.00 3.44 (0.92) 3.69 4.00 
 Perceived Fairness  3.67 (0.93) 3.94 4.00 3.56 (0.94) 3.78 4.00 

Note. For meaningful interpretations, descriptive statistics are presented in original scales of measurement.  
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transgression. These two variables interacted, but only for 
Willingness to Act (Figure 1) in both E1 (β = 0.30, [0.11, 
0.49], SE = 0.10) and E2 (β = 0.28, [0.04, 0.51], SE = 0.12). 
Willingness to act on AI judgements increased as a function 
of belief alignment, but in the opposite direction as 
predicted—left-wing/liberals showed a much stronger effect 
than right-wing/conservatives (see Discussion). Nonetheless, 
the similarity between results of E1 and E2 provides robust 
support for the predictive power of context and belief 
alignment on willingness to act.  

We compared various reduced versions of the full model 
(see OSF). In the best models for both experiments, context 
and its interaction with political position remained predictive 
of ratings on Willingness to Act regardless of other effects.  

 

 
Figure 1: Belief alignment effect for Willingness to Act 

based on AI verdicts in E1 & E2. Higher standardised scores 
on political position correspond to increasing conservatism. 

Discussion 
Both experiments converged on three findings. First, people 
were generally less willing to act on verdicts of wrongdoing 
in contexts that matched conservative moral intuitions vs. 
liberal ones, which might have been skewed by the sample of 
left-leaning participants, whose politico-moral beliefs were 
likely violated by the conservative contexts. Second, the 

belief-alignment effect on participants’ willingness to act on 
AI verdicts trumped general attitudes towards AI, suggesting 
that people likely have weak to no moral intuitions about AI 
itself. Rather, judgements about willingness to act on AI 
advice were instead predominantly driven by whether the 
AI’s recommendation aligned with pre-existing politico-
moral intuitions cued by the scenario context, consistent with 
motivated social cognition needs (Jost, 2017; Jost et al., 2003, 
2017; Jost & Amodio, 2012; Jost & Krochik, 2014; Kahan, 
2016a, 2016b; Krochik & Jost, 2011). Third, willingness to 
act on AI advice was not meaningfully related to judgements 
of trustworthiness or fairness of the AI system itself. This 
resembles the disjunction between acceptability of outcome 
(distributive fairness; Ambrose & Arnaud, 2013) vs. fairness 
perception of the procedure (procedural justice; Cropanzano 
& Ambrose, 2001) in social justice research, i.e., even if 
people accept the process as trustworthy and/or fair, they may 
react unfavourably towards dis-preferred outcomes. 

Implication and Future Directions  
Several implications of these results come to light. First, we 
provide empirical evidence that people do not hold strong 
general moral intuitions towards AI itself. Rather, intuitions 
towards AI systems seem to be spontaneously constructed, 
partly driven by a belief alignment effect depending on the 
intersection of pre-existing intuitions and decision context. 
Hence, public perception of the acceptability of AI use is 
likely highly malleable and may be manipulated by framing 
effects targeting the underlying intuitions associated with 
different contexts. This clarifies an important distinction 
between suggestions for advancing human-AI partnership 
that focus on perceived objectivity of the task (Castelo et al., 
2019), versus on presentations of AI itself (e.g., advisory role, 
expertise or experience; Bigman & Gray, 2018) or humans’ 
control over algorithms (Dietvorst et al., 2018). Framing the 
setting may thus dominate other means of attempting to shape  

 
Table 3: Bayesian Pearson’s zero-order correlations and their 95% HDIs between main variables  

in Experiment 1 (E1; the lower diagonal) and Experiment 2 (E2; the upper diagonal). 
 

E2 
E1 

Political 
Positions 

Positive 
Attitudes 

Negative 
Attitudes 

Willingness to 
Act Trust Perceived 

Fairness  
Political 
Positions 1 -0.13** 

[-0.22, -0.04] 
-0.13* 

[-0.23, -0.05] 
-0.02 

[-0.11, 0.07] 
-0.04 

[-0.14, 0.04] 
-0.07 

[-0.16, 0.02] 
Positive 
Attitudes 

-0.06 
[-0.15, 0.01] 1 0.50*** 

[0.44, 0.58] 
0.11* 

[0.02, 0.20] 
0.05 

[-0.04, 0.14] 
0.07 

[-0.02, 0.16] 
Negative 
Attitudes 

0.05 
[-0.03, 0.13] 

0.51*** 
[0.45, 0.56] 1 0.03 

[-0.07, 0.11] 
-0.01 

[-0.10, 0.08] 
-0.00 

[-0.10, 0.08] 
Willingness 

to Act 
0.01 

[-0.07, 0.08] 
0.07 

[0.00, 0.16] 
0.06 

[-0.03, 0.13] 1 0.35*** 
[0.27, 0.43] 

0.36*** 
[0.28, 0.43] 

Trust -0.02 
[-0.10, 0.06] 

0.20*** 
[0.13, 0.28] 

0.14** 
[0.07, 0.22] 

0.31*** 
[0.24, 0.38] 1 0.63*** 

[0.57, 0.68] 
Perceived 
Fairness 

-0.06 
[-0.14, 0.02] 

0.21*** 
[0.13, 0.28] 

0.10* 
[0.02, 0.18] 

0.36*** 
[0.29, 0.43] 

0.62*** 
[0.56, 0.66] 1 

Note. Probability of direction (pd) represents the portion of the posterior distribution in the same direction of effect as the 
median (Makowski et al., 2019); *** pd > 99.95%, ** pd > 99.5%, * pd > 97.5%. Negative attitudes are reverse-coded. 
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general AI perception, which will require further normative 
discussions regarding the ethical design of AI in the future.   

Our results also suggest not everyone is equally likely to 
accept AI recommendations in the face of ideological clashes.  
Indeed, more extreme ideological beliefs may be associated 
with stronger biases (cf. van Linden et al., 2021). Further 
studies should explore satisfaction of AI-produced outcomes 
(distinct from fairness; van den Bos et al., 1998), confidence 
in AI decisions (distinct from trust; Earle & Siegrist, 2006), 
and prompting a view of AI as helpful in provocative settings. 

Nonetheless, limitations in our study call for improvement. 
First, more politically diverse sampling is needed, as our 
sample of participants may lack “genuine” conservatives, 
potentially rendering the observed belief alignment effect 
unreliable for the right end of the continuum. In addition, 
issue-specific intuitions are not monolithic on either end of 
the political spectrum, as most people lack ideological 
coherence (Kalmoe, 2020) and hold moral/political beliefs on 
some issues that diverge from their self-identified partisan 
stances (Smith, 2019). While people do tend to have a general 
political identity that drives affective intuitions (Baldassarri 
& Page, 2021; Iyengar et al., 2019), the three-item scale we 
used for overall political orientation may be inadequate for 
capturing issue-specific beliefs probed by our scenarios of AI 
use. Future research should use a more expansive instrument 
to measure specific beliefs (e.g. Everett, 2013), or directly 
target moral intuitions (Graham et al., 2011), and should 
explore a broader range of vignettes using topics that have 
less consensus across the political spectrum, e.g., positive 
discrimination or affirmative action, or punitive vs. 
rehabilitative incarceration (Smith, 2019). Moreover, the 

complexity of our materials may have contributed to a degree 
of confusion. General AI attitudes’ impact may also increase 
when the AI’s role is more salient/causally central to concrete 
outcomes. To demonstrate the lack of impact of general AI 
attitudes more rigorously, future studies could compare 
relatively simple scenarios with and without AI involvement 
to demonstrate homogeneity of belief-alignment effects.    

Conclusion  
We studied people’s judgements about the willingness to act 
on an expert AI’s detection of potential wrongdoing, trust in 
the AI, and perceived fairness of the AI across contentious 
issues. We found politico-moral belief alignment between 
people and the contexts impacted willingness to follow the 
course of AI-suggested action, over and above general 
attitudes towards AI, which is congruent with motivated 
reasoning. This effect did not promote trust or fairness 
perception of the AI, indicating a disassociation with 
willingness to act on the AI’s decisions. Further research may 
investigate the influencing factors in the construction of 
moral intuitions towards AI generally, and the contexts in 
which it is to be employed.  
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Table 4: Full summaries of Bayesian regression fixed effects coefficients for Experiments 1 and 2. 

 
 Willingness to Act                 Trust Fairness Perception 
Experiment 1 Mean [95% HDI] SD Mean [95% HDI] SD Mean [95% HDI] SD 
 Intercept  0.07 [-1.01, 1.13] 0.50 0.17 [-0.74, 1.08] 0.42 0.16 [-0.80, 1.09] 0.43 
 Political Position  -0.15 [-0.29, -0.01] 0.07 -0.04 [-0.19, 0.11] 0.08 -0.09 [-0.24, 0.06] 0.07 
 Context -0.58 [-0.93, -0.20] 0.18 -0.25 [-0.52, 0.03] 0.14 -0.26 [-0.53, 0.02] 0.14 
 Positive Attitudes  0.07 [-0.04, 0.19] 0.06 0.16 [0.04, 0.28] 0.06 0.21 [0.09, 0.33] 0.06 
 Negative Attitudes 0.03 [-0.08, 0.14] 0.06 0.07 [-0.05, 0.19] 0.06 0.01 [-0.11, 0.13] 0.06 
 Age  0.01 [0.00, 0.01] 0.00 0.00 [-0.01, 0.01] 0.00 0.01[-0.01, 0.01] 0.00 

 Political Position * 
Context Interaction  0.30 [0.11, 0.49] 0.10 0.06 [-0.13, 0.26] 0.10 0.08 [-0.10, 0.27] 0.09 

 Willingness to Act Trust Fairness Perception 
Experiment 2  Mean [95% HDI] SD Mean [95% HDI] SD Mean [95% HDI] SD 
 Intercept  0.35 [-0.80, 1.48] 0.54 0.04 [-0.92, 1.00] 0.44 -0.05 [-0.99, 0.91] 0.44 
 Political Position  -0.12 [-0.29, 0.06] 0.09 -0.11 [-0.29, 0.07] 0.09 -0.08 [-0.26, 0.10] 0.09 
 Context -0.45 [-0.72, -0.17] 0.14 -0.14 [-0.43, 0.16] 0.15 -0.10 [-0.46, 0.25] 0.18 
 Positive Attitudes  0.11 [-0.02, 0.24] 0.07 0.09 [-0.05, 0.23] 0.07 0.13 [-0.01, 0.26] 0.07 
 Negative Attitudes -0.04 [-0.17, 0.08] 0.06 -0.05 [-0.18, 0.08] 0.07 -0.06 [-0.19, 0.07] 0.07 
 Age  0.00 [-0.01, 0.00] 0.00 0.00 [-0.01, 0.01] 0.00 0.00 [-0.01, 0.01] 0.00 

 Political Position * 
Context Interaction 0.28 [0.04, 0.51] 0.12 0.14 [-0.11, 0.38] 0.13 0.02 [-0.23, 0.26] 0.12 

Note. Model converged successfully with split R-hat = 1 for all estimated parameters. Context is a binary variable with 
liberal/left-wing direction as the reference level.  Negative attitudes are reverse-coded. Bold emphasises 0 ∉ 95% HDI. 
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