
UC Berkeley
UC Berkeley Previously Published Works

Title
High-throughput identification of spin-photon interfaces in silicon

Permalink
https://escholarship.org/uc/item/3vg113fz

Journal
Science Advances, 9(40)

ISSN
2375-2548

Authors
Xiong, Yihuang
Bourgois, Céline
Sheremetyeva, Natalya
et al.

Publication Date
2023-10-06

DOI
10.1126/sciadv.adh8617

Copyright Information
This work is made available under the terms of a Creative Commons Attribution-
NonCommercial License, available at https://creativecommons.org/licenses/by-nc/4.0/
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3vg113fz
https://escholarship.org/uc/item/3vg113fz#author
https://creativecommons.org/licenses/by-nc/4.0/
https://escholarship.org
http://www.cdlib.org/


MATER IALS SC I ENCE

High-throughput identification of spin-photon
interfaces in silicon
Yihuang Xiong1, Céline Bourgois1,2, Natalya Sheremetyeva1, Wei Chen2, Diana Dahliah2,3,
Hanbin Song4,5, Jiongzhi Zheng1, Sinéad M. Griffin5,6, Alp Sipahigil5,7,8, Geoffroy Hautier1*

Color centers in host semiconductors are prime candidates as spin-photon interfaces for quantum applications.
Finding an optimal spin-photon interface in silicon would move quantum information technologies toward a
mature semiconducting host. However, the space of possible charged defects is vast, making the identification
of candidates from experiments alone extremely challenging. Here, we use high-throughput first-principles
computational screening to identify spin-photon interfaces among more than 1000 charged defects in
silicon. The use of a single-shot hybrid functional approach is critical in enabling the screening of many
quantum defects with a reasonable accuracy. We identify three promising spin-photon interfaces as potential
bright emitters in the telecom band: Tiþi , Fe

0
i , and Ru0i . These candidates are excited through defect-bound

excitons, stressing the importance of such defects in silicon for telecom band operations. Our work paves the
way to further large-scale computational screening for quantum defects in semiconductors.
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INTRODUCTION
Point defects have become central to many quantum technologies
from sensing to communication and computing. A color center in a
semiconducting host can act as an artificial atom and be used to
harness quantum effects (1–3). For instance, these quantum
defects can be used as spin-photon interfaces where their electronic
spin are initialized, controlled, and read by photons. Important
spin-photon interfaces have been studied in diamond, such as the
NV center or the silicon divacancy and can constitute multi-qubit
quantum registers based on electron and nuclear spins that are op-
tically initialized, measured, and entangled over long distances (4–
8). Finding a perfect spin-photon interface is challenging as the
color center needs to exhibit a series of properties from a bright
emission in an adequate wavelength, to spin multiplicity and
optical as well as spin coherence (9). While most of the work on
quantum defects has been performed using wide bandgap hosts
such as diamond and silicon carbide, moving to silicon would
have many advantages for integration and nanofabrication.
Despite silicon’s smaller bandgap, recent promising results using
carbon-based complex defects produced by ion implantation such
as the T or G centers have opened up silicon as a promising defect
host (2, 10–16). These color centers were found serendipitously
before the advent of quantum information science when studying
ion implantation of typical contaminants in silicon. However,
since the chemical space of possible defects is very large, it has led

to speculation whether a yet-to-be discovered quantum defect could
act as a high-performance spin-photon interface in silicon.

First-principles techniques are commonly used to understand
and propose previously unidentified quantum defects (17–21).
These atomistic modeling techniques have matured enough that
they can now be used on a large scale to search for materials with
specific properties in a high-throughput fashion (22–24). However,
screening efforts have so far mainly focused on bulk properties with
only a few attempts at point defect-related properties (25–31).
Recent developments in the automation of charged defect compu-
tations offer the opportunity to fill this gap, but large-scale defect
computations still face important challenges, especially balancing
accuracy with computational cost (32–35). The least computation-
ally expensive approach, the semilocal density functional theory
(DFT), often fails to provide reliable optoelectronic properties,
while more accurate approaches such as hybrid functionals are
more computationally demanding and can only be used on small
sets of possible defects limiting the screening space (19, 36). For in-
stance, Lee et al. (37) have performed a theoretical study of 3d tran-
sition metal defects in silicon for quantum applications using
hybrid functionals. In addition, most of the efforts in predicting
new quantum defects have focused on mimicking the NV center
in diamond and assumed that only defects presenting at least two
single-particle energy levels well within the bandgap are of interest
(21, 37–39). This might not be a viable approach in silicon where
color centers are commonly excited through the formation of
defect-bound excitons and thus involve delocalized band-like
states (40). The most studied spin-photon interface candidates in
silicon (i.e., T center and SeþSi) do form defect-bound excitons, high-
lighting the need to consider them in high-throughput screening
approaches (10, 15, 39, 41).

Here, we report on a high-throughput computational search of
quantum defects for high-performance spin-photon interfaces in
silicon. Searching for point defects made of a unique foreign
element addition (among 56 elements) in silicon either as substitu-
tional or interstitial defect, we generate a computational database of
around a thousand charged defects. We identify unique color
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centers combining spin multiplicity and a bright emission in the
short-wave infrared (SWIR) or telecom band. We use a combination
of techniques based on semilocal DFT and hybrid functionals that
balance predictive accuracy with computational cost. We refrain
from updating the semilocal DFT wave functions in the hybrid
functional calculations. This single-shot hybrid functional greatly
reduces the computational cost while retaining the overall accuracy
of the fully self-consistent version for single-particle energies. We
perform our search allowing optical transitions involving host-
like states through defect-bound excitons and find that this is essen-
tial for defect candidates active in the near-infrared (IR) in silicon.
After presenting our spin-photon interface candidates, we provide
the fundamental chemical and structural reasons for their emer-
gence from our screening and discuss inherent challenges for
quantum defects in silicon.

RESULTS
First-principles high-throughput screening
A spin-photon interface is a color center where the spin state can be
controlled, initialized, and read out by light. We focus here on a
minimal set of necessary requirements for such a quantum defect.
First, the defect ground state needs to have a nonzero total electronic
spin (i.e., a spin multiplicity different than one). This electronic spin
state is controlled by light excitation and emission through photo-
luminescence (PL). This requires the defect to have excited states
accessible optically in a technologically relevant wavelength. Here,
we target the SWIR wavelength compatiblewith silicon photonics of
at most 1700 nm (i.e., at least 700 meV or 5646 cm−1), amenable to
fiber-optic transmission and standard IR detectors. Optical emis-
sions need to be allowed and bright, implying that the radiative life-
time of the excited state should be short. Additional requirements
are for the defect emission to occur mainly through the zero-
phonon line (ZPL) peak and to have a minimal amount of
phonon-sideband emission (i.e., a low Huang-Rhys factor). Note
that these requirements are necessary but not sufficient. For
example, the optical and spin coherence and the ease of control
and nanofabrication are also important, but the primary require-
ments we have outlined rely on properties that can be assessed on
a large scale by first-principles computations. Notably, the results
we will present here show that our limited screening criteria are
already quite restrictive in selecting defect candidates.

We consider three “simple” defects (in contrast to complex
defects) possible in silicon: substitutional, tetrahedral interstitial,
and hexagonal interstitial defects (see Fig. 1) using a set of 56 ele-
ments identified as easily ion-implantable (see Materials and
Methods). The rare-earth elements were excluded from our high-
throughput study due to the challenges posed by the treatment of
f electrons in DFT (42). We note that this results in the omission of
erbium, which has been extensively studied for its emission in the
telecom C-band range (43). Recently, Gritsch et al. (44) demonstrat-
ed that erbium can be reproducibly incorporated into silicon, with a
narrow emission of less than 1 GHz. Our approach relies on a tiered
screening approach outlined in Fig. 1 to detect defects with high
brightness, appropriate ZPL energy, and low Huang-Rhys factor.
We compute these three types of defects in a range of charge
states (based on common oxidation states of the elements) at the
DFT level. This leads to a total of 1042 defect computations per-
formed entirely automatically. Certain charged defects are not

stable for any Fermi level, and we do not expect these to be achiev-
able in experiments even using nonequilibrium techniques such as
ion implantation. Our first screening is to only consider defects that
are stable for any range of Fermi level (617 charged defects remain).
For each of these stable charged defects, we use the single-particle
Kohn-Sham (KS) eigenvalues to identify the possible optical transi-
tions between occupied and unoccupied states within a spin
channel. However, neither the bandgap nor the single-particle
defect energy level is properly described by semilocal DFT (45,
46). Higher levels of theory, such as hybrid functionals [e.g., the
Heyd-Scuseria-Ernzerhoff (HSE) functional (47)] and the GW ap-
proximation, can provide more accurate single-particle energy
levels but at a higher computational cost. Here, we use the
“single-shot hybrid functional” approach (HSE0 hereafter) where
the DFT wave functions are applied to the HSE Hamiltonian
without further iteration (see Materials and Methods). This
single-shot HSE approach provides a substantial improvement to
DFT single-particle energies for only a marginal increase of compu-
tational cost (around 5% of computational overhead from DFT).
The technique is closely related to the single-shot GW approach
(i.e., G0W0) for which the quasiparticle energies are computed on
top of the DFT wave functions. The HSE0 approach offers an excel-
lent compromise between accuracy and computational cost as out-
lined in the Supplementary Materials (see fig. S1) and has been used
successfully in the past on defects but never in a high-throughput
context (48). In addition, for each optical transition between an oc-
cupied and an unoccupied single-particle energy level, we compute
the transition dipole moment (TDM) μ ∝ 〈ψi∣r∣ψf〉 at the DFT level
to assess the radiative lifetime of the excited state. A high TDM is an
important requirement that indicates strong emission brightness.
We also used the HSE0-corrected single-particle energies to assess
the total spin of the defect, and we focus on defects in a nonsinglet
state (total spin S ≠ 0). This first screening identifies promising
defects that we follow up with full ionic and electronic relaxation
at the HSE level to obtain the ZPL and Huang-Rhys factors. More
details on the high-throughput screening are available in Materials
and Methods.

Fig. 2A plots the TDM versus the lowest optical transition energy
for all stable nonsinglet charged defects in our database computed at
the HSE0 level. The size and color of the data points relate to their
charge stability (the extent of the Fermi level within the bandgap
where the charge state is stable) and the stability of the defect struc-
ture (interstitial versus substitutional), respectively. The plots in-
cluding singlet (S = 0) charged defects are available in fig. S2. For
comparison, we highlight in Fig. 1 two defects previously consid-
ered as spin-photon interfaces in silicon: the T center and the SeþSi
defect. The T center is not in our dataset as it is a complex defect
made of carbon and hydrogen. The SeþSi and T center show attractive
TDMs (1.75 and 3 D at the DFT level, respectively). SeþSi operates,
however, at a low excitation energy (0.59 eV), while the T center is
closer to our target (1.024 eV). Despite the small computational cost
for HSE0 and the few approximations involved (e.g., lack of relaxa-
tion of the excited state), we note that the excitation energies for
these two known defects compare reasonably well with the experi-
mental ZPL of 427 and 935 meV for the SeþSi and T center (10, 15).

A general anticorrelation is observed between TDM and transi-
tion energy as larger excitation energies lead to lower TDMs and
hence dimmer optical transitions. Defects combining a high
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TDM and a large emission energy are therefore rare. Setting a
threshold of 700 meV excitation energy and a TDM of at least 2
D, we find 19 defects among our 617 stable charged defects (see
table S1). As an illustration of the type of defects selected, Fig. 2B
shows the single-particle energies for three selected defects: K0

Si, Fe0
i ,

and Nb�Si. It is envisaged from the single-particle energies that the
transition can take place from a localized defect state within the gap
to a delocalized host-like state in the form of a bound exciton. The
vast majority of the 19 defect candidates are excited as defect-bound
excitons.

For these 19 candidates, we refine our screening and run full
ionic and electronic relaxations with the fully self-consistent HSE
calculations. The single-particle levels with respect to the band
edges are plotted in fig. S3. Only seven defects combine a high
TDM and a high transition energy (i.e., single-particle transition
energy over 800 meV): Fe0

i , Tiþi , Zrþi , Ru0
i , Nb�Si, Ni�Si, and Na0

Si.
The rationale for setting the threshold at 800 meV includes the in-
herent errors in the computed ZPL and the lack of electronic and
ionic relaxation of the excited state, which makes these transition
energies overestimate the ZPL by at least 100 meV (see section S2).

For many other defects, the electronic structure obtained with
HSE0 is close to the full HSE results, but the excitation energies
remain too low (<800 meV) to make them likely to offer an appeal-
ing ZPL: Mn0

i hex, Co2�
Si , Cu2�

Si , I2þSi , K0
Si, Rb0

Si, Pd0
Si, Pd�Si, and Ta�Si. We

find that a reorganization of energy level happens when full HSE is
performed for a few defects: Coþi , Mn0

Si, and N�i . This stresses the
importance of using a tiered screening approach and validating our
single-shot HSE computation with further full HSE computations.

We compute the ZPL and formation energy versus Fermi level
for the seven best candidates identified above, as presented in
Table 1 and fig. S5. The ZPL was computed by relaxing the structure
and imposing the occupation of the lowest unoccupied state follow-
ing the constrained-HSE approach (see Materials and Methods).
We note that HSE has shown good performance in predicting

ZPL for quantum defects in diamond, silicon carbide, and silicon
(17, 49). The computed ZPL for a series of defects in silicon—G
center, T center, SeþSi, W center, and the C center—are all within
100 meV from the experimental value (see table S2) (10, 14, 15,
39, 41, 50, 51). Among the seven candidates, all the ZPLs are
higher than 700 meV, except for Zrþi , which sits at 666 meV. The
full HSE computations confirm that these defects are all excited
through an electronic transition between a localized state and a
host-like state forming a defect-bound exciton. The excited electron
is promoted either from a localized defect state to a conduction-
band state (donor-bound exciton) or from a valence-band state to
a localized defect state (acceptor-bound exciton). For instance, the
Fe0

i donor-bound exciton is formed by a delocalized electron at-
tracted by the potential induced by a Feþi charged defect.

When considering defects excited through bound excitons, we
need to keep in mind a competing process that could destabilize
the exciton. The electron or hole in the bound exciton perturbed
host-like state could be released and freed as a free electron or
hole. This corresponds to the breaking of the exciton. For instance,
in the case of iron, the bound exciton composed of an electron
bound to Feþi could break and lead to Feþi and a free electron.
How favorable this ionization process is can be computed by com-
paring the ZPL to the relevant charge transition level (obtained
from defect formation energy plots). This provides an estimate of
the exciton binding energy. We have computed the exciton
binding energy for our seven defect candidates as reported in
Table 1. For all defects but Nb�Si, Ni�Si, and Na0

Si, the exciton is
stable (at low temperature) given the positive binding energy. The
instability of the negatively charged donor-bound exciton (i.e., Nb�Si
and Ni�Si) is not unexpected. Here, the exciton would be formed by
an electron bound to a neutral defect (Nb0

Si or Ni0Si). The absence of
electrostatic energy binding the electron to the neutral defect ex-
plains the instability of the exciton. By contrast, neutral defects
such as Fe0

i or positive defects such as Tiþi can stabilize a donor-
bound exciton through the attractive Coulomb interaction
between the bound electron and the positively charged defect
(either +1 or +2).

Most promising spin-photon interface defect candidates
After this extensive screening, we have found three defect candi-
dates of interest for spin-photon interface: Ru0

i , Fe0
i , and Tiþi .

Fig. 3 shows the formation energy versus Fermi level and the
single-particle levels for all our candidates at full HSE level; see Ma-
terials and Methods for details. The defect-bound exciton nature of
the excited state of these defects is again noticeable. The range of
stability of the required charged state within the Fermi level is
large for all defects, indicating that they should be relatively easily
formed in the right charged state. The Tiþi will be favored in insu-
lating silicon avoiding highly n- or p-type–doped host. Ru0

i and Fe0
i

will form in either insulating or n-type–doped silicon.
The TDM of these defects is technologically attractive from 1.86

to 1.15 D, higher than that of the T center (0.43 D with the same
level of theory). The radiative lifetime estimated from these TDM
are between 0.40 and 0.89 μs, which are lower than the T center
(5 μs) but still not as low as that of the NV center in diamond
(around a few nanoseconds) (52, 53). We note that the computed
radiative lifetime using this approach (SeþSi: 1 μs, T center: 1.3 μs,
NV center in diamond: 4.4 ns) gives reasonable agreement with

Fig. 1. Workflow for screening quantum defects in silicon for spin-photon in-
terface. Three types of simple defects were considered in this work, including sub-
stitutional, tetrahedral interstitial (Td), and hexagonal interstitial (D3d).
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experimental measurements (SeþSi : 0.9 μs, T center: 5 μs, NV center
in diamond: 12 ns) especially when taking into account the chal-
lenge in estimating radiative lifetime experimentally (10, 28, 39,
52). The approach gives at the very least an estimate of the order
of magnitude of the radiative lifetime and distinguishes defects
with fast radiative recombination rate such as the NV center from
slower rate defects such as the T center.

The Tiþi and Fe0
i interstitial defects are energetically favored

versus their substitutional counterparts and should be relatively
easy to form (see fig. S6). For ruthenium, while the interstitial
defect is of interest, the substitutional configuration is energetically
favored. This defect could, however, potentially be made interstitial
through ion implantation, which is known to be able to produce
nonequilibrium defect configurations. For these three defects, the
D3d interstitial site is unstable and will relax to the Td configuration.

We have also computed the full PL spectra including phonon
sidebands and the Huang-Rhys factor for Tiþi , Fe0

i , and Ru0
i (see

fig. S7). The phonon sidebands are remarkably weak for all
defects. The Huang-Rhys factor measures the average number of
phonons participating to the emission and is computed to be
0.18, 0.32, and 0.36, respectively. These are much lower than the
computed Huang-Rhys factor for the NV center, which is 3.76
(54, 55). A lower Huang-Rhys factor will lead to lower losses
through the phonon sideband during emission and is advantageous
technologically. We hypothesize that simple interstitial or substitu-
tional defects might have lower Huang-Rhys factors than complex
defects due to their lower number of internal degrees of freedom.
This might be an inherent advantage of simple defects versus

complex defects. The previously known SeþSi substitutional
quantum defect shows a calculated Huang-Rhys factor of about
0.70 (see fig. S7). Jahn-Teller (JT) distortions are present for the
excited states of the three defect candidates. The symmetry of the
defect lowers from Td to D2 during the relaxation of the excited
state. For the NV center in diamond, the presence of a dynamical
JT effect has been well documented (56, 57). When computing
excited states, the dynamical JT effect is often modeled by keeping
the symmetry of the ground state by imposing partial occupation of
the degenerate orbitals (54). The difference in energy between the
JT and non-JT distorted excited state is the JT stabilization energy
(EJT = Emin − ETd) and is computed within HSE to be 11.5, 29.1, and
11.8 meV for Tiþi , Fe0

i , and Ru0
i , respectively. These values are

smaller compared to that of the NV center in diamond (41.8
meV) (58), indicating that dynamical JT effects could be possible
for these defects as well. For the PL spectra, we note that the
authors have used both the JT and the non-JT distorted structure
for the excited state in various quantum defects when computing
PL spectra (55, 59–62). We have also computed the PL spectra im-
posing the non-JT symmetry and found a larger Huang-Rhys factor
for Fe and Ti and a lower Huang-Rhys factor for Ru (see the Sup-
plementary Materials). These Huang-Rhys factors are still much
lower than that for the NV center.

When comparing our results to experimental literature, we note
that it is not always straightforward to link a measured line or signal
in PL or deep-level transient spectroscopy (DLTS) to a specific
defect. These measurements are typically made on an ensemble of
defects and might include uncontrolled complexes. Moreover,

Fig. 2. Overview of the quantum defect database with a series of candidates highlighted. (A) TDM versus single-particle excitation energy at the single-shot HSE
(HSE0) level for the stable defects with nonsinglet spin multiplicity. The color of the circles indicates the stability of the defect in comparison to the defect configuration
with the lowest formation energy, while the size represents the stability window of the charged defect within the bandgap. The isolines mark the radiative lifetime in
microseconds. For comparison, we highlighted the T center (star) and SeþSi (diamond) that have been computed with the same level of theory. Co

2�
Si is removed from the

figure due to nonphysically large shift of the KS levels from DFT to HSE0. (B) Single-particle excitation energies at the HSE0 level of theory for a series of candidates: K0Si,
Nb�Si , and Fe

0
i . The defect levels are shown in red.
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optical data (PL or absorption) are sparser than electronic data on
silicon defects. Titanium and iron show DLTS data in agreement
with our charge transition level computations. For iron, the com-
puted charge transition levels within HSE are for the +2/0 level at
0.29 eV above the valence-band maximum (VBM), while DLTS ex-
periments report a transition level at 0.38 eV (63). This is within the
range of error seen in HSE. Optical data point out to an optical tran-
sition related to the excitation of electrons from this defect state
above the VBM to the conduction band around 750 and 780 meV
(64). This is in fair agreement with our computed ZPL at 903 meV
and is consistent with the 100-meV difference between HSE and the
experiment for the +2/0 charge transition level. Moreover, the
bound excitonic nature of this optical transition has been reported
experimentally and agrees with our computations (65). The PL lines
exhibit a Zeeman effect in agreement with our theoretical predic-
tion of a nonsinglet ground state and confirming the potential for
Fe0

i as a spin-photon interface (66). We note that there are some
discussions in the literature about the assignment of this line to
Fe interstitial in view of isotope shift data (64, 67). For titanium,
we have a +2/+1 level at 0.13 eV according to HSE, which compares
reasonably well to the electronic transition measured at 0.28 eV ex-
perimentally (63). We, however, did not find reliable experimental
optical absorption or PL data for titanium. For both iron and tita-
nium defects, we see that despite being common transition metals,
the optical properties of these defects are not always clear. Many of
these previous experimental results have important uncertainty that
we hope the recent experimental developments in high-resolution
spectroscopy using potentially 28Si-enriched samples and measure-
ment of individual defects in silicon could clarify (10, 12, 14, 68–70).
A direct comparison between the experiment and our results on ru-
thenium interstitial is more difficult as we expect the substitutional
defect RuSi to be the most stable (see fig. S6). We note that the
limited DLTS data on ruthenium in silicon are even not consistent
with our computations for the substitutional defect. Our HSE0 com-
putations do not show any defect level in the bandgap, while the
DLTS results indicate a series of deep levels (see the Supplementary
Materials and fig. S9C) (69). These experimentally measured defect
levels are likely due to complexes. We note that in SiC, a PL signa-
ture attributed to interstitial ruthenium has been observed despite
its higher formation energy compared to the substitutional config-
uration as in silicon (71). This suggests that the ruthenium

interstitial defect could be produced despite its energetic preference
for a substitutional position.

The number of defect candidate is notably limited, i.e., only 3
from a pool of 1024 charged defects. This stresses the challenge in
discovering high-performance spin-photon interfaces in silicon and
motivates the use of computational screening techniques. In addi-
tion, further computational efforts using techniques that are not yet
high-throughput would further clarify the properties of these prom-
ising defects (72–75). Our work calls for experimental efforts toward
the realization of these three defect candidates especially Fe0

i and
Tiþi . Challenges in their realization could lie in the competing for-
mation of complex defects as well as the optimization of the ion-im-
plantation conditions and annealing process. Iron is known to have
a much higher diffusion in silicon than titanium and could require a
more careful tuning of the annealing conditions (76, 77).

We have not estimated potential nonradiative processes that
could compete with radiative decay and lower the quantum yield.
These processes are often complex to fully characterize and will
require further efforts combining theory and experiments. These
defect candidates could have different ranges of operating temper-
ature depending on their precise spin-phonon relaxation and bound
exciton stability. We also do not know the nature or existence of any
intersystem crossing, but the nonzero spin systems can be read out
using resonant PL excitation at cryogenic temperatures. For
quantum repeater applications, this readout mechanism provides
higher contrast than intersystem crossing and is the preferred
method for NV center, the silicon divacancy in diamond, and
other systems at cryogenic temperatures (78).

DISCUSSION
Using high-throughput computational screening, we identified a
series of potential spin-photon interface candidates in silicon.
Beyond the discovery of specific new quantum defects, our
dataset can be used to discuss the general trends and limits in prop-
erties for simple defects in silicon and to further understand the in-
herent chemical and structural reasons leading to high-
performance spin-photon interfaces.

Favored interstitial defects: D3d versus Td
The symmetry of the point defect has important implications on its
spectral properties. The absence of an electric dipole in

Table 1. Kohn-Sham level difference (ΔKS), zero-phonon line (ZPL), transition dipole moment (TDM), the relevant charge transition level (CTL) with
respect to EVBM, bound exciton stability (BES), and the nature of excitation of the seven best simple defect candidates that were screened. All reported
values are computed in a 512-atom cell and at the HSE level.

Defect ΔKS (eV) Total spin ZPL (meV) TDM (Debye) CTL (eV) BES (meV) Nature of excitation

Tiþi 1.04 3/2 939 1.86 0.130 (+2/+1) 45 Donor

Zrþi 0.81 3/2 666 3.01 0.263 (+2/+1) 666 Donor

Fe0i 0.98 3/2 903 1.59 0.291 (+2/0) 211 Donor

Ru0i 1.10 1 791 1.15 1.10 (0/−1) 311 Acceptor

Na0Si 1.03 3/2 973 0.93 0.363 (+1/0) −222 Donor

Nb�Si 0.97 1 908 1.09 0.642 (−1/−2) −436 Donor

Ni�Si 0.92 3/2 870 1.01 0.592 (−1/−2) −348 Donor
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centrosymmetric defects reduces their coupling to electric fields,
making them immune to spectral diffusion. This is an important
technological advantage that motivated the interest in the silicon
divacancy in diamond (79, 80). Among the three types of simple
defects considered in our study, both the interstitial tetrahedral
and the substitutional defect have a Td point group, which is non-
centrosymmetric. The hexagonal interstitial on the other hand has a

centrosymmetric D3d point group. Unfortunately, we only identi-
fied one hexagonal defect Mn0

i hex combining attractive optical prop-
erties and spin multiplicity. However, the excitation energy for
Mn0

i hex is rather small (560 meV) with a TDM of 2.6 D (see fig.
S3). This defect is comparable to the SeþSi defect but with the advan-
tage of centrosymmetry that would increase its optical coherence.
Our study indicates that the hexagonal defect configuration is rare

Fig. 3. The defect formation energies, single-particle defect level diagrams, and the charge density for the relevant bands for the three defect candidates. For
simplicity, we only plot the defect levels in the gap for (A) Tiþi , (B) Fe

0
i , and (C) Ru

0
i . The localization of the defect levels is represented by the inverse participation ratio (see

the Supplementary Materials for details). The charge density for the localized orbitals are shown with an isocontour value of 0.0005 Å−3, and the delocalized orbitals are
shown with a value of 0.00008 Å−3.
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with only 60 hexagonal interstitial charged defects in our database.
For most of the elements and charged states, a defect initialized in a
hexagonal position relaxes to a tetrahedral interstitial position. Even
when the relaxation keeps the defect hexagonal, the tetrahedral site
is still lower in energy for most of the defects (including Mn0

i hex),
indicating that the hexagonal configuration is metastable with an
energy barrier preventing the relaxation to the tetrahedral site.
Only Ni, Ir, and B show charged states in which the hexagonal con-
figuration is the ground state interstitial configuration. Our work
shows that designing a centrosymmetric defect in silicon emitting
in the SWIR would require to turn to complex defects.

Importance and limits of excitonic defects in silicon
A high radiative rate (small radiative lifetime) is also an important
technological requirement for a spin-photon interface. Known
spin-photon interface candidates in silicon have longer radiative
lifetime than their counterparts in diamond. The T center and
SeþSi show, respectively, a reported experimental radiative lifetime
of 0.94 and 0.9 μs in agreement with theoretical results obtained
with HSE (10, 39, 41, 81). These values are much larger than the
radiative lifetime for the NV center in diamond, which is in the
order of the nanoseconds. Our best defect candidates also show
longer radiative lifetime in par with the T center and SeþSi . This
raises the question of how fundamental this higher radiative lifetime
is in silicon. The radiative lifetime (τ) depends not only on the TDM
(μ) but also on the frequency of the optical transition (ν) and the
refractive index (nr): τ� 1 ¼

nrð2πÞ3ν3jμj2

3ε0hc3
, where ε0 is the vacuum per-

mittivity, h the Planck constant, and c the speed of light. Diamond is
the most common host for quantum information science, with the
NV center being by far the most studied quantum defect. Moving
from diamond with a refractive index of 2.4 to silicon with a refrac-
tive index of 3.8 increases radiative rate and lowers lifetime.
However, moving from an optical transition in the visible spectrum
such as 1.96 eV in NV in diamond to the SWIR around 900 meV
increases the lifetime (i.e., reduces radiative rate). Both effects to-
gether increase the radiative lifetime by a factor of 6 for silicon
versus diamond for two defects with the same TDM. This is an in-
herent drawback toworking in the SWIR and with silicon. However,
a higher TDM could, in principle, make up for that inherent differ-
ence between silicon and diamond. Fig. 4 plots a histogram of the
TDM in our database. Very few defects show TDMs higher than the
5 to 6 D of the NV center or silicon divacancy in diamond. A TDM
of around 11 D would be needed to make up for the adverse fre-
quency effect to working in the SWIR and reach radiative rates com-
parable to the NV center. Fig. 4 shows that it is very unlikely to
attain such a large TDM with simple defects in silicon. Moreover,
as shown in Fig. 2A, the anticorrelation between optical transition
energy and TDM indicates that these high TDM defects are far from
being in the SWIR. We hypothesize that the relatively low TDMs are
related to the defect-bound exciton nature of many excited states in
our dataset. Excitations through bound excitons involve wave func-
tions of very different character (localized versus delocalized)
leading to low overlap in general (39). Fig. 4 supports this analysis
by showing a clear difference in TDM distribution for excitation
identified as bound exciton. While our data are limited to simple
defects, this suggests that defects in silicon might be inherently
dimmer than in diamond. While not insurmountable as shown

by the recently developed defects in silicon (10, 15, 82), this
finding has important technological implications.

While bound excitons lead to lower TDMs and longer radiative
lifetime, our study stresses their importance for quantum defects in
silicon. All our spin-photon interface candidates are excited
through bound excitons when we require optical transitions in
the SWIR. The only defect candidate that shows transitions
between localized states in the gap is the iodine substitutional I2þSi .
This defect shows a large TDM of 5 D, but its optical transition at
690 meV is slightly too low to be technologically appealing (see fig.
S3). The difficulty in finding defects optically active using only lo-
calized defect states without involving host-like states in silicon can
be easily rationalized by its small bandgap (12). We note that work
from Lee et al. (37) surveying certain transition metals in silicon for
quantum defects only identified defects with vertical optical excita-
tions lower than 600 meV. Our work identifies a series of candidates
with higher ZPL energy (from 791 to 939 meV) and longer SWIR
wavelength for emission. The discrepancy between the two studies
comes from the different criteria used. We included defect candi-
dates that are not triplet (e.g., doublet), and more importantly, we
allowed for defects that would be excited through defect-bound ex-
citons. This indicates that relaxing our criteria on the nature of
defect states in hosts’ bandgap might be crucial to the discovery
of quantum defects in silicon (39).

Chemical trends in 3d interstitial defects
Turning on to the type of chemistry leading to attractive quantum
defects, we find that interstitial transition metals are among the
most interesting with Tiþi , Fe0

i , and Ru0
i within our top candidates.

We can wonder why among all the possibilities, these transition
metals and these charge states lead to exceptional properties. Inter-
stitial tetrahedral defects are more favorable energetically than sub-
stitutional defects for most of the 3d transition metals except Zn, as
shown in fig. S6. Both substitutional and interstitial defects are in a
Td point group and form e and t2 defect levels according to ligand
field theory (83–86). The single-particle energy levels for the series
of 3d transition metals interstitial defects from Ni to Ti are plotted
in Fig. 5 at the single-shot HSE level for the neutral charge state. The
raw data are available in fig. S8A. A molecular diagram suggested by
Beeler et al. (83) and following ligand-field theory is also plotted in
Fig. 4, indicating that the d states from the transition metal mixes
with the e and t2 state from the silicon host. This simplified molec-
ular diagram does not include spin-splitting. The highest atomic
number Z element of the series Ni has entirely filled t2 and e
states that are all below the silicon valence band preventing
optical activity. As we go to the left of the periodic table (from Ni
to Ti) and the atomic number Z decreases, electrons are removed,
and the atomic d states get higher in energy. The increase in energy
of the d states moves the t2 and e levels up and make the e levels
move within the bandgap. While nickel does not show any possible
optical transition to defect levels, cobalt with its e level within the
gap can be a potentially optically active defect. When more electrons
are removed reaching to Fe0

i , the e state shifts further and reaches the
conduction band, while the t2 state moves up in the gap above the
valence band. For Fe0

i , the t2-to-e transition is relatively high in
energy, leading to a technologically attractive ZPL within the
near-IR. Moving to Mn and Cr moves the t2 states closer to the
middle of the bandgap, shifting the optical transition to higher
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wavelength with less appeal for applications. A strong change in
total spin happens when moving to V, which becomes low spin
but still shows excitation energies (i.e., t2 to conduction band)
that are on the low side. Last, Ti leads to the t2 states moving
further to the middle of the gap, making the lowest energy excitation
again too small to be of interest. We can see that for neutral 3d tran-
sition metal interstitials, Fe is in the “sweet spot,” where the e and t2
levels are close to the valence and conduction bands, leading to an
optical transition of high energy. While our analysis is based on
neutral defects for the sake of simplicity, we can use it to suggest
charged defects with appealing electronic structures. Notably, Tiþi ,
which is another of our candidates, brings exactly the same filled t2-
to-e transition as in Fe0

i if one electron is removed from the Ti0i
defect (see Fig. 4). Along the same line, other charged defects can
be proposed, such as V2þ

i , as shown in fig. S9. However, V is unsta-
ble in the +2 charge state and was therefore excluded in our screen-
ing. To summarize, we rationalize the interest of the Fe0 and Tiþi
interstitial defects as they offer among all 3d transition metals a
unique position of their e and t2 states, leading to high excitation
energy and SWIR emission.

Chemical trends in 4d and 5d interstitial defects
A similar analysis can be performed for the 4d series (Pd to Zr), as
illustrated in Fig. 6 (cf. fig. S8B for the raw data). There, we see that
the e–to–conduction band transition suggested for cobalt in Coþi
can be mimicked for Ru0

i . The t2-to-e transition found in Fe0
i is,

on the other hand, present in the neutral Mo0
i . The Mo0

i ground
state is a singlet (S = 0) but shows an attractive excitation energy
(0.99 eV) with a bright emission (1.92 D) at the HSE level (fig.
S9D). This defect could still be of use as single-photon emitter

but not as spin-photon interface. While not the focus of the
present study, Mo0

i is probably worth experimental investigation
as it shows properties in par with the G center, one of the most in-
teresting singlet quantum defect in silicon (12, 50, 87). As in the 3d
series, the removal of electrons in neutral 4d defects can lead to
charged defects with the same t2-to-e transition found in Fe0

i or
Ti0i—as expected, we find that this is the case for one of our candi-
dates, Zrþi ; however, its ZPL is on the low side (666 meV). This
would also be the case for a hypothetical Nb2þ

i , which, similar to
V2þ

i , shows a very attractive electronic structure but is unstable
(see fig. S9A). When considering 5d elements, we find a similar elec-
tronic structure for Hfþi as Zrþi but with even lower optical transi-
tion energies. For the later 5d transition metals in our dataset (i.e.,
Os and Ir), the presence of a 6s state in the bandgap prevents attrac-
tive first excitation as the d-to-s transition is forbidden (fig. S9D).

Fig. 4. Histogram showing the landscape of TDMs of the excitations for all the
stable, nonsinglet defects. We classified the bound-excitonic and intra-defect
transitions using the inverse participation ratio.

Fig. 5. Single-particle levels that are computed at the single-shot HSE (HSE0
level for 3d transitionmetal series in the tetrahedral interstitial configuration
for the neutral charge state. The defect levels are represented by the t2 and e
symmetry due to the Td point group.
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The second excitation is, however, allowed and in an interesting
energy range. For instance, Os0i shows a second excitation at 0.93
eV just above the dipole forbidden 0.82 eV excitation at the full
HSE level. Thus, this emitter could operate but with a dark state
that might be detrimental to efficiency. In addition, as for Mo0

i in
the singlet 4ds, W0

i is an attractive singlet in the 5ds (fig. S9D).

Substitutional transition metal and nontransition
metal defects
The substitutional transition metals can be similarly analyzed, and a
full discussion is provided in the Supplementary Materials. While
the substitutional transition metals can have attractive energy
levels well positioned with the gap, they appear for negatively
charged defects that are unstable as donor-bound excitons. The
electron count in the interstitial case on the contrary can lead to ad-
equate excitation in neutral or positive charge states, which favor the
stability of the donor-bound exciton. The interstitial transition
metals are therefore extrinsically more interesting when looking
for quantum emitters in silicon.

The only nontransition metal selected in our shortlist of seven
potential candidates is the Na0

Si (see Table 1). This defect was select-
ed because of a possible transition between three degenerate defect
states to the conduction band as shown in fig. S3. The unstable
bound exciton excluded this defect for further consideration, but
it is remarkable that these three defect states are not related to
any alkali levels. The closest alkali levels are just below the valence
band. The three defect states are localized on the silicon neighbors
to the sodium substitutional. We relate these defect states to the

strain induced by the alkali. This effect is observed with potassium
and rubidium as well (see fig. S3).

We did not find any interesting quantum defect candidates from
main group elements. We recovered the previously studied SeþSi, but
it was excluded in our screening because of its inappropriate emis-
sion wavelength (15, 81). Here, the selenium substitutional defect
can be seen as a Se6+ substituting on Si4+ with one electron left.
We note that Abraham et al. (88) suggested that reproducing this
electronic configuration could be considered using interstitial
alkali-earth that have a +2 oxidation state and could be made in a
multiplet +1 charged state. The experimental study of Abraham
et al. on Mg interstitials in silicon, however, did not show any PL.
Our database indicates that the alkali-earth series Be, Mg, Ca, Sr,
and Ba in interstitial position do not show levels that are adequately
positioned with respect to the band edges (see fig. S10). The best
contender is BeþSi , but it does not show strong TDM (much lower
than SeþSi) and a transition energy that is still too far in the IR.
This last example on alkali-earth interstitial illustrates how access
to a database of computed defect properties can help identify or
rule out proposed defects following certain design guidelines.

While silicon has become an emerging host for optically con-
trolled quantum defects, an optimal color center to use as a spin-
photon interface is still under active search. We have used high-
throughput computational screening to identify a handful of
defect candidates among a database of more than 1000 simple
charged defects in silicon. The emergence of specific tetrahedral in-
terstitial transition metals (i.e., Fe0

i , Ru0
i , and Tiþi ) was rationalized

through the positions of their defect-induced t2 and e states. The use
of a single-shot HSE0 approach was critical in scaling up our screen-
ing to thousands of charged defects without compromising the
overall accuracy. We found that the defects offering strong optical
emission at a technologically relevant wavelength are rare and
involve states close to the band edges forming defect-bound exci-
tons. The excitonic nature of these defects and our dataset suggest
that silicon defects might be intrinsically dimmer than defects in
diamond. Our work motivates further experimental and theoretical
investigations of the unique identified defect candidates and out-
lines an effective high-throughput approach to future screening
for quantum defects including complexes in silicon and other hosts.

MATERIALS AND METHODS
We considered 56 elements that are ion implantable, as highlighted
in the periodic table in fig. S6. This collection covers most of the
elements except the rare-earth, the noble gas, and some of the 5d
elements. All defect computations at DFT level were performed
using the automatic workflows that are implemented in the
atomate software package (22, 89, 90). The DFT calculations were
performed using Vienna Ab-initio Simulation Package (VASP)
(91, 92) and the projector-augmented wave method (93) with the
Perdew-Burke-Erzhenhoff (PBE) generalized gradient approxima-
tion (GGA) functional. To simulate charged defects, we applied
the spin-polarized computations and used a supercell size of 216
atoms. Cutoff energies of 520 eV were used for the plane-wave
basis, and only the Γ point was used to sample the Brillouin zone.
The defect structures were optimized at a fixed volume until the
forces on the ions are smaller than 0.01 eV/Å. After these DFT com-
putations, we applied the HSE (47) hybrid-functional calculations

Fig. 6. Single-particle levels that are computed at the single-shot HSE (HSE0)
level for 4d transitionmetal series in the tetrahedral interstitial configuration
with neutral charges.
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but in a single-shot fashion (HSE0) to all the defects in the database
for improved descriptions of single-particle levels at a considerably
reduced computational cost compared to the full HSE. Using the
defect structures in 216 atoms that are optimized at the DFT level,
we carried out the perturbative single-shot approach in which the
single-particle eigenvalues are calculated using the PBE wave func-
tions. We used the standard 25% Fock exchange in these single-shot
calculations. We note that the HSE0 bandgap of Si is 1.18 eV, in
good agreement with full HSE results. Here, we report the relevant
VASP input tags to perform the single-shot HSE0 calculation:
ALGO = Eigenval, LHFCALC = True, HFSCREEN = 0.2, AEXX
= 0.25, ICHARG = 1, NELM = 1.

For the 19 screened quantum defect candidates, we applied the
fully self-consistent HSE hybrid functional with 25% exact ex-
change. We further increased the supercell size to 512 atoms, with
a reduced plane-wave basis cutoff energies of 400 eV and a Γ only k-
point. We performed the relaxations using a force criterion of 0.01
eV/Å. The HSE functional provides an accurate bandgap of 1.114
eV for silicon, which is in excellent agreement with the measured
bandgap of 1.17 eV at 0 K. For all defect computations, symmetry
was not imposed.

The defect formation energies were analyzed using PyCDT (32).
We computed the formation energy of each charged-defect state as a
function of the Fermi level Ef (94, 95):

Eform½Xq� ¼ Etot½Xq� � Ebulk
tot �

X
niμi þ qEf þ Ecorr ð1Þ

where Etot[Xq] and Ebulk
tot are the total energies of the defect-contain-

ing supercell (for a given defect X in the charge state q) and the bulk,
respectively. The third term represents the energy needed to ex-
change atoms with thermodynamic reservoirs where ni indicates
the number of atoms of species i removed or added to create the
defect, and μi is their corresponding chemical potential. The
fourth term represents the energy to exchange electrons with the
host material through the electronic chemical potential given by
the Fermi level. Last, the last term is the finite-size correction ac-
counting for the spurious Coulomb interactions under periodic
boundary conditions (96, 97).

The ZPL energy is defined as the difference between the energy
of the excited state and that of the ground state. We obtained the
total energy of the excited states for the relaxed defects through
the constrained-HSE method that forces the occupation of the un-
occupied single-particle states. This methodology has been shown
to give ZPLs within 100 meV from the experiment for defects in
diamond and silicon (39, 98, 99). When searching for the most rel-
evant excited states, we consider the transitions that give the small-
est energy difference while also allowing an energy window of up to
100 meV to take into account the errors and band degeneracy. For
all the possible transitions that were identified in the described
process, we further compute the TDM, and the pair of initial and
final bands that give the largest TDM are identified as the most rel-
evant defects. The TDM measures the tendency of the transition
between the initial and final states, and it was calculated using the
wave functions from VASP and analyzed by the PyVaspwfc package
(100). For a single k point, the TDM is defined as

μk ¼
iħ

ðεf ;k � εi;kÞm
hψf ;k jp jψi;ki ð2Þ

where εi,k and εf,k stand for the eigenvalues of the initial and final

states,m is the electron mass, ψi and ψf stand for the initial and final
wave functions, and p is the momentum operator. We note that the
optical TDM can also be computed from the derivative of the wave
functions, which is provided in the VASP optical calculations. We
carefully examine few systems and compared the results of py-
vaspwfc and from WAVEDER from VASP. The results show excel-
lent correspondence between these methods. The detailed
benchmark is given in fig. S11.

PL spectra were computed following the procedure of Alkauskas
et al. (55) with a mixed GGA + HSE approach. In this mixed ap-
proach, the ground and excited state structures are fully relaxed at
the HSE level, while the phonons are calculated within GGA for a
carefully optimized GGA groundstate structure. This approach has
been successfully used for the NV center providing excellent agree-
ment between the computed and experimental Huang-Rhys factor
(55). Using only GGA for both structure relaxations and phonon
calculations has been shown to underestimate the experimental
Huang-Rhys factor of the NV center by about 20% (54). Here, we
found that the values for the Huang-Rhys factors with GGA only are
similar to those of the mixed GGA + HSE approach reported in
Results. Namely, the GGA-only Huang-Rhys factors are 0.15,
0.12, and 0.27 for Tiþi , Fe0

i , and Ru0
i , respectively. The defect struc-

tures were simulated in a 512-atom cell. This supercell size has been
demonstrated to yield good convergence of the Huang-Rhys factor
of the NV center (54, 55). The phonons of the ground and excited
states were assumed to be identical within the so-called equal-mode
approximation (54). The phonons (phonon frequencies and eigen-
vectors) were calculated within the finite-displacement method in
the harmonic approximation using the Phonopy package (101).
To this end, the ground state structure was first carefully relaxed
with GGA until forces were smaller than 0.001 eV/Å. The atoms
in the relaxed structure were then systematically displaced (atomic
displacement magnitude was set to 0.01 Å), and the restoring forces
were computed with VASP. The calculated forces determine the
atomic force constants from which the dynamical (Hessian)
matrix is formed. Diagonalizing the dynamical matrix yields the
phonon eigenfrequencies and eigenvectors that are key ingredients
to calculating the phonon sidebands of the PL spectra (55). A
Gaussian broadening of 2 meV was used for the PL spectra plots
in fig. S7. The ZPL positions were set to the values reported in
Table 1. We achieve the non-JT distorted Td excited state by
equally occupying the triply degenerate t2 states of Tiþi and Fe0

i
with two electrons (23,

2
3,

2
3 occupation) and the doubly degenerate

e states of Ru0
i with a single electron (12,

1
2 occupation).

Supplementary Materials
This PDF file includes:
Sections S1 to S3
Figs. S1 to S11
Tables S1 and S2
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