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Abstract 

Controlled release of CO2 into the soil and atmosphere is performed to test detection and 

monitoring tools, for which several field laboratories were established by a number of 

institutions worldwide. Numerical simulations of CO2 behavior in the shallow subsurface 

region are another form of validation and verification of the leakage pathways and 

destinations. These studies aim to improve monitoring and verification of CO2 in case of 

unexpected leakages, for public assurance. In this work we present the results of a numerical 

modeling study conducted to simulate the injection of CO2 as carried out during a field test in 

Viamão, southern Brazil, where 20 kg/d of CO2 were pumped for 30 days through a vertical 
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well 3 m below ground in a altered granitic soil. Multiphase flow simulations were performed 

with the TOUGH2/EOS7CA software for unsaturated porous media, using field data and 

injection parameters, including sensitivity tests to permeability direction, diffusivity, and 

boundary conditions. Results with increased horizontal permeabilities are in better agreement 

with the field observations. In this condition, mass balance calculations indicate 

approximately 90% of injected CO2 (20 kg/day during 30 days) remains in the soil after 180 

days from injection start, consistent with the measured flow through the soil-atmosphere 

interface.  

 

Keywords: CCUS; CO2; Modeling; TOUGH2; EOS7CA  



3 
 

1. Introduction 

Carbon capture, utilization and storage (CCUS) is one of the widely recognized solutions for 

minimizing carbon dioxide (CO2) concentrations in the atmosphere, either by CO2 removal or 

avoiding CO2 emissions from large-scale sources. Among the possible permanent sinks for 

the captured CO2, geological reservoirs are the most interesting ones, due to their worldwide 

availability and their immense storage capacity.1–5 The reservoirs that are currently 

considered as the most viable options - deep saline formations and depleted oil&gas 

reservoirs – have a likely estimated capacity of over a thousand gigatonnes of CO2, enough 

for storing many decades of anthropogenic emissions2,6.  

Even though geological storage is already a proven technology at the scale of a single site, 

new methods and tools for tracking and monitoring CO2 during and after injection, are 

constantly being developed. Nevertheless, technologies are mature enough and have been 

proven in numerous projects at different scales, demonstrating containment and compliance 

to regulations. 7–10 A variety of methods have been successfully tested, and numerical 

simulations provided validation through history-matching monitored data with remarkable 

accuracy.10–14 Monitoring and simulation tests and validations are invaluable not only for 

ensuring the reservoir itself is performing, but also for the natural and manmade environment 

that can be affected by potential leakage of CO2 from the reservoir. This includes the shallow 

surface region (soil and aquifers) and atmosphere that can be reached by leakage through 

wells or geological faults and fractures in the overlying formations.10,15 In order to better 

understand near-surface CO2 leakage behavior and related monitoring, several field-scale CO2 

release experiments have been implemented in the near-surface environment at various sites 

around the world16–22. Among the first and most important ones is the ZERT16, in Montana 

(US), where several experiments were carried out during summer periods from 2007-2014, 

using a shallow (ca. 3 m) horizontal well for CO2 release. Other relevant experiments include 
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the Ginninderra17 (Australia, 2010), with the longest running injection (up to 80 days); the 

CO2FieldLab18 in Norway (2011), one of the deepest injection wells (20 m, at 45° 

inclination) and highest injection rates; the CO2-Vadose project19, in France, where CO2 was 

injected in a limestone quarry and the PISCO223 in Spain, where CO2 was injected in 

artificially constructed tanks filled with soil. Further details and information on these 

experiments, among others, can be found in comprehensive reviews published recently by Ko 

et al. (2016)24 and Roberts et al (2017)7. 

Numerical modeling studies based on some of the previously mentioned experiments were 

performed as well. The ZERT experiment was modeled using the TOUGH2/EOS7CA 

software to predict the injection rate and design monitoring strategies.25 The same code was 

used to simulate different injection scenarios (injection rates, soil characteristics, weather 

events) within the PISCO2 project23, and also the injection of nitrogen and CO2 in the 

Maguelone site in France (as part of the SIMEx project).26 The PHREEQC  code27 was used 

to model changes in water composition with CO2 injection and dissolution during the field 

experiment at the CO2FieldLab site in Norway.28 All studies report that the simulations as an 

effective tool for validation of monitoring methods and calibration of experimental 

parameters. 

In Brazil, since 2011, two joint R&D projects have been developed under the full sponsorship 

of PETROBRAS with CO2 controlled releases in monitored field laboratories. The first one, 

the Ressacada Project, finished in 2015, while the second one (CO2MOVE Project)29 started 

in the same year in the city of Viamão (Figure 1).  
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Figure 1. Location of the two Brazilian CO2 monitoring field labs. Ressacada 
Farm in Florianópolis city is indicated by the green square and the CO2MOVE 
site in Viamão city is indicated by the red square (adapted from Melo et al.29).> 

 
 
 

The first CO2MOVE field experiment was conducted in 2016 over 60 days, of which the first 

15 days were for pre-injection surveys, followed by 30 days of CO2 injection. The last 15 

days were for post-injection measurements. The gas was injected through a vertical well at 3 

m depth, positioned in the lowest region of the site (NE), in a heterogeneous argillaceous soil 

(regolith), with rates of up to 20 kg/day. The site was extensively characterized prior to 
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injection, by drilling a series of wells (up to 10 m deep). Characterization included 

granulometric analyses of the sediments, hydraulic conductivity, and water level monitoring. 

Additional information and results of the site characterization and leakage experiment are 

described by Melo et al, 2017.  

In order to design and interpret the field CO2 release results, numerical models were used to 

simulate subsurface CO2 flows on the site. In this paper, we present the results of these 

simulations, using data obtained from the characterization of the study area and operating 

conditions of the experiment. Fluid flows were simulated using multiphase flow and transport 

equations for unsaturated porous media as implemented in the TOUGH2/EOS7CA 

software30,31. Simulations were conducted including sensitivity tests for a few conditions such 

as permeability anisotropy, diffusivity, and boundary conditions.  

2. Materials and Methods 

2.1. Numerical tools 

Simulations were conducted using TOUGH2,32 developed for solving multiphase 

multicomponent flow and transport in porous media. The specific TOUGH2 equation of state 

module used in this study was EOS7CA,30 designed for shallow unsaturated media with the 

components air, a non-condensable gas (CO2 in this case), an optional tracer, and water. The 

model grid and input was built using the PetraSim pre-processing software for the TOUGH2 

family of codes. For visualization of results, TecPlot 360 software was employed. 

2.2. Model definitions and properties 

The model geometry and properties were defined using data obtained from the Viamão field 

site.29 The modeled area is ca. 3,500 m2, and is shown in Figure 2 by the white outline.   
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Figure 2. Aerial view of the Viamão site where the CO2MOVE Project is being 
developed. The study area is highlighted in white (adapted from Melo et al.29).> 

 
 

For modeling purposes, a 3D site geological model was created using RockWorks software, 

based on stratigraphic profiles obtained from shallow characterization holes drilled in the area 

along with soil analyses. In this first stage of simulations, we approximated the system as 

being composed of five homogeneous layers with varying thickness and inclination (SW-NE 

slope), and an unconfined aquifer despite the heterogeneous character of the regolith as 

shown in Figure 3. The properties of the soil layers as measured by standard granulometric 

methods33 is presented in Table 1.  
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Figure 3. Geological model built for the study area. Colors represent different material layers. 
Numbers indicate soil sampling and/or monitoring wells (adapted from Melo et al.29)> 

 

Table 1: Soil physical properties summary. 

Material Porosity1 

(%) 

Permeability2 

(m2) 

Specific mass 

(kg.m-3) 

Clay 

content 

(%) 

Sand 

content 

(%) 

ORGANIC SOIL 0.55 4.99×10-12 400 28.3 52.1 

SAND  0.25 1.80×10-11 1400 27.6 57.7 

CLAY 0.50 3.94×10-10 1250 38.2 44.8 

SILT  0.20 1.26×10-10 1760 30.6 45.6 

ALTERED 

GRANITE 

0.11 3.79×10-11 2300 25.2 45.1 

1Estimated from granulometry using SPAW software; 2From hydraulic conductivity 

 

 

The two-phase flow properties, relative permeability and capillary pressure, are calculated 

using the model equations shown in Table 2. Some of the equation parameters were estimated 

from the clay and sand content of each layer (Table 1) using methods incorporated into the 

Soil-Water Characteristics tool of the SPAW Hydrology software, from the U.S. Department 

of Agriculture.34 
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Table 2: Multiphase flow equations and parameters determined for each layer. 

Material 

Relative permeability 
(van Genuchten-Mualem model) 

𝑘𝑟𝑟 = �√𝑆
∗ �1 − �1 − [𝑆∗]

1
𝜆�

𝜆
�
2

𝑖𝑖 𝑆𝑟 < 𝑆𝑟𝑙

1 𝑖𝑖 𝑆𝑟 ≥ 𝑆𝑟𝑙

 

 

𝑘𝑟𝑟 = �
1 − krl 𝑖𝑖 𝑆𝑟𝑟 = 0

�1 − �̂��2�1 − �̂�2� 𝑖𝑖 𝑆𝑟𝑟 > 0
 

 
𝑆∗ = (𝑆𝑟 − 𝑆𝑟𝑟)/(𝑆𝑟𝑙 − 𝑆𝑟𝑟) and 
�̂� = (𝑆𝑟 − 𝑆𝑟𝑟)/(1 − 𝑆𝑟𝑟 − 𝑆𝑟𝑟) 

Capillary pressure 
(van Genuchten model) 

 

𝑃𝑐𝑐𝑐 = −𝑃0 �[𝑆∗]−
1
𝜆 − 1�

1−𝜆
  

 
𝑆∗ = (𝑆𝑟 − 𝑆𝑟𝑟)/(𝑆𝑟𝑙 − 𝑆𝑟𝑟) 

λ Slr Sls Sgr λ Slr 1/Po Pmax Sls 

ORGANIC 

SOIL 
0.31 0.41 1 0.05 0.31 0.4 5.0x10-5 1.499x106 1 

SAND  0.2 0.36 1 0.05 0.2 0.35 3.0x10-4 1.466x106 1 

CLAY 0.3 0.56 1 0.05 0.3 0.55 3.5x10-5 1.481x106 1 

SILT 0.24 0.36 1 0.05 0.24 0.35 6.0x10-5 1.467x106 1 

ALTERED

GRANITE  
0.26 0.31 1 0.05 0.26 0.3 7.0x10-5 1.488x106 1 

 

The geological model was exported to PetraSim, resulting in a 68.5 m (x) × 52 m (y) × 12.3 

m (z) size structure. The model grid was built by dividing the structure into 34, 27, and 23 

divisions in the x, y, and z directions, respectively, totaling approximately 21,100 cells. Most 

cells consist of rectangular blocks of 2.31 m × 2.31 m × 0.52 m. The region surrounding the 

injection well was refined, dividing the x and y lengths by 2, resulting in 1.115 m × 1.115 m × 

0.52 m cell blocks. The whole model was considered isothermal, at 20 °C. The resulting 

model grid is presented in Figure 4A.  
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Figure 4. (A) Model grid layers of different materials; (B) grid refinement around the 
injection point. 

 

2.3. Simulation procedures 

Prior to injection simulations, the 3D model system was initialized by performing a gravity-

capillary equilibration procedure. In short, the aqueous phase is pulled downward by gravity 

and upward by capillarity in an unsaturated system, and this equilibration process results in a 

variable distribution of aqueous phase saturation in the unsaturated zone. When doing 

injection simulations in such as this system, it is necessary to generate this static phase 

saturation distribution prior to simulating CO2 injection. The equilibration procedure involves 

defining an artificial water table layer with water and air saturations fixed at 0.5, with zero 

capillary pressure and full mobility for all phases, ensuring the exchange of fluids with the 

upper part of the model. Above the water table, saturations of water and air also start at 0.5 

(initial values are not relevant since the final saturation distribution will be defined by the 

capillary pressure model and its parameters). Below the water level, the system was fully 

saturated with water. Following this initial run in which a static gravity-capillary equilibrium 

was reached with acceptably low flow rates (e.g., flow rates in the model less than ca. 10-7 

kg/s), the resulting saturations and pressures are defined as the input for the next step, where 

the special water table layer is reassigned normal soil properties and the bottom boundary is 
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set to hold conditions of pressure and saturation fixed at the values calculated during the 

gravity-capillary equilibrium run. Another static gravity-capillary equilibration is run 

following which the system is ready for simulating CO2 injection.   

The injection of CO2 was carried out through a single cell representing the injection well 

located at x = 51.3 m, y = 39.8 m and z = 102.5 m (z coordinate relative to sea level, 

corresponding to a 3.1 m depth relative to the model surface). The injection cell is located in 

a silt layer (Figure 5B), 1.6 m below the water table (z = 104 m). Water table level was 

estimated after monitoring in the field, indicating an average of 1 m below surface at the 

injection point during dry seasons.29 Matching the field experiment, injection of CO2 was 

carried out for 30 days, with a constant rate of 20 kg/day. After completing the injection, the 

simulation was allowed to run for an additional 5 months (180 days of simulation in total). 

 

Figure 5. (A) Injection cell (yellow) – cells above injection plane are not shown; (B) model 
slice at injection point (yellow) showing grid block material types (z = 104 and 1.6 m below 

the water table). 
 

Simulations were also carried out testing some parameter variations for studying sensitivities. 

The effect of diffusion was verified by running the simulations both with and without 

molecular diffusion. When diffusion was included, the diffusivity coefficient was defined as 

10-5 m2/s for gas phases and 10-10 m2/s for the liquid phase. The effect of permeability 

anisotropy was evaluated by testing three different conditions: a) isotropic permeability (kx = 

ky = kz); b) anisotropic permeability with 10-times increase in the x and y directions (kx = ky = 
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10kz) and c) anisotropic permeability with 10-times decrease in the z-direction (kx = ky = 

kz/10). These conditions were tested with the no-diffusion model. Finally, different boundary 

conditions were considered for the top of the model (surface-atmosphere limit). As a base 

case, the top boundary was considered open to flow (a more realistic scenario). This is done 

by adding an extra layer of grid blocks to the top representing the atmosphere, with small cell 

height and saturations calculated for 100% relative humidity at 20 °C (to avoid evaporation 

processes that would tend to dry out the system). This layer is set with Dirichlet-type 

boundary conditions, i.e., fixed properties (temperature, pressure, saturation) and open for 

fluid flow. For comparison of boundary effects and mass balances, additional simulations 

were carried out with a closed top boundary (no atmosphere layer). This case was modeled 

without diffusion and isotropic permeabilities. 

3. Results and Discussion 

Following the gravity-capillary equilibration procedures, the distribution of saturation used as 

the initial condition for CO2 injection was obtained as shown in Figure 6.  
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Figure 6. Distribution of pressure (A), gas saturation (B), liquid saturation (C), and capillary 
pressure (D) in the model after gravity-capillary equilibration steps. 

 

The maximum residual flowrates of ca. 10-7 kg/s persisting from the gravity-capillary 

equilibration process are located well within the model interior, along the boundary between 

the silt and clay layers and the zone of transition between the regular and refined grid around 

the well. Fluids flow in a very slow steady-state circular motion within this region. These 

small flows arise frequently in irregular grids due to virtual hydraulic head differences 

between vertically and horizontally displaced grid blocks that arise from the limited finite 

precision of the inter-grid block distances and orientation of connection lines with respect to 

gravity. These slow flows do not substantively affect the injection simulation, as the injection 

rates are at least three orders of magnitude larger than the maximum flowrates at the 

quasistatic equilibrium state (20 kg/day ≈ 10-4 kg/s vs. 10-7 kg/s).  

For the base case (open top boundary, without diffusion and isotropic permeability), the 

shape of the CO2 plume at 30 days (end of injection) and at 180 days after injection begins is 

1,0 

0,685 
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presented in Figure 8, by means of three isosurfaces at 0.95, 0.5 and 0.05 CO2 molar fraction 

of gas phase, and cross sections at the injection point. The CO2 plume is irregularly shaped, 

as it flows through several materials with different properties, as well as through grid blocks 

of different sizes. At 30 days, the plume has reached well into the top of the model. From the 

vertical (y-z plane) cross-section, it is visible that the plume is divided in two parts. This is 

likely the result of horizontal spreading movement before the gas reaches the upper (clay) 

layer, which has higher porosity and provides a faster flow both horizontally and vertically. 

Comparing results at 30 and 180 days, it is clear that the CO2 plume remains nearly stagnant 

after injection stops, which is expected as there are no ongoing perturbations or significant 

intrinsic driving forces in the model that cause advective flow, and diffusion is not included. 

In the aqueous phase, there is a delay as CO2 takes more time to dissolve. In 30 days, the 

CO2-rich water region is smaller than the gas plume and more concentrated around the 

injection point. After 180 days, CO2 dissolves further in the liquid phase and occupies a 

similar region as the gas phase (Figure 8, bottom row). Despite having a much lower mass 

fraction of the aqueous phase (less than 0.22%), most of the CO2 injected is rapidly 

solubilized in water, ending up being ca. 95% in this phase (see Figure 11B), as liquid 

saturations are much higher than gas phase saturations in most of the model. 
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Figure 7: Figure 7. CO2 mass fraction in the gas phase (A–F) and liquid phase (G and H) at 
30 days (left column) and 180 days (right column) after injection onset. (A and B) 3D 

isosurfaces at 0.95 (red), 0.5 (green), and 0.05 (blue) mass fractions; (C and D) horizontal 
cross-section at injection point; (E and F) vertical cross-section at injection point; (G and H) 

CO2 mass fraction in the liquid phase (SL, liquid phase saturation). 
 

When diffusion is included, the plume behaves quite differently, especially after injection 

stops. At 30 days, there are no perceived differences when diffusion is included, as the flow 
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is mostly dominated by advection due to injection overpressure. At 180 days, the effect of 

diffusion is quite significant, causing a large horizontal spread of the plume, especially close 

to the surface (Figure 8). 
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Figure 8. CO2 mass fraction in the gas phase at 30 days (A and B) and 180 days (C–H) for 
simulations without diffusion (left column) and with diffusion included (right column). (A–
D) Horizontal cross-sections at injection point; (C and E) horizontal cross-section at surface; 

(G and H) vertical cross-section at injection point (SL, liquid phase saturation) 
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Sediment permeability anisotropy was tested by both increasing the horizontal permeabilities 

(kx and ky) 10-fold, and also reducing the vertical permeability (kz) by the same order of 

magnitude. These resulted in significant changes in the plume shape as expected. The first 

case (horizontal increase) yielded a much more horizontal spread, causing the CO2 to barely 

reach the surface in 30 days (Figure 9B). On the other hand, the plume was more round-

shaped when z-permeability is reduced 10-fold – even the transition “throat” between layers 

is less pronounced in this case (Figure 9C).  

 

Figure 9. CO2 mass fraction in the gas phase at 30 days for simulation with isotropic 
permeability (left column); 10-fold increase in the horizontal direction (center column) and 
10-fold decrease in the vertical direction (right column). (A–C) Horizontal cross-section at 
injection point; (D–F) horizontal cross-section at the surface; (G–I) vertical cross-section at 

injection point (SL, liquid phase saturation) 
 

Comparing the results of the simulations carried out with the open versus closed top 

boundary, it was observed that the overall shape of the CO2 plume is not significantly 
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affected – in both cases, it shows the clear division between the silt and clay layers, although 

the with the open boundary model the plume is more spread in all directions, specially closer 

to surface (Figure 10). This is expected considering that with the closed system the injected 

gas will create a higher overpressure (specially in this case where injection occurs in a 

saturated zone), restricting its movement. In both cases the plume is nearly unchanged after 

injection stops (no diffusion considered) (Figure 10C/10D). 

 
Figure 10. CO2 mass fraction in the gas phase at 30 and 180 days for simulation with 

open (left column) and closed (right column) top boundary. 
 

 

Mass balances of CO2 in the system, in both aqueous and gas phase, over time are plotted in 

Figure 11.  For the closed model, CO2 amount increases linearly up to 600 kg, as expected 

(30 days of injection at a rate of 20 kg/day). In the open-boundary model with isotropic 

permeabilities, the amount of CO2 starts deviating from linearity in ca. 7-8 days after 
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injection onset, indicating that the plume has reached the top and CO2 starts flowing out to 

the atmosphere, continuing after injection stops. The amount of CO2 in the system peaks at 

30 days, with ca. 370 kg, and stabilizes at approximately 310 kg – slightly over 50% of the 

total amount injected.  With anisotropic permeabilities, the amount of CO2 remaining in the 

system is much higher, as the flow is restricted by the permeability conditions imposed. After 

the injection period, approximately 97% of the injected gas still remains underground. After 

injection stops, CO2 keeps slowly flowing out to the atmosphere, stabilizing at ca. 542 kg 

(around 90% of the injected amount). 
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Figure 11. Total mass of CO2 in the system with time for the simulations (including 
diffusion) with closed and open top boundaries (with different permeabilities) (A) and CO2 
phase distribution over time for the open top boundary model, isotropic permeability (no 

diffusion) (B) 
 

In all simulations, most of the injected CO2 dissolves into the aqueous phase soon after 

injection (Figure 11B). This is not unexpected, analyzing the model dimensions and 

conditions. Considering that a grid block contains approximately 1000 kg of water (2.7 m3 

times an average porosity of 0.35), and the CO2 solubility is ca. 1.7 g/kg of water, a single 

cell can dissolve approximately 1700 kg of CO2, almost three times the total amount injected. 

Dissolution occurs very fast, as can be observed in Figure 11B – after injection stops, 
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maximum dissolution is reached in less than 5 days, and the system reaches phase 

distribution equilibria. Of all CO2 remaining in the system, approximately 95% is dissolved 

in water, with only 5% in the gas phase.  

Table 3 summarizes some key findings from the simulations. The results show the high 

sensitivity to permeability, with anisotropic condition resulting in a much higher retention 

and longer times to reach the surface (approximately 16-19 days). Diffusions influences 

slightly on the plume dispersion after injection stops (an additional 1 m spread from 30 to 180 

days). With a closed system, the plume is less dispersed in the beginning due to higher 

overpressure. In the end (180 d) it is more distributed along top layers (ca. 2 m more than the 

open system), as fluids are unable to flow out of the model. CO2 dissolves rapidly, and the 

mass fraction in solution does not change significantly after injection stops. Models with 

anisotropic permeability present a slightly higher percentage of CO2 in solution, due to a 

higher lateral spread and longer time of retention underground, compared to isotropic models. 

These models also present the higher retention of CO2, and loss after injection stops (ca. 9.3% 

released after 30 days). Interestingly, the isotropic model with diffusion, which has a high 

initial loss (58%), has a flow back of CO2 from the atmosphere into the sediment (ending 

with ca. 61% of the total injected amount). 
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Table 3: Summary of results for each model considered in this study. 

Model Time 
to 
reach 
surface 
(days) 

CO2(g) 

dispersion 
in x-
direction 
after 30 
days 
(meters)a 

CO2(g) 

dispersion 
in x-
direction 
after 180 
days 
(meters)a 

% 
CO2(aq) 
after 
30 d 

% 
CO2(aq) 
after 
180 d 

Total 
CO2 
(kg) 
after 
30 
days 

Total 
CO2 (kg) 
after 
180 
days 

Top 
boundary 

Diffusion Permeability 

open no isotropic 
(kx = ky = kz) 

3.6 26.5 (silt 
layer) 

26.5 (silt 
layer) 

91.7 92.7 323.05 319.60 
 

open yes isotropic 
(kx = ky = kz) 

2.5 26.5 (silt 
layer) 

27.5 (silt 
layer) 

91.2 91.9 349.08 
 

368.73 
 

open  yes anisotropic 
(kx, ky x 10) 

16.5 28.5 (clay 
layer) 

29.0 (clay 
layer) 

93.8 96.0 582.22 
 

543.23 
 

open yes anisotropic 
(kz/10) 

18.5b 26 (clay 
layer) 

26 (clay 
layer) 

92.8 95.1 583.87 
 

546.24 
 

closed yes isotropic 
(kx = ky = kz) 

2.3 24 (silt 
layer) 

29.5 (silt 
layer) 

91.0 91.5 600.00 
 

600.00 

ameasured at minimum of 5% of CO2 mass fraction in gas phase 
 

 

 

Field results from the CO2 flow monitoring into the atmosphere carried out after injection 

stop revealed almost no gas release from the soil, with very small amounts being detected 

around the injection well (Figure 12)35. From the simulation results, the condition that models 

that approximates better with this observation are those considering anisotropic 

permeabilities,  either by an increase in the x- and y-direction or decrease in the z-direction, as 

seen in Figure 9E/9F.   
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Figure 12. CO2 molar flow rate in the soil–atmosphere interface measured in the field at the 
last day of injection (cross-marks indicate flow chamber positions, axis indicate UTM 

coordinates) (adapted from Melo et al.35).> 
 

 
Preliminary results from resistivity changes measured in the fields after 30 days from 

injection start are shown in Figure 13. These changes can be associated with the alterations 

due to CO2 injection, and the results suggest a much wider spread of the CO2 within the field, 

compared to the model results, where it is confined to the vicinity of the well. As in the 

simulation results, the horizontal flow appears to be dominant as well. The vertical plot 

shows very small alterations near the surface. The higher changes are close to the injection 

well, and ca. 20-25 m to the west - in agreement with the measured flow in the soil-

atmosphere interface and the model results (Figure 13).  
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Figure 13. (A) Resistivity change (%) measured in the field and (B) calculated CO2 mass 
fraction in the gas phase, after 30 days of CO2 injection start. Simulations with open top 

boundary including diffusion and anisotropic permeability (kx, ky × 10). Circles highlight 
regions of high CO2 saturation close to the surface.> 

 
 

The measured resistivity changes indicates strong heterogeneities are present in the field, 

with regions with low porosity/high permeabilities that enhance CO2 flow further away from 

the injection well. These features were not present in the current model, based in the existing 

data from the field, which explains in part the observed differences. New field data collection 

is under way, with more sampling points and analytical techniques, that will refine the 

geological model for future simulations. With improved refined models that include medium 

heterogeneities, other simulation conditions such as the consideration of lateral flows, rainfall 

events and/or temperature variations, and the inclusion of perched water bodies will also be 

tested. With better matching between field data and model results, longer simulation times 

can also be considered, in order to predict the long-term (years or decades) fate of the leakage 

scenario.   
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4. Conclusions 

This paper presents the results of a numerical modeling study carried out under the 

CO2MOVE controlled release experimental project. The study evaluated the influence of 

various model parameters and conditions that are likely to affect the system response, such as 

diffusion, permeability, and boundary conditions. The inclusion of diffusion in the model 

proved to be important to ensure some CO2  mobility after injection stops, in the absence of 

other continuing perturbations. Permeability anisotropy was revealed to play an important 

role – results indicated that a 10-fold increase in the horizontal permeabilities give a better 

approximation to the field results, which showed quite small leakage of CO2 to the 

atmosphere, confined to the vicinity of the injection well.  

Mass balances were used to estimate the amount of CO2 leaving the system over time. It was 

found that this amount is quite sensitive to permeability parameters used in the model. When 

anisotropic permeability conditions were applied, the flow of CO2 out of the system is 

significantly reduced, which is in better agreement with the observed field results. Most of 

the injected CO2 is rapidly dissolved in the pore water, with approximately 5% remaing in 

gas phase. The fractions of CO2 remaining in the subsurface and escaping to the atmosphere 

vary significantly with the tested parameters. With anisotropic permeability, most of it stays 

trapped in the soil (more than 90%). 

Overall, the results were consistent with the expected CO2 behavior in the study area 

considering a geological framework homogeneously distributed with a free aquifer. With 

higher permeabilities in the horizontal direction, the injected CO2 was shown to seep slowly 

and reach the surface in approximately two weeks, around the injection well, as observed 

with in the field with installed soil flux chambers. Nevertheless, additional field data and 

model refinements could provide an even better reproduction of the system,  further 

improving future models.  
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