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A B S T R A C T

Pore-scale distribution of supercritical CO2 (scCO2) exerts significant control on a variety of key hydrologic as
well as geochemical processes, including residual trapping and dissolution. Despite such importance, only a
small number of experiments have directly characterized the three-dimensional distribution of scCO2 in geologic
materials during the invasion (drainage) process. We present a study which couples dynamic high-resolution
synchrotron X-ray micro-computed tomography imaging of a scCO2/brine system at in situ pressure/temperature
conditions with quantitative pore-scale modeling to allow direct validation of a pore-scale description of scCO2

distribution. The experiment combines high-speed synchrotron radiography with tomography to characterize the
brine saturated sample, the scCO2 breakthrough process, and the partially saturated state of a sandstone sample
from the Domengine Formation, a regionally extensive unit within the Sacramento Basin (California, USA). The
availability of a 3D dataset allowed us to examine correlations between grains and pores morphometric para-
meters and the actual distribution of scCO2 in the sample, including the examination of the role of small-scale
sedimentary structure on CO2 distribution. The segmented scCO2/brine volume was also used to validate a
simple computational model based on the local thickness concept, able to accurately simulate the distribution of
scCO2 after drainage. The same method was also used to simulate Hg capillary pressure curves with satisfactory
results when compared to the measured ones. This predictive approach, requiring only a tomographic scan of the
dry sample, proved to be an effective route for studying processes related to CO2 invasion structure in geological
samples at the pore scale.

1. Introduction

Geological carbon sequestration (GCS), the injection and storage of
carbon dioxide in a supercritical phase (scCO2) into the deep subsur-
face, is one of several scalable approaches for mitigating atmospheric
emissions from large point sources of CO2 (IPCC special report, 2005).
One key to the efficacy of GCS is an understanding of both early in-
jection dynamics and storage permanence, largely controlled by a
variety of trapping mechanisms which prevent leakage of the buoyant
CO2 phase into ground water aquifers located closer to the surface. The
primary trapping mechanisms considered in contemporary models are,
in order of security and required time: i) stratigraphic trapping, where
CO2 is trapped by impermeable rocks above the injection interval; ii)
capillary trapping, where scCO2 is immobilized by capillary forces at
the pore scale; iii) dissolution trapping, where scCO2 eventually dis-
solves in the formation brine; iv) mineral trapping, where aqueous CO2

reacts with formation minerals to yield carbonates. These processes are

not independent and happen simultaneously from the initial phases of
injection with early periods dominated by stratigraphic trapping fol-
lowed by capillary trapping during plume movement, dissolution, and
eventual mineralization. The present work focuses on the scCO2 inva-
sion process, also referred to as drainage, given its importance as the
first step toward CO2 storage in many targeted reservoirs.

Early in the lifetime of a plume, injected scCO2 displaces formation
brine, a process which generates an initial CO2 distribution geometry at
the pore- to meso-scale. The characteristic geometry of this initial CO2

distribution controls a variety of processes ranging from CO2 dissolu-
tion rates (through variations in brine/CO2 interfacial area) to the
seismic response of rocks partially saturated with CO2 via “patchy”
saturation effects (e.g. White, 1975, Caspari et al., 2011; Nakagawa,
2011; Rubino et al., 2011; Ajo-Franklin et al., 2013). This initial inva-
sion process is controlled by competition between viscous, capillary,
and buoyant forces and hence is sensitive to pore dimensions, surface
wettability, fluid viscosities, fluid densities, interfacial tension, and
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injection rates. A variety of studies in analog systems of two immiscible
fluids, particularly of optically transparent 2D granular systems at low
pressures, have found that this initial distribution can be described by
invasion-percolation (IP) theory (e.g. Wilkinson and Willemsen 1983),
assuming sufficiently low flow rates where capillary forces dominate
the drainage process, e.g. capillary numbers of less than 10−6 (see
experiments of Cinar et al., 2007; Chalbaud et al., 2009; Toussaint
et al., 2012). In such pore-scale IP models, the drainage proceeds
through sequential displacement of the wetting fluid in sequence of
lowest capillary entry pressures. Assuming low formation hetero-
geneity, the local flow rate (and hence capillary number) scales with
radial distance from an injection well and injection rate. Therefore,
capillary numbers of these magnitudes can be generally expected in a
variety of realistic GCS scenarios at distances greater than 10 m from
the wellbore. To describe the drainage and the two-phase flow in
general, a number of different models have been developed, because of
the importance of this process for the oil and gas exploitation as well as
geological carbon storage. Examples range from the early development
of continuum models before the advent of automated computation (e.g.
Muskat and Meres, 1936; Wyckoff and Botset, 1936) to modern pore-
scale models developed for two-phase flow in reservoir rocks (e.g. Blunt
and King, 1991; Bryant and Blunt, 1992; Bakke and Øren, 1997; Patzek,
2000; Øren and Bakke, 2003; Steefel et al., 2013).

To date, relatively few studies have attempted to directly visualize
brine/scCO2 systems at the pore scale and test pore-resolved numerical
models of drainage, largely due to the difficult nature of imaging pore-
scale CO2 distribution at high pressures in actual rock samples, as well
as the challenges of directly modeling multi-phase flow at the pore scale
over large modeling domains (e.g. Meakin and Tartakovsky, 2009;
Blunt et al., 2013). Over the last decade, X-ray micro-Computed To-
mography (μCT) has been effectively used for experimentally obtaining
the distribution of scCO2 in reservoir rock samples (e.g. Silin et al.,
2011; Iglauer et al., 2011; Andrew et al., 2013, 2014a,b; Andrew et al.,
2015; Herring et al., 2014). However, the full sample modeling of the
scCO2 drainage process using the true pore morphology, at the micro-
meter scale, has yet to be validated against one of the described data-
sets. Silin et al. (2011) showed a small sub-sample demonstration of the
maximum inscribed sphere (MIS) + IP approach, previously explored
by Silin and Patzek (2006), and validated the resulting distribution
against an imaged section of a sandstone sample. However, this pio-
neering effort was complicated by low image quality and phase contrast
artifacts which made 3-phase segmentation and image analysis quite
challenging; this resulted in limitations in both modeled volumes and
reproduction of imaged scCO2 distribution. Setting aside Silin and his
co-workers’ effort, the previously described experimental studies (e.g.
Iglauer et al., 2011; Andrew et al., 2014; Herring et al., 2014) have
placed an emphasis on statistical and morphological analysis of scCO2

distribution (e.g. cluster analysis) rather than predictive modeling of
pore-scale distribution of the non-wetting phase. These previous studies
also do not consider the role of macroscopic heterogeneities, including
depositional features, on pore-scale scCO2 distribution by choosing re-
latively homogeneous samples e.g. the Frio sand (Silin et al., 2010) and
Ketton limestone (Iglauer et al., 2011; Andrew et al., 2014). However,
realistic maps of scCO2 distribution in natural heterogeneous sand-
stones (e.g. with significant heterogeneity) have not been acquired to
date, and moreover, the prediction of scCO2 distribution via pore-scale
modeling using natural rock-pore morphology has been rarely at-
tempted.

In this study, we seek to combine high-resolution in situ synchrotron
X-ray μCT imaging of the scCO2 drainage process with a modification of
Silin’s MIS-IP approach to quantitatively test the predicted scCO2 dis-
tribution at the pore scale (resolution at the micrometer scale) on mini-
cores (∼1 cm in diameter). To enable this study, we designed and
fabricated an X-ray transparent high-pressure triaxial cell suitable for in
situ pressure (P) and temperature (T) conditions, both necessary for
replicating the physical characteristics of scCO2. The combined use of

high-speed radiography and μCT allowed us to effectively capture both
the rapid invasion distribution and the quasi-static pore-scale dis-
tribution of the scCO2 phase. The porous medium sample selected for
our study is a high permeability sandstone from the Domengine for-
mation which is a current GCS target in California’s Sacramento Basin
and a prolific conventional dry gas reservoir near Rio Vista, CA (USA).
It is worth emphasizing that many studies in this field of research do not
use actual candidates rocks for geological sequestration and instead
focus on either synthetic aggregates (such as packed glass beads, clean
quartz grains, etc.) or “standard” homogeneous sandstones (e.g. Berea)
to minimize difficulties caused by sample heterogeneity. Besides the
relevance of the Domengine formation as a potential scCO2 injection
target, the presence of mm-scale depositional features allowed analysis
of the role of sorting variations on scCO2 distribution during drainage.
We quantitatively evaluate the MIS-IP pore-scale scCO2 distribution
predictions against the measured distribution; the comparison reveals
an excellent saturation match with the primary differences resulting
from replication of boundary conditions. The good match extends to
pore-scale occupancy and small features at the interfacial scale. We also
use the same approach to model capillary pressure curves and the re-
sulting predictions fit measured Hg porosimetry results on the same
samples. We believe this approach, now validated, will provide a
computationally efficient path to estimating pore-scale scCO2 dis-
tributions during drainage, given rock micro-structure and boundary
conditions, a critical component of estimating mesoscale hydrologic,
geochemical, and seismic properties during injection.

2. Experimental

2.1. Sandstone sample selection

As mentioned previously, a sandstone core obtained from the
Domengine formation was used in this study. A 63.5-mm-long sand-
stone core was collected from a gallery at Black Diamond Mine
Regional Park (Antioch, CA, United States) from the Hazel-Atlas Mine,
from which a sub-core, with a diameter of 9.5 mm and a length of
20 mm, was obtained to provide a cylindrical sample of a proper size
for the X-ray μCT imaging. The Domengine formation is a regionally
extensive sandstone unit with significant natural gas production (Rio
Vista, CA); the Domengine, particularly the near-shore facies, often
possesses excellent reservoir characteristics including high porosities
and permeabilities. At present, the Domengine is considered one of
several regional targets for geological CO2 sequestration in the
Sacramento Basin in areas where the formation is present at sufficient
depth. The Domengine member considered in this study, the Ione
(Cherven, 1983), is a sandstone mainly composed of rounded quartz
grains with minor amounts of feldspars and clay. A Rietveld analysis of
a X-ray Powder Diffraction profile measured from a sample taken from
the starting material gave the following result [weight% (sigma)]:
quartz 73.8(3), K-feldspar 22.7(4), smectite 3.5(2), consistent with a
typical quartz-rich sandstone.

2.2. HP/HT system design & realization

The primary challenge restricting visualization of multiphase flows
at elevated pressures and temperatures is the development of pressure
vessels with sufficiently low X-ray opacity to allow imaging. Our min-
iaturized triaxial vessel (fabricated by CoreTest Systems, CHHS-128Z),
made of a high strength aluminum alloy (Al 7075-T651), was designed
to target in situ pressure and temperature (PT) conditions compatible
with most of the GCS pilot sites, with a maximum allowable working
pressure of 24.1 MPa (3500 psi) at temperatures up to 60 °C. To match
the appropriate combination of CO2 density and viscosity with in situ
conditions, PT conditions must be beyond the critical point of CO2

(7.38 MPa, 33.1 °C); additionally, some distance from the critical point
in PT space is desirable to eliminate a high sensitivity of CO2 properties
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to small perturbations in conditions during experimental operations.
Classical high pressure (HP) systems are typically manufactured

from alloys of stainless steel (e.g. 316SS, 304SS) or titanium, two ma-
terials with very low X-ray transparency at the energies available at the
synchrotron facility selected for our experiment, the Beamline (BL)
8.3.2 at the Advanced Light Source (ALS) located in Berkeley, CA
(USA). An HP system aimed at X-ray imaging has some specific addi-
tional requirements: it must be compact enough to be mounted on the
sample stage (and allow at least a 180° rotation) and the part of the cell
accommodating the sample along the X-ray beam needs to be suffi-
ciently transparent to X-rays over the entire scan angle. The main
challenge in the selection of the proper material for building this kind of
cell is to find the best compromise between X-ray attenuation, strength,
workability, safety, and cost. Concerning X-ray transparency and
strength, useful metrics in material selection include ultimate tensile
strength, density and linear absorption coefficients at different energies,
to better estimate the absorption properties of the materials. The main
materials considered and their properties are summarized in Fig. 1
where the density (ρ) is plotted against the ultimate tensile strength
(UTS) in Fig. 1a. Two subgroups for polymers and metals are clearly
recognizable, but a choice based on this plot alone would be difficult.
After calculating the linear absorption coefficient μ for the hard X-ray
spectrum available at the beamline and plotting a merit value = UTS/
μ2 normalized with respect the 316SS chosen as a “standard” reference
material, some further observations can be made, as shown in Fig. 1b.
Beyond tensile strength and density (a proxy for X-ray opacity), the
secondary constraints in material selection include machinability (low
for ceramics), health and safety hazards during fabrication (high for Be-
and Mg- based alloys), susceptibility to X-ray damage, temperature
performance, failure modes, and cost. Be alloys, while excellent from a
strength/opacity perspective, present significant machining and utili-
zation hazards due to Be dust exposure. Grade 5 Titanium presents the
best strength/density ratio but during preliminary tests was too at-
tenuating to allow efficient imaging at thickness values considered safe.
Among the materials considered, a mid-Cu aluminum alloy (Al 7075-
T651) was selected as the most appropriate for engineering our imaging
cell. Al 7075-T651 has a high tensile strength (538 MPa at room tem-
perature), is easy to machine, of moderate cost, fails in ductile fashion,

and is relatively transparent to X-rays at 30–40 keV. Not considered
during our design studies were carbon fiber composite vessels due to
lack of data concerning X-ray damage to fiber epoxy encapsulations;
despite this issue, such systems may provide advantages from a
strength/opacity perspective and should not be dismissed in future
design studies.

The resulting system is a miniature version of a traditional triaxial
core flood system with independent axial and confining loads applied
with a top piston and a flexible jacket respectively, as shown in Fig. 2.
Fluid injection ports on both the top (2 ports) and bottom (1 port) of the
system allow push/pull or in-sample mixing experiments. A thermistor
was housed and attached on the sample jacket via electrical feed-
throughs to monitor sample temperature. The vessel can be bolted to
the top leaflet of a kinematic mounting system (Newport Optics) to
allow micrometer repeatability if off-line experiments with repeated
imaging are needed. The vessel was sized for cylindrical samples of
approximately 9.525 mm (3/8 in) wide and 19.05 mm tall (3/4 in);
these dimensions were deemed the most appropriate for mid-resolution
pore-scale imaging at ALS BL 8.3.2 (4.4 μm/voxel) while simulta-
neously providing sufficient sample size to generate a volume with a
good degree of representativeness for continuum analysis.

2.3. Protocol during experimental run

The miniature triaxial system was utilized during a series of scCO2

drainage and imbibition experiments carried out at ALS BL 8.3.2.
During the experiments described in this paper, confining and axial
pressure were maintained by a single high-pressure syringe pump
(ISCO-Teledyne 260HP) operating in constant pressure mode; fluid in-
jection during drainage and imbibition were carried out using a pair of
high-pressure syringe pumps (ISCO-Teledyne 500HP) configured to
operate in a push/pull fashion. The injector pump operated in a con-
stant flow-rate mode while the withdrawal pump was operated in
constant back-pressure mode. Injection, extraction, and confining
pressures were continuously logged using a set of pressure transducers
(Ashcroft Instruments); temperature was also continuously monitored
using a thermistor installed within the vessel on the jacket exterior as
well as K-type thermocouples in the experimental hutch, in the

Fig. 1. Plots showing properties relevant to the construction of the outer shell of the HP/T cell. In (a) the Ultimate Tensile Strength (UTS) vs. Density (ρ) (used as a proxy for X-ray
transparency) is shown. In (b) a merit function related to strength and linear absorption coefficient vs. X-ray energy for the different materials (alloys: solid lines, plastics and composites:
dotted, ceramics: dashed) is shown. It is clear how the performance of plastics become less and less appealing when increasing the X-ray energy and the varied performance of the
different alloys.
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injection line, and attached to the exterior of the vessel. Distilled (DI)
water was used as the pressure medium for both confining and axial
pressures. Injection and sample temperature were controlled by a cir-
culating unit fed to a tight circuit of thin Tygon® tubing encapsulating
the top and bottom sections of the input line and vessel.

The sandstone sample was prepared by initial immersion in a large
volume of DI water to remove any precipitated salts from the partially
saturated mine environment and then dried for 48 h at 40 °C in a
convection oven. The sample was jacketed using a 1 mm thick Viton®

jacket, sealed against the exterior confining pressure by way of a thin
stainless wire clamp. The vessel was then pressurized to 4.1 MPa (600
psi) and, after repeating the flushing of the sample with low-pressure
CO2 gas three times, the sample was flooded with 0.1 M brine con-
sisting only of distilled degassed H2O and potassium iodide (KI, Sigma
Aldrich). The brine injection was conducted at 1.4 MPa (200 psi) and
0.4 ml/min until 20 pore volumes had been injected. Thereafter, the
confining and pore pressures were increased to 10.7 MPa (1550 psi)
and 8.8 MPa (1273 psi) respectively and another 20 pore volumes of the
degassed KI brine were circulated to achieve a brine-saturated condi-
tion, removing any trapped gas. At this point, the interior temperature
of the vessel was set at ∼44 °C as measured by the internal thermistor.
Ultra-high purity CO2 was then introduced into the injection pump at
4.8 MPa (700 psi) and pressurized to 8.8 MPa (1270 psi). In spite of the
internal temperature of the hutch (∼25 °C), owing to the sufficiently
low flow rate, the injected the CO2 was heated to a supercritical state
(∼44 °C, 8.8 MPa) during the passage through the heated segment of
the vessel before entering the sample, as confirmed by the inside
thermistor attached to the jacket. The initial drainage experiment
(scCO2 injection) was conducted at these conditions and a flow rate of
0.001 ml/min as measured at the injection pump. Initial scCO2 capil-
lary invasion into the sandstone sample was monitored with high-speed
multi-tile radiography. Once the scCO2 breakthrough into the sample
was observed, a tomographic scan of the sample was acquired at such a
partially brine-saturated state.

2.4. Synchrotron X-ray microtomography (SXR-μCT) acquisition and
reconstruction

As mentioned previously, all dynamic μCT imaging was performed
at the ALS, BL 8.3.2, a flexible imaging facility for characterizing the

microstructural attributes of mid-sized (< 1 cm) samples down to sub-
μm resolutions. The details of the beamline, which operates on a su-
perconducting bend magnet (11.5 keV critical energy), are described in
MacDowell et al. (2012). Recent studies at BL 8.3.2 have explored a
variety of problems related to the pore-scale coupling of structure,
hydrogeology, and geochemistry (e.g., Wu et al., 2011; Armstrong and
Ajo-Franklin, 2011; Noiriel et al., 2012; Landrot et al., 2012; Kneafsey
et al., 2013).

From an imaging perspective, the experiments described in the
publications cited above were challenging because the beam available
at ALS BL 8.3.2 is relatively soft compared to other hard X-ray imaging
synchrotron imaging facilities. The X-ray beam must penetrate the
aluminum alloy vessel shell, the water annulus used for confinement,
the Viton jacket, and the sample itself, saturated with an attenuating
fluid (0.1 or 0.25 M KI). To maintain high signal to noise ratio and fast
acquisition time, all experiments were conducted using the polychro-
matic X-ray beam directly from the insertion device, pre-hardened
using a 3 mm Al 6061 filter in the beam path. The filter cut the low
energy X-ray of the spectrum by means of absorption, minimizing
beam-hardening issues in the reconstructed data, and also prevented
uncontrolled vessel heating while maintaining sufficient flux for timely
data acquisition. Beam-hardening effects on the sample with this con-
figuration are minimized by the combination of the resulting hardness
of the XR with the outer layers of the sample (cell wall, confining fluid),
further absorbing the lower energy spectrum of the incident X-ray
beam. The detector system was configured with a Ce-doped YAG scin-
tillator and a 2× optical objective (Mitutoyo) to yield a voxel size of
4.4 μm (isotropic). The CCD detector utilized was a PCO-4000 (Cooke
Corporation, 4008 × 2672 px) and all images were acquired without
spatial binning.

Because the height of the sample exceeded the vertical field of view,
the full sample was scanned as a sequence of 6 tiled acquisition with the
vertical overlaps of ∼40 pixels. During full tomography runs, scans
were acquired with 1801 projections (0.1° increments) with interleaved
flat field images to correct for beam structure variations during the
scan. Sample to detector distance was ∼25 cm for all the measure-
ments. Exposure times varied from 80 ms (with sample) to 10 ms (flat
field) and were adjusted to prevent CCD saturation. The experiment
yielded a 3D tomographic dataset of the whole dry sample, radiographs
of the full sample during the drainage process, and one tomographic

Fig. 2. a) Schematics of the HP flow cell with the most im-
portant features labeled. b) Photograph of the cell before an
in-situ flow-through experiment with scCO2.
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subvolume of the sample after the drainage.

2.5. Volume reconstruction procedure using a single-distance phase retrieval
algorithm

The reconstruction of the volume was performed using two different
procedures for the baseline measurement of the whole sample and for
the section of the sample measured after the scCO2 invasion, given the
different characteristics of the datasets: the baseline only had two
phases to be segmented characterized by very different X-ray attenua-
tion values (sand and gas), while the volume after invasion had three
different phases with more similar X-ray attenuation values (sand, KI
brine, and scCO2) The baseline volume was reconstructed using a
standard filtered backprojection algorithm, using a Shepp-Logan filter
(Kak and Slaney, 1987), applied to the flat-field corrected projections.
This approach provided datasets that were easy to segment. When the
same procedure was applied to the dataset with the scCO2, the se-
paration of the three main phases (sand grains, brine, and scCO2) was
more difficult, with the high noise levels making the attenuation values
(i.e. the resulting grayscale of the dataset) of the different phases sig-
nificantly overlap. This problem was further aggravated by phase
contrast artifacts generated by the high spatial coherence of the beam.
To improve the data quality, we applied a single-distance phase re-
trieval algorithm to the projections, since this generally provides data
with a better separation of gray levels corresponding to different ma-
terials, improving the signal-to-noise ratio. The same approach also
reduces phase contrast artifacts, aiding significantly in the thresholding
process needed for the binarization of the dataset, prior to morpho-
metric and textural analysis. The slight smoothing effect of the phase
retrieval procedure was also useful in suppressing noise and weakening
the thinner ring artifacts present in the original dataset.

The single-distance algorithm proposed by Paganin et al. (2002) and
implemented in the ANKAphase software package (Weitkamp et al.,
2011) was chosen for phase retrieval. During the experiment, filtered
(“hardened”) synchrotron polychromatic light was used for the mea-
surement, and the sample-detector distance was set in order to be in the
near field of the Fresnel diffraction region (e.g. Bronnikov, 2002). While
Paganin's algorithm has been theoretically developed for monochro-
matic radiation and monophase low-attenuating samples, deviations
from the theory (both for polychromaticity and composition) are often
tolerated, whilst providing semi-quantitative results. This issue is dis-
cussed in more detail in Meyers et al. (2007) and Weitkamp et al.
(2011), where theoretical explanations as well as real examples are
provided. The parameters used for the phase retrieval were: β/
δ= 0.49, sample-detector distance = 25 cm, and energy = 28 keV.
After applying phase retrieval to the projections, the reconstruction was
performed using a conventional filtered backprojection algorithm with
the Octopus software (Dierick et al., 2004), in the same fashion as for
the baseline dataset.

In Fig. 3, the differences on a detail of the sample after the re-
construction with (bottom row) and without (top row) phase retrieval
are shown. The profiles in panel (a) show the effect of the phase re-
trieval algorithm across a brine/grain/scCO2 boundary; note the over-
shoot in estimated attenuation due to phase contrast effects in the top
section. As can be seen in panel (c), the grayscale histogram was
strongly modified, and the effect of the phase contrast artifacts (one has
been highlighted in yellow in the figure) were removed in the data
reconstructed after phase retrieval, together with an increase in the
signal-to-noise ratio, which allowed for an improved separation of the
different phases.

3. Results: morphometric analysis of SXR-μCT baseline dataset

The volume data obtained from SXRμCT can be used for non-de-
structive visualization purposes (virtual cuts, etc.), but can also be used
to obtain quantitative information concerning the structural

characteristics of the sample. We performed a complete characteriza-
tion of the morphology and texture of the baseline dataset (whole
sample, dry scan) in order to explore any correlation existing between
microstructural features and scCO2 distribution, including correlation
between local porosity, grain dimension, or pore throat size and zones
of scCO2 saturation.

3.1. Data reduction procedure on baseline SXR-μCT data

To carry out a comprehensive characterization of the microstructure
of the sandstone core, different analytical strategies were applied to the
dataset of the gas-saturated sandstone core, collected as a baseline prior
to the injection of the scCO2. Both the grain space and the pore space
were considered during analysis. Generally, the first step in the pre-
paration of a dataset prior to the morphometric analysis is the filtering
of noise, to aid the following segmentation process. In the dataset
presented in this work, the denoising procedure was performed using a
3D median filter, since it reasonably preserves the shape of the objects
and is effective in removing “salt and pepper” noise. As a principle,
filtering should be kept to a minimum to avoid changes in the shapes of
the objects. This is particularly crucial in the presence of small (in the
sense that they are described by a small number of voxels) objects;
however, this group of datasets did not suffer from this issue because
each sand grain – or pore – is generally described by at least hundreds
of voxels. After filtering, the dataset was resampled to obtain a 8.8 μm
voxel size, from the original 4.4 μm, to obtain a final volume of 919 ×
919 × 2250 voxels; the large grain size in comparison to the voxel size
made this step possible and the resulting downsampling greatly de-
creased computational costs during analysis.

Morphometric analysis requires that a binary volume be calculated
first: a segmentation procedure is required to separate the sand grains
from the pores. Among the large number of segmentation algorithms
developed, it was found that the Otsu (Otsu, 1979) and IsoData (Ridler
and Calvard, 1978) algorithms were in general the most accurate in
separating pores from sand grains for this dataset, as evaluated by vi-
sual inspection of the results. In the results discussed, the Otsu algo-
rithm as implemented in ImageJ was chosen for analysis.

Segmentation procedures are sensitive to noise and reconstruction
artifacts. Because of the unavoidably complex experimental setup, the
noise levels were high, and some ring artifacts were present even after
application of a ring suppressor filter during the reconstruction proce-
dure. Therefore, no direct thresholding procedure provided satisfactory
results. In the cases of noisy image datasets, the use of heavy filtering,
such as cycles of 3D Gaussian smoothing, or even edge-preserving fil-
ters, such as bilateral filtering (see Tomasi and Maduchi, 1998), impacts
the shape of segmented objects to an unacceptable extent. Thus, a
different and less invasive approach was developed.

A simple and very effective procedure, which often works well in
samples with small/thin connected objects and sharp noise, is to apply a
threshold and then extract the largest connected component. Such
procedure preserve the shape of the connected volume and erase noise
in other parts of the sample. This has been found to work well in
connected frameworks, such as glass in volcanic rocks, as presented in
Zandomeneghi et al. (2010), but in granular materials, where single
grains can be isolated, some different procedures can be used to obtain
better results. In the present dataset, we used a masking procedure: we
performed a simple threshold on the original dataset to obtain a thre-
sholded image with the noise, then we used another thresholded image
to create a mask using 3D erosion and dilating cycles to eliminate the
small voxel clusters and isolated voxels due to the noise. The objects in
this mask were slightly larger than the original thresholded image
(setting proper eroding-dilating parameters), free of noise, but with the
shape of the objects too modified to be acceptable. An AND Boolean
operation of the two datasets would provide a binary dataset mostly
free of noise and with the original shape of the objects almost perfectly
preserved. This procedure was found to be extremely useful when
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thresholding objects with similar greylevels but totally different mor-
phological characteristics (see again Zandomeneghi et al., 2010), being
based on the shape and size of the objects. The results of this procedure,
prior to the separation and morphometric analysis, are shown in Fig. 4,
where a subvolume virtually cut from the original dataset is presented:
on the top of the figure, a volume rendering of the subvolume and its
binarized volume (the sand grains) is shown. In this case, it is possible
to appreciate how the shapes are preserved and the low noise levels.

An advanced morphometric analysis requires the separation of dif-
ferent objects within a class: in our case we seek to separate individual
sand grains within the sample to enable analysis of grain size and shape
analysis. In granular materials, the usual approach to obtain this se-
paration is a procedure based on the watershed algorithm (Meyer,
1994; Roerdink and Meijster, 2001). In the procedure used to separate
the single sand grains in the dataset, a minima suppressor filter was
applied to the calculated distance transform volume (e.g., Borgefors,
1996) in order to avoid overseparation during successive watershed
iterations. The result after this procedure is shown in Fig. 4. To verify
the results of the separation, a connected component labeling was
conducted by assigning a corresponding different graylevel value to
each separated sand grain (Hu et al., 2005) and visually comparing the
different volumes. The image result after this labeling procedure is
again shown in Fig. 4, where it is possible to appreciate the appropriate
separation of individual sand grains.

To examine the sample heterogeneity, the full dataset was divided
into 9 equal subvolumes (∼2.2 mm tall) horizontally (following the
layering present in the sample, also roughly horizontal), as shown in
Fig. 5. Once the sand grains were separated, and the different binarized
subvolumes were available, the morphometric analysis on the grain
space was carried out. The main goal of this analysis was to quantita-
tively characterize the microstrucure of the rock, such that a range of
different morphometric parameters were evaluated. Different morpho-
metric parameters were calculated using Blob3D (Ketcham, 2005a), Fiji
(Schindelin et al., 2012), and other customized procedures, as ex-
plained in detail in Section 3.2. Fig. 4 shows an example, where the
grain size distribution and the sphere-normalized surface to volume
ratio (SNSVR) histograms are plotted. From the orientation distribution
function obtained from the sand grains in the subvolumes, it was pos-
sible to calculate pole figures showing the shape preferred orientation
of the sand grains (the three axis of the ellipsoid fitting each object: εx,

εy, εz as minimum, medium, and maximum axis, respectively), as shown
at the bottom of Fig. 4.

3.2. Morphometric characteristics of grains

In Fig. 5 we present a global overview of the morphometric analysis
results on the solid matrix (panel c) and the pore space (panel b). The
volume rendering of the whole sample is shown with two different
subvolumes shown in higher detail to emphasize the difference in grain
size, highlighted by some horizontal bedding of coarser, or finer, grains
within the sample (panel a). A slice-by-slice porosity plot is shown for
reference as well. Histograms showing the variation of the different
relevant grain morphometric parameters calculated in the different
subvolumes are also presented; grains cut by the surface of the sub-
volumes are not considered for morphometric analysis. The number of
grains provides information about the statistical significance of the
analysis and provides indirect information about the volume and
packing of the sand grains. Another fundamental parameter we calcu-
late is the mean radius of the sand grains (i.e. the mean size of the single
sand grains present in each subvolume), which is inversely related to
the number of sand grains in the subvolumes, as expected. It is worth
noting that the histograms in Fig. 5 show average data, but the com-
plete distributions are available, as previously shown in Fig. 4. The
SNSVR is an important parameter to investigate the shape and the
characteristics of the surface of the objects: values close to 1 indicates
shapes close to a sphere, with a smooth surface, while higher values
would indicate more irregular shapes with large surface areas. This is a
key parameter for quantification in reactive systems where it can be
used to improve surface area estimates. The average aspect-ratio (AR) is
another parameter useful to describe the shape of the objects, leading to
preferred orientation that can cause anisotropy, e.g. in flow properties.
To examine the anisotropy present in the sand grain population, a
single object-oriented approach was used, as presented in Voltolini
et al. (2011). We calculated the texture index F2 which is 1 for a random
distribution and +∞ for perfectly iso-oriented objects (Bunge, 1982). It
is observed that the preferred orientation is related to the aspect ratio,
but the overall anisotropy of this sample is extremely weak with little
variation among the different subvolumes.

With regards to the statistical properties of the grain matrix, our
primary observation was the presence of mm to sub-mm laminations

Fig. 3. Characteristics of the dataset before and after phase retrieval: both the profile (marked in red in the slice) and the gray level histograms show a significant improvement in the data
quality (see text for more details). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Morphometric analysis of the sandstone sample: sequence of the essential basic operations for the data treatment (a) and examples of morphometric parameters obtained from the
analysis of the rendered subvolume (b): see text for details. Pole figures represent the Texture by Number (TbN) approach on the analysis of the sand grains, and the scale is in multiples of
random distribution (m.r.d.).
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visible in grain size and shape characteristics, likely generated during
deposition. To better emphasize this feature in our sample, we per-
formed an object size labeling on the binary dataset with the separated
sand grains to obtain a volume where the gray value of each object is
proportional to the volume of the object itself. Upon applying a dif-
ferent color table, to obtain a better visual contrast of the different
grains, the result is shown in Fig. 6, where the volume rendering of the
starting sample, panel (a), and the same labeled, volume, panel (b), are
presented, both showing the same cut plane. Now the differences in
grain size on the different locations in the sample are evident. Three
zones with a slightly smaller sized grains are present (tiles 2, 4, and 9 in
Fig. 5) as well as a 7 mm zone in the lower section of the sample with a
larger mean grain size (tiles 5, 6, and 7 in Fig. 5). The differences are
relatively small, ∼55 μ in mean grain radius, but as will be seen in the
subsequent sections, exert a dominant control on scCO2 distribution.

3.3. Morphometric characteristics of pores

While the deposited frame consists of grains, the injection of scCO2

is a process that occurs in the pore space, the morphometric analysis of
the latter yields information about pores and throats, fundamental to
flow dynamics. Unfortunately, the same approach used for the grains
cannot be fully applied here. In interstitial structures, such as the pore
space in granular materials, the separation of different pores is not a
straightforward task. In fact, precisely defining the pore throats and the
single pores in three dimensional datasets is problematic. To overcome
this issue, we decided not to operate on a strictly object-based ap-
proach, where the separation of different objects (e.g. single pores) is
required for the final analysis, when possible. The results are plotted in
panel (b) of Fig. 5.

To obtain information about pores and throat sizes, a strategy
borrowed from trabecular analysis in bones has been adopted, an ap-
proach referred to as local thickness calculation. The term “local
thickness” is defined as the diameter of the largest sphere that fits inside

Fig. 5. Volume renderings of the sample (panel a) with associated morphometric analysis of the pore space (panel b) and sand grains (panel c) as a function of volume subsection.
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the object and contains the voxel, which implies the size of the pore
body; “local thickness” calculations are equivalent to the Maximum
Inscribed Sphere approach presented by Silin and Patzek (2006). The
local thickness volume of the pore space has been calculated using a Fiji

plugin (Dougherty and Kunzelmann, 2007) and the average values and
standard deviations for the different subvolumes are plotted in Fig. 5.
These data have also been used to obtain a slice-by-slice local thickness
graph, where the variations within the sample are visible more in detail

Fig. 6. Volume rendering of a vertical virtual cut of
the sample. On the left the sand grains are rendered
with their XR attenuation values, on the right the
same sample shows the grains labeled with a color
corresponding to their (equivalent volume sphere)
diameter.

Fig. 7. Dynamic SXR radiography of the scCO2 invasion process. Panel (a) shows a sequence of radiographs showing the invasion of the scCO2 in the sample, with the rightmost
radiograph in this panel being the sample at the final stage, measured in 3D and used for the simulations. Panel (b) shows a slice-by-slice local thickness value. Panel (c) depicts a local
thickness average projection along the XR direction for comparison. Some of the shared features (bigger pores filled with scCO2) in the different figures have been highlighted for clarity
(red circles). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

M. Voltolini et al. International Journal of Greenhouse Gas Control 66 (2017) 230–245

238



(Fig. 7, panels B & C). To quantify the anisotropy in the pore space, the
well-known Mean Intercept Length (MIL) metric was chosen, since it
does not require the separation of the objects (Harrigan and Mann,
1984). To quantify the fabric anisotropy present in the pores space, we
used the isotropy (I) and elongation (E) indices (Fig. 5; Benn, 1994).
The MIL analysis was performed with Quant3D (Ketcham, 2005b) using
a spherical sub-sample and a uniform seeding grid.

Several observations can be made with respect to the morphological
analysis of the pore space. First, the local thickness analysis shows that
the zone with the largest mean grain size (tile 6) also has the largest
mean local thickness, a metric for pore mean size (Fig. 5). More sur-
prisingly, the same tile also has slightly lower porosity levels as shown
by the slice-by-slice porosity analysis. From the results, it is possible to
appreciate that the local anisotropy of this sample was very low (values
very close to 1 for I, and close to 0 for E), in accordance with the
findings in the sand grains shape preferred orientation analysis. In this
case, any flow anisotropy is derived from the depositional laminations
rather than sub-mm grain or pore preferred orientation.

4. Results: image analysis of μCT datasets of scCO2 invasion

4.1. Radiographic analysis of scCO2 invasion

Given the data acquisition time required to acquire a full tomo-
graphic dataset of the entire sample, the scCO2 invasion process was
monitored using tiled radiography. In the radiographic acquisition,
only a single projection of the sample is recorded, compressing all
sample variations into a single plane. Since our sample was con-
siderably taller than the vertical beam extent, our radiographic acqui-
sition involved vertical translation of the sample to acquire the same
projection angle across the full length. The radiographs were then
normalized, stitched, and differenced to yield a map of the drainage
front during scCO2 invasion. With filtered white beam acquisition, we

were able to acquire tiled radiographs in less than a second, a temporal
resolution that allowed monitoring the fast invasion process.

Fig. 7 presents a sequence of differential radiographs, where green-
to-red colors indicate integrated density reduction (e.g. scCO2 replacing
brine) while blue colors indicate no change, showing the invasion
process (inlet at the top), with 3 stages of the invasion process corre-
sponding to before sample breakthrough (left in panel a), immediately
after sample breakthrough (middle in panel a), and after the scCO2

percolation to the outlet (right in panel a), which occurred in a span of
approximately 3 min. The roughness of the sample ends yielded scCO2

accumulation at the inlet and outlet contact. The slice-by-slice local
thickness/porosity plot is also shown, as well as a weighted average
image calculated along the X-ray direction from the pores space local
thickness volume (in panel c). The last calculation effectively simulates
a radiograph of the local thickness map and allows identification of
features in common with the real radiograph showing the invasion of
the scCO2. In particular, the main focus is to evaluate if the scCO2

preferentially invades the largest pores, such that a correlation between
scCO2 content and high average local thickness values would occur. A
qualitative observation of the radiographs suggests that the local
thickness and the scCO2 invasion are related, as can be seen from
highlighted features in Fig. 7, however, the local thickness alone (see
simulated radiograph in Fig. 7C) cannot explain many features without
taking into account fundamental constraints such as preferential flow
paths.

4.2. Tomographic analysis of scCO2 drainage − pore occupancy statistics

The availability of a tomographic dataset with the actual distribu-
tions of brine and scCO2 allowed us to perform an in-depth analysis,
particularly with regards to the relationship between 2-phase pore oc-
cupancy and pore morphology.

To investigate this relationship, we decided to perform a labeled

Fig. 8. SXR-μCT of a portion of the sample after the invasion process plus data analysis. In this figure, a virtual thin slab (chosen for clarity purposes) of the sample is shown. Panel (a)
shows a volume rendering of the sand grains with the two fluids segmented (light blue = brine, yellow = scCO2). Panel (b) depicts the X-ray gray scale with the thickness labeled
skeleton (see text). Panel (c) shows the same thickness labeled skeleton without the grain overlay. Panel (d) depicts the pore occupancy histograms for scCO2 and brine labeled
components, demonstrating the affinity of scCO2 to occupy the larger pores.
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skeleton analysis; the skeleton of the pore space was calculated to ob-
tain a topological description of the ideal pathways in the pores space.
A simple medial-axis-retaining algorithm, the thinning algorithm, was
chosen to calculate the skeleton, as implemented in the Skeletonize3D
plugin in imageJ (Lee et al., 1994). The local thickness of the pore space
was calculated using the procedure previously described for both the
brine and scCO2. The skeleton and the local thickness datasets were
then merged to obtain a skeleton where the voxels have been labeled
with the values of the local thickness, and the occupying fluid phase
(see Fig. 8), allowing direct evaluation of the relationship between pore
morphology and scCO2 entrance. From this new skeleton, it was then
straightforward to calculate local thickness frequency histograms for
both the fluid phases (Fig. 8). This histogram shows very clearly how
the two phases are distributed in relation with the local thickness in the
pores space: the scCO2 easily invades the largest pores, while the ca-
pillary forces in the smaller pores are strong enough to prevent the
brine of being displaced by the scCO2. The plotted histogram describes
this process in a quantitative fashion. It is worth remarking that from
the radiographs in Fig. 7, it is possible to appreciate how the residual
brine is preferentially left in the layers where both the pores and sand
grains are relatively small in size, highlighting a sub-mm bedding
mentioned in our initial matrix analysis. A further analysis of the la-
beled skeleton can provide the size of the throats and their distribution.
An intersection of the volume of the skeleton with the one with the
watershed for the pore space can provide the distribution of the throats.
Each throat can be assigned a size by labeling it with the local thickness
volume values. Which phase is present in the throats can be obtained
again by labeling with the brine and scCO2 volumes. The resulting
volumes provide information about both throat size and fluid occu-
pancy, as visualized in the thin (for sake of clarity) subvolume, and
plotted in the graph for the whole dataset in Fig. 9. Again it is possible
to see that the brine occupies the smallest throats, while the largest ones
are preferentially occupied by the scCO2.

This analysis clearly illustrates that the variations in local thickness
along the flow paths is the most important parameter related to the
distribution of the invading scCO2 in the sample. This information can
be used as a starting point for the development of geometrical models
that aim to predict the distribution of the invading scCO2 in samples
measured by μCT.

5. Results: a predictive model for drainage

5.1. Quantitative pore scale modeling of scCO2 distribution

In this section, we present a simple model that effectively replicates
the distribution of scCO2 in the sample, based on the concept of local
thickness and connectivity. We use an algorithm similar to Silin et al.
(2010) to calculate the scCO2 distribution during drainage. As with the

original approach, the main assumptions in the method are that the
pore space is i) fully saturated with two immiscible incompressible
fluids, one perfectly wetting and one perfectly non-wetting, ii) the
system is in thermodynamic equilibrium, iii) gravity is a negligible
factor, iv) drainage occurs at low capillary numbers (Ca<10−6) where
capillary forces are dominant, and v) dynamics are unimportant (quasi-
static approximation). In these situations, the static interface between
the two fluids can be described locally by the Young-Laplace equation,

=p 2 s
Rc (1)

where pc denotes the capillary pressure, s, is the fluid–fluid interfacial
tension coefficient, and R is the radius of curvature of the solid surface,
e.g. a cylindrical pore radius. The general approach of the technique is
to calculate a local R for every voxel within the pore space using the
MIS approach and then generate a corresponding local capillary pres-
sure associated with each voxel. The pore space is then subjected to an
increasing fictitious pressure, pi, and voxels are invaded according to
the connected voxels which satisfy pc < pi. This process generates a
sequence of invaded volumes during drainage, but is independent of
generating a network representation or replicating the dynamics of the
multiphase flow process. The boundary condition in this type of si-
mulation is the location where the connected invasion/drainage process
begins, in our case the injection surface of the sample. The procedure
for this approach can be summarized in the following steps:

• Generating a binary volume of the pore space.

• Calculate the local thickness volume of the binary volume, gen-
erating a 32 bit volume with the voxels labeled with the different R
values.

• Insert an inlet with 100% porosity above the 1st slice.

• For each i value from 1 to RMAX, set a threshold of the 32 bit volume,
generating a series of binary volumes.

• Calculate the components connected to the inlet, and remove it.

• Convert the R(i) to pc(i).

This procedure provides as the output a series of volumes simulating
the invasion of scCO2, as well as a curve relating inlet pressure to sa-
turation during drainage. The entire approach is implemented as an
ImageJ plugin and allows processing of a complete flood experiment on
our whole sample dataset in less than 2 h on a modern desktop com-
puter, highlighting the computational efficiency of the approach for
large image volumes.

Fig. 10 shows the measured and the simulated radiographss of the
scCO2: as can be visually appreciated, the modeled distribution of the
scCO2 is very similar to the measured one. It is worth remarking how
the layered structure is captured by the model as well as more localized
features, such as larger pores filled with scCO2. The differences present

Fig. 9. Volume rendering of a subvolume showing the skeleton (red) and the throats (spheres colored with respect the fluid in that throat) with (panel a) and without (panel b) the grain
overlay. Panel (c) depicts the throat occupancy histogram for the two fluid phases. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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in the two distributions are generally due to the boundary conditions:
the modeled volume was cropped before the analysis to remove the
outer layer of grains in the sample. This was required because of
anomalous KI concentration in the very outer rim of the sample, in
contact with the jacket. In the following example, utilizing the 3D vo-
lume, we demonstrate how the main sources of error in the modeled
distribution of the scCO2 are generally localized at the boundary part of
the sample close to the outer surface.

As mentioned in the prior section, only a single subvolume of the
sample was measured after scCO2 invasion using μCT, because of a
stepper motor failure during the experiment. While the radiograph-in-
ferred distribution of the two phases seems to be reliable, we also di-
rectly compare the measured and calculated scCO2 volumes in 3D. In
Fig. 11 we show two vertical thin slices cut from the measured sample
with the measured volume in panel A and the simulated volume in
panel B. The volume rendering of the grains (gray) is shown, along with
both the measured and calculated distributions of the fluids. It is pos-
sible to appreciate immediately that the brine (light blue) and the
scCO2 (yellow) are accurately replicated by the simulation (panel B),
with the main errors being some small ganglia connected to the outer
part of the sample, suggesting that this issue is due to the non perfect
boundary conditions due to the cropping. The resemblance of the two
distributions is strikingly similar, especially when considering the
simplicity of the approach used to model the invaded volume.

In Fig. 12, an even small sub-volume from the larger section is
considered to allow pore-scale evaluation; in this case, it is possible to
appreciate how the simulation (Fig. 12, panel B) satisfactorily predicts
the distribution of the scCO2 also at the scale of single pores. It can be
seen that the center of larger pores is invaded by the non-wetting fluid
while brine continues to occupy thinner inter-granular contacts,
throats, and smaller pores where a higher capillary pressure would be
required for the displacement of the wetting fluid (see e.g. the details in

highlighted by the red circles). Places where the simulation has diffi-
culty include brine film thickness estimation; modeled results generate
a larger estimated film thickness. In aggregate however, the MIS-based
model predicts bulk saturations within 4–7% of the measured values
when compared on a slice-by-slice basis.

5.2. Prediction of pressure-Saturation curves

Using the obtained SXR-μCT dataset of the pore structures, it was
also possible to go a step further and estimate a capillary pressure-sa-
turation curve for Hg porosimetry. In this comparison, we used one half
of the sample volume obtained from the tomographic experiment to
calculate the pressure-saturation curve. Then, we measured the pres-
sure-saturation curves on the same half of the sample with a Hg
pycnometer. The calculated (for both the halves of the sample, to check
consistency) and measured pressure-saturation curves for the
Domengine sandstone sample are plotted in Fig. 13. The raw data of the
measured curve have been treated accordingly to the method proposed
in Pini and Benson (2013) to calculate the first entry pressure for the
sample.

Several issues needed to be taken into account for this modeling
part: the sample was cut in half and put into the porosimeter with the
jacket still covering the lateral surface of the cylinder, since it was not
possible to take the jacket off without breaking the sample. Because of
this problem, the inlets for Hg in the model were set as the two bases of
the cylinder. The jacket was subject to weathering during the experi-
ment: a significant number of small cracks developed in the jacket,
which embrittled during the X-ray imaging measurement, such that a
secondary jacket porosity was created. This porosity cannot be taken
into account by the model, but of course impacts the Hg porosimeter
curves. This is one of the reasons why the maximum porosity of the
model is lower than the measured one. The modeled porosity is ex-
pected to be lower even in absence of such issues, as it cannot account
for the porosity of the sample below the resolution of the SXR-μCT
dataset, which in this sample has been further increased by the fine
cracks in the jacket.

With these issues in mind, and considering the corrections listed
above, the modeling of the Hg intrusion curve is consistent with the
measured one as can be seen in Fig. 13. The two modeled halves of the
sample (circles) are comparable, as should be expected due to the re-
latively low degree of sample heterogeneity, and the measured (solid
diamonds) half of the sample overlap the calculated curved for the same
volume (solid circles).

6. Discussion

6.1. Consistency of observed scCO2 drainage with prior studies

In our drainage experiment, the experiment was conducted at ca-
pillary numbers similar to past studies, all within the invasion/perco-
lation regime, e.g. Ca = 9 × 10−7 in the case of Andrew et al. (2014),
Ca = 1 × 10−8.6 in the case of Herring et al. (2014), and
Ca = 1 × 10−6 for Iglauer et al. (2011). While many of these past
experiments have focused on cluster analysis of the residually trapped
phase (Andrew et al., 2013, 2014a), a few have explored the drainage
phase in more detail (Iglauer et al., 2011; Herring et al., 2014). We
measured initial scCO2 saturations of ∼58.9% in the Domengine
sandstone after the drainage phase, slightly higher than the μCT mea-
surements from Iglauer et al. (2011) of ∼48% on the Doddington
sandstone and lower than the measurements of Herring et al. (2014) of
91%, where their value is likely due to the presence of a hydrophilic
membrane which was not used in our study. More generally, our ex-
periment was entirely consistent with scCO2 being the non-wetting
phase at early stages of drainage, an observation in concurrence with
prior studies.

Fig. 10. Measured (left, a) and calculated (right, b) radiographs (displayed using a lookup
table that highlights differences) of the scCO2 invading the sample. The frame on the
measured radiograph shows how the sample was cropped for the analysis.
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6.2. Role of micro-structural features

One unique aspect of our experiment is the selection of a sandstone
formation with evidence of depositional structure and sorting variation.
Past studies have selected samples with an exceptional degree of
homogeneity such as the Bentheimer sandstone (e.g. Andrew et al.,
2013; Herring et al., 2014) and the Ketton limestone (e.g. Andrew et al.,
2013) to simplify analysis. In contrast, most GCS reservoir units are
highly heterogeneous with depositional features evident in core.
Nakagawa et al. (2013) provides an excellent example contrasting the
scCO2 distribution in a homogeneous Berea sample with that of a

sample from the Tuscaloosa D unit, a reservoir rock from the SECARB
Cranfield GCS pilot. Although the observations of Nakagawa et al.
(2013) were at the mm scale (medical CT) and well above pore di-
mensions, thin laminations were the most obvious control on scCO2

distribution and significantly impacted CO2-induced seismic response.
In our study, we observed the important role of capillary barriers

formed by sorting effects; layer 4 in our sample (see Fig. 5) exhibits
slightly lower mean grain radii in comparison to adjoining sections,
resulting in lower local thickness values (panel 5(b)). As a result, scCO2

largely bypasses this layer after finding a single chain of larger pores, as
can be seen in panel (a), Fig. 7. Even at the micron scale, thin

Fig. 11. Volume rendering of a subvolume (vertical thin
section) showing the distribution of brine and scCO2 in the
measured (a, top) and simulated (b, bottom) datasets. It is
possible to notice how the brine is not replaced by the
scCO2 in the smallest pores, this is particularly evident in
the layer of finer sand in the center of the subvolume.

Fig. 12. Detail of the distribution of the two fluids in the pore
space in a smaller subvolume, both in the measured (a, top) and
simulated (b, bottom) datasets. The red circles highlight two fine
structures that have been properly reproduced. (For interpretation
of the references to colour in this figure legend, the reader is re-
ferred to the web version of this article.)
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laminations of only 2–3 grains of thickness, can play a role in fluid
distribution as is seen in Fig. 8, panel (a), where a central layer of
slightly smaller grains retains water during drainage. As a result of
these effects, a strong depositional fingerprint exists on the macroscopic
scCO2 distribution, a phenomenon already observed at the larger scale.
As shown in Fig. 11, our modeling approach captures the appropriate
physics to replicate these effects when pore-scale geometry is available.

Our results suggest that studies investigating micron to m scale CO2

geometries in a field setting would benefit from careful sedimentolo-
gical mapping to identify small features which may exert control of flow
during the drainage process. Our observations also validate larger scale
modeling studies that rely on invasion percolation (IP) simulations to
predict flow at the mesoscale (cm to m);

Meckel (2013) and Ganesh et al. (2013) present such a methodology
utilizing topographical measurements of sedimentary-relief peels with
resolution on the mm scale, equivalent to the small laminations seen in
our datasets. In a GCS environment, similar data with excellent vertical
but sparser lateral support might be derived from borehole imaging
approaches e.g. Formation Micro-Imager (FMI) datasets.

6.3. Comments on forward modeling limitations

As shown in Figs. 10–12, our IP-MIS modeling algorithm, a variant
of the approach presented by Silin et al. (2011), proved quite effective
in capturing the core-to-pore scale scCO2 distribution in this particular
sample. The small differences observed demonstrated limitations of the
approach including the sensitivity of the simulation to domain bound-
aries, both inlet zones and near-jacket features. In the radiography
comparison (Fig. 10), jacket boundary features contributed to ob-
servation/simulation mismatch while in the CT comparison (Fig. 11),
the lack of a measured inlet boundary proved important. Based on these
observations, we emphasize the need to capture high quality imagery of
the entire sample including domain boundaries if quantitative pore
scale comparisons of 2-phase flow are desired.

At the pore scale, while deviations appear small, they are typically
most obvious at pore boundaries where the simulation over-estimates
brine film thickness and occasionally predicts brine occupancy where
scCO2 is observed. This could be due to the presence of surfaces which
are not strongly water wet (mixed wet), due to either existing organic
residue or modification due to scCO2 exposure. The topology of the
system and the nature of the surfaces likely have some effects as well

(Liu et al., 2017). While the pore and throat occupancy histograms
shown in Figs. 8 and 9 demonstrate the system is largely water wet,
individual pores could have different properties. Recent work by
Tokunaga et al., (2013) and Wang and Tokunaga (2015) suggest that
scCO2 exposure can drive dewetting in both quartz and carbonate
systems; while we do not see the aggregate behavior described in those
studies, our short exposure experiments could have selectively altered a
small number of surfaces, thus breaking the simulation assumptions of
entirely water-wet grain surfaces, a scenario that seems unlikely but we
cannot exclude.

6.4. Areas of application for CO2 distribution maps

While the approach we validate for scCO2 distribution modeling is
limited to the drainage phase at present, such a distribution is of sig-
nificant value in a variety of secondary calculations required for scaling
up to continuum property estimation. The first and perhaps most ob-
vious example is that of calculating relative permeability curves for the
drainage leg, demonstrated by Silin and Patzek (2009) and more re-
cently by Hussain et al. (2014), Berg et al. (2016), and Zuo et al. (2016)
for exsolution. In these approaches, an inexpensive estimate of the
scCO2 phase distribution can be used to estimate brine permeability at
each step by treating the scCO2 as immobile and modeling Stokes flow
through the brine-occupied pore space. A similar approach can be used
to estimate effective diffusivity during partial saturation states by cal-
culating diffusivity numerically at each saturation step.

Another important estimation problem during the drainage phase is
scCO2 dissolution into brine at early times. The kinetics of CO2 dis-
solution is constrained by, among several parameters, the brine/scCO2

surface area, a value which can be calculated as a function of saturation
using the simulation results described in this study. This interfacial area
term is typically calculated for spherical bubbles (e.g. Holocher et al.,
2003) to solve the mass transfer problem in a simple form.

A final and promising problem for which pore-scale CO2 distribution
maps might be applied is that of seismic property estimation. As men-
tioned previously, one significant use of our validated model for pore-
scale drainage estimation is calculation of scCO2 distribution to esti-
mate “patch” sizes (e.g. White 1975), required for inversion of the
seismic response in GCS monitoring. While a small number of studies
have estimated scCO2 seismic patch sizes in the field (e.g. Caspari et al.,
2011) or laboratory (Nakagawa et al., 2011), pore-scale imaging and
modeling offer another approach to directly estimate patch dimensions,
or to model seismic response directly.

6.5. Advantages of phase retrieval

From a technical perspective, we have also shown that the appli-
cation of advanced reconstruction procedures from the projections
obtained from the SXR-μCT experiment can provide much better quality
data than the ones obtained with the conventional filtered back-pro-
jection applied directly to the radiographs. In particular, the phase-re-
trieval approach we have utilized, while originally developed for
monochromatic X-rays and phase objects, has proven effective even for
absorbing samples collected using hardened synchrotron white light
(Weitkamp et al., 2001). This technique is still not broadly used in
geosciences and circumvents challenging segmentation problems in 3-
phase systems exacerbated by phase contrast artifacts. With the avail-
ability of user-friendly packages and high performance implementa-
tions (e.g. ANKAphase: Weitkamp et al., 2011; PITRE: Chen et al., 2012;
TomoPy, Gürsoy et al., 2014; STP, Brun et al., (2017), etc.), this ap-
proach will likely see a broader application in the geosciences in the
near future (see e.g. Arzilli et al., 2015, 2016; Zambrano et al., 2017).

6.6. Steps towards imbibition observations and modeling

While we present results collected during the drainage phase, an

Fig. 13. Measured (diamonds) and calculated (circles) Pressure-Saturation curves for Hg
porosimetry of the sandstone samples: the modeled half (solid circles) nicely overlaps to
the Hg porosimetry measurement. The modeling on the other half of the sample gives
slightly different results, but it still significantly similar to the measured curve.
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improved suite of observational datasets and modeling tools for im-
bibition are clearly desired; such tools would provide greater insight of
the scCO2 residual trapping process, a challenging target for direct si-
mulation. From an experimental point of view this presents some ad-
ditional challenges such as the requirement of having a system stable
for a longer time, and a slightly more complicated experimental setup;
recent studies including Andrew et al. (2014a,b) and Herring et al.,
(2016) have achieved this goal. Hardware improvements, particularly
in the field of 2D X-ray detectors, are allowing collection of complete
tomographic datasets much faster than in the recent past, allowing to
follow in situ fast processes such e.g. Haines jumps (Berg et al., 2013),
magma vesiculation (Baker et al., 2012), etc. where a full dataset can be
acquired in the range of few seconds. These new capabilities could be
used to better monitor the drainage and imbibition processes with finer
temporal resolution, allowing the study of droplet dynamics. From a
modeling point of view, the MIS/IP approach we have adopted for
drainage simulation cannot be utilized for imbibition. While a variety of
network models exist for the imibition process (e.g. Blunt et al., 2013),
they typically require significant calibration due to geometric pore-
throat approximations; rapid advances in direct modeling using lattice-
Boltzman methods (e.g. Jiang and Tsuji, 2016) and related direct so-
lution techniques may provide an avenue forward. Other factors in-
fluencing the distribution and the stability of the scCO2 ganglia need
further studies as well, from both the experimental and modeling points
of view. Such additional factors that can occur include, phenomena
such as gravity driven migration (buoyancy), chemical diffusion driven
migration (e.g. Ostwald ripening), dissolution, mineralization, and
wettability alteration (e.g. Kim et al., 2012; Tokunaga et al., 2013;
Wang and Tokunaga, 2015). Unfortunately the time frame of some of
these processes often conflicts with the experimental requirements, that
commonly cannot be pushed longer than a few days, therefore the
modeling approach, supported by short-term experimental observa-
tions, becomes a necessity.

7. Conclusions

In the present work, we have shown a complete approach for the
visualization and simulation of scCO2 drainage (invasion) in a reservoir
sandstone at in situ conditions; this includes experimental utilization of
a high-pressure triaxial cell suitable for synchrotron X-ray μCT, a
comprehensive morphological analysis approach, and a simple quasi-
static predictive model of the drainage process. For each of these steps,
technical advances have been demonstrated including novel experi-
mental and data reduction steps. In the data analysis stage, we have
employed advanced morphometric analysis techniques to quantify the
microstructural characteristics of the sample and find which parameters
are the ones important to understand the drainage process. With those
results, a simplified quasi-static drainage model was implemented and
shown to accurately replicate the experimental observations of scCO2

distribution at the pore scale without secondary calibration datasets,
thus providing a validated predictive tool, now requiring only a dry
tomographic scan for simulation. The same modeling approach is cap-
able of replicating Hg MICP data, increasing our confidence in the al-
gorithm. The described study provides an observational and modeling
framework for future efforts requiring access to pore scale scCO2 dis-
tribution for prediction of macroscopic hydrological or chemical
properties relevant to geological carbon storage.
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