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A theoretical and experimental study of high resolution 
EEG based on surface Laplacians and cortical imaging 

P.L Nunez a'*, R.B. Silberstein b, p.j. Cadusch b, R.S. Wijesinghe a, 
A.F. Westdorp a and R. Srinivasan a 

'~ Brain Physics Group, Dept. of Biomedical Engineering, Tulane Unit,ersity, New Orleans, LA (USA), and 
Swinburne Centre for Applied Neurosciences, Swinburne Unit,,ersity ¢~f Technologw, Melbourne (,4 ustralia) 

(Accepted for publication: 27 August 1993) 

Summary Two different methods to improve the spatial resolution of EEG are discussed: the surface Laplacian (e.g., current source 
density) and cortical imaging (e.g., spatial deconvolution). The former methods tend to be independent of head volume conductor model, 
whereas the latter methods are more model-dependent. Computer simulations of scalp potentials due to either a few isolated sources or 4200 
distributed cortical sources and studies of actual EEG data both indicate that the two methods provide similar estimates of cortical potential 
distribution. Typical correlation coefficients between either spline-Laplacian or cortical image and simulated (calculated) cortical potential are in 
the 0.8-0.95 range, depending partly on CSF thickness. By contrast, correlation coefficients between simulated scalp and cortical potential are in 
the 0.4-0.5 range, suggesting that high resolution methods provide much better estimates of cortical potential than is obtained with conventional 
EEG. The two methods are also applied to steady-state visually evoked potentials and spontaneous EEG. Correlation coefficients obtained from 
real EEG data are in the same general ranges as correlations obtained from simulations. The new high resolution methods can provide a 
dramatic increase in the information content of EEG and appear to have widespread application in both clinical and cognitive studies. 

Key words: EEG; High resolution; Spatial resolution; Surface Laplacian; Cortical imaging; Current source density; Spatial deconvotution 

Limitations of conventional EEG 

Elect roencephalography enjoys a distinct advantage 
over other  brain  imaging methods  because of its high 
temporal  resolution,  which allows for direct studies of 
brain  dynamic funct ion at mill isecond time scales. 
However, the severe l imitat ions of the spatial resolu- 
t ion of convent ional  E E G  have limited the available 
informat ion to a substantial  degree. In  practice, poor 
spatial resolut ion in convent ional  E E G  is due to the 
following factors. 

(1) Limited spatial sampling. The use of about  20 
electrodes over the ent i re  scalp in the s tandard  10/20 
system results in a center - to-center  average electrode 
spacing of about  6 cm. The addi t ion of more electrodes 
may not  add significantly to the informat ion conten t  of 
an E E G  record unless addi t ional  steps are taken. This 
l imitat ion occurs because of factors 2 and 3, discussed 
below. 

* Corresponding author. 

(2) Spatial smearing and other distortions by the head 
t,olume conductor. Part of E E G  folklore in recent  years 
has been  the following idea: If a " record ing  electrode" 
is placed on the scalp and potent ials  are recorded with 
respect to a "quie t  reference,"  the recorded potent ia l  
is mainly due to " 'generators" close to the electrode. 
This idea is generally inaccurate  as i l lustrated by theo- 
retical considerat ions of sources in concentr ic  sphere 
models (Nunez  1981, 1986). 

An il lustration of the l imitat ions of unprocessed 
scalp potent ia l  maps is shown in Fig. 1. In this exam- 
ple, 4200 sources at the macrocolumn scale are dis- 
t r ibuted over the inner  hemisphere  in the 3-sphere 
theoretical  model. Scalp potent ia l  is assumed to be 
sampled at 48, 64, or 118 surface locations, approxi- 
mately uniformly spaced over the scalp. Even with 118 
sample locations Cot 640, not shown), the surface po- 
tential  map does not represent  small or even moderate  
scale features of the source distr ibution.  For example, 
patches of coherent  activity of sizes smaller than about  
5 cm are generally not revealed, even when electrodc 
spacing is less than I cm. 

(3) The reference electrode, The problems of unpro-  
cessed potential  maps discussed above occur even in 

SSDI 0013-4694(93)E0214-Q 
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Fig. 1. Upper left: radial dipole sources at the macrocolumn scale 
( ~  3 mm) are simulated. There are a total of 4200 sources dis- 
tributed non-uniformly over the "cortex." Source magnitudes are 
given in terms of the potential difference across the cortex, which are 
here assumed to vary between 4-200/zV consistent with micro-EEG 
electrode studies of spontaneous EEG (Lopes da Silva et al. 1978; 
Petsche et al. 1984; review by Nunez 1990b). Filled spaces indicate 
positive sources, empty spaces negative sources. The 3 other figures 
show estimated scalp potential based on discrete sampling at 48, 64 
or 118 scalp locations. Each of the 4200 sources contributes to each 
of these "electrode" positions, as predicted by the 3-concentric 
sphere model of the head. Even in the limit of very high spatial 
sampling (e.g., 640 "electrodes," not shown), the scalp potential map 
fails to show small or moderate scale source features, even in the 
case of no reference electrode contamination. The maximum magni- 
tude of predicted scalp potential in this example is about 11/zV, but 
depends critically on the sizes of the source clumps. All plots on 
spherical surfaces shown in this paper were constructed using NCAR 
(National Center for Atmospheric Research) graphics, developed to 
map isocontours of pressure, temperature, etc. on the earth's sur- 
face. The contours wrap around the sphere and appear compressed 
at the edge of the plots. Regions near the edge can be viewed by 

rotating the sphere. 

the idealized case of potentials recorded with respect 
to infinity. However, such idealized references are gen- 
erally not available in EEG practice. We have dis- 
cussed reference electrode issues in detail in earlier 
studies (Nunez 1981, 1988, 1990a; Nunez et al. 1991), 
which reinforce the widely held notion that reference- 
free methods (e.g., the surface Laplacian or close bipo- 
lar recordings) offer significant advantages in many if 
not most applications. 

The problem of interpretation of scalp potentials in 
terms of the underlying sources is further illustrated in 

Fig. 2. In both of these examples, a right ear reference 
is assumed. The blank space adjacent to the right ear 
indicates that no sources are located within about 5 cm 
of the ear (e.g., a "quiet" reference). The source distri- 
bution on the left consists of 3 major clumps of sources 
indicated by the 4- and - signs, within a background 
of random positive and negative sources (blank spaces 
denote negative sources at every location except the 
right ear region). These 3 major source clumps are 
unchanged in the simulation at the right; however, 
background sources in the right side plot also form 
clumps. Comparison of the two potential plots shows 
that the potential directly above the positive clump 
switches from positive to negative and the potential 
above the lower negative clump switches from negative 
to positive even though the 3 underlying source clumps 
are unchanged. These simulations illustrate limitations 
of conventional EEG due to the non-local character of 
scalp potentials, even when no sources are located 
close to the reference electrode. 

RANDOM SOURCES CLUMP SOURCES 

QUIET RT. EAR QUIET RT. EAR 

POTENT IAL POTENTIAL 

Fig. 2. Simulations with radial dipole sources at the macrocolumn 
scale. Dots indicate positive source magnitudes. Empty spaces are 
negative magnitudes except near the right ear where no sources 
occur. The 3 clumped regions denoted by plus and minus signs do 
not change. However, background sources change from random to 
clumped (upper right). The corresponding scalp potential maps (with 
respect to right ear reference) are calculated using the 3-concentric 
sphere model of the head. The scalp potential just above the positive 
clump changes from positive to negative, and the scalp potential 
above the lower negative clump changes from negative to positive, 
even though the underlying source clumps are unchanged. Again, 
this simulation illustrates the non-local character of raw scalp poten- 

tials, even with a "quiet" reference. 
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High resolution EEG 

We define EEG spatial resolution as the minimum 
size of a spatial pattern of cortical sources which can 
be distinguished from other like patterns using scalp 
recordings. With this definition, the spatial resolution 
of conventional EEG is typically no better than 5 cm 
and can be much worse, depending partly on reference 
electrode effects. Two general methods have been pro- 
posed to improve the spatial resolution of scalp 
recorded potentials: the surface Laplacian (i.e., current 
source density) and cortical imaging (i.e., spatial decon- 
volution). 

(1) The surface Laplacian 
These methods provide estimates of local current 

density flowing perpendicular to the skull into the 
scalp. Cortical surface potential can also be estimated 
from the surface Laplacian if desired. Estimation of 
source nature or location (e.g., radial/ tangential ,  corti- 
cal/non-cortical) may be obtained as a separate step 
based on knowledge of the underlying physiology and 
anatomy. However, since the Laplacian is much more 
sensitive to local sources (both tangentially and in 
depth), most significant contributions to Laplacian 
maps are believed to be due to cortical sources. 

Actually, there are many versions of the Laplacian 
estimate (Nunez 1989a, 1990a,b), ranging from the use 
of groups of five or more local electrodes (Hjorth 1975; 
Katznelson 1981a; Nunez 1981; Gevins 1989; Gevins et 
al. 1990; Nunez and Pilgreen 1991) to global measures 
based on spline fits to recorded potentials (Perrin et al. 
1987a,b, 1989; Nunez 1988, 1989a, 1990b; Gevins et al. 
1991; Law 1991; Nunez et al. 1991; Law et al. 1993). 
The later (spline) methods act to bandpass data, with 
spatial filter characteristics chosen to match head vol- 
ume conductor properties as closely as possible. The 
spline-Laplacian and spline-potential maps due to 5 
isolated cortical sources are shown in Fig. 3. The 
Laplacian is much better at picking out details of the 
source distribution, although still limited to sources 
separated by about 3 cm in the case of 64 spatial 
samples (i.e., electrodes). Interpretation of the poten- 
tial map may be further confounded by deep sources 
a n d / o r  reference electrode effects, neither of which 
have much effect on the Laplacian. 

All Laplacian methods are reference independent. 
Furthermore, preliminary studies indicate that the 
spline-Laplacian tends to eliminate artifact caused by a 
single bad electrode (simulated by setting one potential 
to zero) or artifact generated outside the electrode 
array (e.g., eye movements). Spline-Laplacian estimates 
of the distributed cortical source distribution of Fig. 1 
are shown in Fig. 4, based on the same sets of elec- 
trode arrays. By contrast to the potential map of Fig. 1. 
the Laplacian map of Fig. 4 converges to the actual 
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Fig. 3. Upper  left: simulations involving 5 isolated neocortical sources: 
1 tangential dipole (arrow) and 4 radial sources ( +  or - ). The 4 
radial dipoles all have the same strength and depth. The single 
tangential dipole is located 0.5 cm deeper (e.g., in a sulcus) and has a 
strength 4 t imes larger (e.g., due to sources distributed in the depth 
of a sulcus). Upper  right: the scalp potential distribution calculated 
using the 5 sources in the 3-concentric sphere model is sampled at 64 
locations (e.g., electrodes) and fitted to the New Orleans 3-dimen- 
sional spline interpolation. This spline-potential distribution based 
on 64 samples is nearly identical to the exact (analytic) plot based on 
660 surface points (not shown). In other words, no amount  of 
sampling density is sufficieni to pick out details of the source 
distribution. Lower left: the exact (analytic) surface Laplacian. Lower 
right: the surface Laplacian based only on the 64 discrete samples of 

potential, as obtained with the New Orleans spline algorithm. 

source distribution as electrode density is increased. 
Also, the addition of 20% random (e.g., spatially un- 
correlated) noise to the potential map of Fig. 1 has 
minimal effect on the Laplacian of Fig. 4, due to the 
global spatial filtering properties of the spline-Lapla- 
cian. 

(2) Cortical imaging 
These methods make use of a volume conductor 

model of the head (usually a 3- or 4-concentric sphere 
model) to predict cortical surface potential from scalp 
potential (Nunez 1987a; Gevins 1990; Kearfott et al. 
1991; Sidman 1991). In theory, more accurate estimates 
of cortical potential can be obtained using finite ele- 
ment models. For example, Yan et al. (1991) compared 
the accuracy of forward solutions obtained with a finite 
element model with those obtained in a layered sphere. 
In these simulations, differences between scalp poten- 
tials calculated with concentric spheres versus realisti- 
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Fig. 4. Upper  left: the same source distribution as shown in Fig. 1. 
Potentials are again sampled at 48, 64 or 118 scalp locations. These 
potentials are submitted to the spline-Laplacian algorithm which 
obtains estimates of appropriately smoothed Laplacian maps, based 
on a conservative view of uncertainty of volume conductor properties 
of the head. Correlation coefficients refer to a comparison between 
estimated and actual (analytic) Laplacian. The actual Laplacian 
shown in the upper right corner of Fig. 8 is very close to both the 
source distribution and Laplacian estimated with 118 "electrodes." 
The addition of 20% random (e.g., spatially uncorrelated) noise, 
sources of moderate magnitude (e.g., 30/zV) outside the array (e.g., 
eye movements), or 1 out of 64 samples set to zero potential (e.g., 
"bad electrodes") have minimal effects on the Laplacian maps 
estimated with 64 or 118 electrodes, due to the global smoothing 

properties of the spline. 

cally shaped heads were typically in the 10-20% range. 
However, our limited knowledge of tissue boundaries 
and resistivities still results in significant uncertainty in 
the accuracy of these methods. 

A recent contribution to EEG cortical imaging 
methods is the development of explicit criteria for 
choosing the optimum trade-off between smoothness 
and error for a given signal (Cadusch et al. 1992). This 
approach involves the use of a smoothing function. 
When smoothing is large, predicted cortical potential is 
similar to measured scalp potential. As smoothing is 
decreased, more and more detail is evident in the 
predicted cortical potential. However, at some inter- 
mediate value of the smoothing parameter, this detail 
becomes unreliable because of errors in the head model 
and/or  noise in the signal. Thus, an optimum smooth- 
ing parameter may be chosen based on estimated un- 
certainty in the head model and signal-to-noise ratio of 

the signal. In summary, one tries to display just the 
right amount of detail in the spatial structure of the 
estimated cortical potential map. 

With either Laplacian or cortical imaging methods 
an additional prediction of cortical source density can 
be obtained; however, this step requires critical as- 
sumptions about the location (e.g., in the cortex) and 
nature (e.g., mix of radial and tangential dipoles) of the 
sources. Such assumptions must be based on additional 
physiological and anatomical information which may be 
much less reliable than estimates of cortical surface 
potential. Thus, we consider such source estimates as 
separate from the high resolution methods, which are 
then independent of any assumptions about the nature 
and location of sources. High resolution methods are 
viewed here as simply estimates of cortical surface 
potential and/or  perpendicular skull current distribu- 
tion. 

An important advantage of Laplacian methods is 
their reference independence. On the other hand, cor- 
tical imaging methods have more potential to make use 
of information about the volume conductor to improve 
the accuracy of cortical potential estimates. Actually, 
one may think of high resolution EEG methods on a 
continuous scale with local Laplacians as entirely 
model-independent, spline-Laplacians as minimally 
model-dependent, smoothed cortical imaging methods 
as moderately model-dependent, and unsmoothed cor- 
tical imaging as strongly model-dependent. At this stage 
of our understanding of brain sources and head volume 
conductors, it makes sense to apply methods from 
different parts of this spectrum to the same data. Only 
those conclusions about brain function which are ro- 
bust to choice of method can be considered reliable. 

Simulations of Laplacian and cortical imaging meth- 
ods 

We have discussed two fundamentally different cat- 
egories of approach to high resolution EEG, surface 
Laplacians and cortical imaging. Here we examine 
relationships between these two approaches, based on 
theoretical arguments, computer simulations, and (in 
the next section) actual EEG data. The physical bases 
for the relationship between cortical potential and 
scalp surface Laplacian have been discussed in Nunez 
(1981) and Katznelson (1981a), in which the following 
approximate relationship is implied: 

V B ~ V s + A K s L  s (1) 

Here the variables V B and V s are potentials at 
various tangential locations over the inner and outer 
surfaces of the skull, respectively. L s is the negative 
surface Laplacian (measured in /zV/cm2). We regard 
these variables as potentials and Laplacians averaged 
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over surface areas of electrodes, rather than potentials 
at points. In the case of a homogeneous skull, the 
parameter AKS (cm 2) may be crudely approximated by 

AKS ~ d K d s ( O K / P S )  (2) 

where d K and d s are skull and scalp thickness and PK 
and Ps are skull and scalp resistivities, respectively. 
The validity of Eq. 1 is dependent  on Ohm's law in the 
skull and the fact that skull resistivity is much larger 
than that of the brain (assumed here to roughly equal 
scalp resistivity). The latter condition assures that skull 
current is mostly perpendicular to its surface. It should 
be emphasized that Eq. 1 is independent of the nature 
and location of sources or assumptions about the head 
volume conductor, except to the extent that these 
variables influence the direction of skull current (be- 
lieved to be a very minor effect in the case of cortical 
sources). While Eq. 1 is only an approximation, its 
apparent robust character when applied to the head 
volume conductor provides the primary motivation for 
the use of the surface Laplacian in EEG. Eq. 2 may be 
a reasonable approximation at relatively large scales 
(e.g., 1 or 2 cm) in the case of homogeneous skull. This 
latter condition is questionable; however, the approxi- 
mation of Eq. 2 is evidently not required in most 
applications. 

Simulations predict that potentials vary relatively 
slowly through scalp thickness. This is illustrated in 
Fig. 5, which shows the theoretical potential due to a 
radial dipole in the cortex as a function of radial 
location through CSF, skull, and scalp. Thus, measured 
scalp potential approximates outer skull surface poten- 
tial V s . The closeness of the inner skull surface poten- 
tial V B to cortical potential V c depends on CSF thick- 
ness, dipole orientation and other factors. For exam- 
ple, the difference between V c and V B is expected to 
be larger for tangential dipoles than radial dipoles due 
to enhanced tangential CSF current generated by tan- 
gential dipoles. However, when CSF thickness is rela- 
tively small (e.g., ~ 0.5-1 mm), our simulations indi- 
cate that V B approximates V c reasonably well. 

Thus, if one records scalp potential ( ~  V s) and 
estimates scalp Laplacian (Ls), cortical potential 
( ~  V B) may be crudely estimated from Eqs. 1 and 2, 
provided that the resistivity ratio PK/PS, scalp and 
skull thicknesses are known. However, this step, which 
involves the very rough approximation of Eq. 2, is 
evidently not necessary in most applications. One rea- 
son is that the ratio of scalp to cortical potential is 
typically at least 2-4  in the case of widely distributed 
cortical sources and even larger for localized cortical 
sources (Nunez 1981, 1990b). These data which have 
been established in EEG for several decades (refer, for 
example, to Penfield and Jasper 1954) imply that the 
second term on the right side of Eq. 1 is often much 
larger than the first, i.e., cortical potential is roughly 
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Fig. 5. A 4-concentric sphere model (including a 1 mm thick layer of 
CSF) is used to calculate the at tenuation of potential with radial 
distance (r in cm) above a radial dipole. Here the dipole is located in 
the cortex (r = 7.8), and potential is normalized with respect to its 
magni tude at the inner CSF surface (r = 8.0). Potential falls through 
the CSF; however, if CSF forms a thin layer as shown here, this drop 
is not large. Potential falls off quite rapidly through the skull (8.1 ~< r 
4 8.7) to a value of about 1/500 that of its value at the inner CSF 
surface. By contrast, potential at tenuation through the scalp is quite 
small. In this simulation, scalp and brain resistivities are equal, CSF 
resistivity is 1 /5  that of the brain, and skull resistivity is 80 times that 
of the brain. The qualitative features of  this plot are not critically 
dependent  on these assumptions,  however. When  a large dipole layer 
is active in the cortex, the potential at any radial location is due to 
the linear superposition of many sources. In this case, the total 
at tenuation of potential above the layer is much less, i.e., the 
predicted ratio of cortical to scalp potential generally lies in the 
range of about 2 -6  if 10 or more cm 2 of free cortical surface is active 

(Nunez 1981, 1990b). 

proportional to scalp Laplacian at scales in the 1-2 cm 
range or larger. Furthermore,  the estimate of cortical 
potential pattern obtained from the 2nd term in Eq. 1 
is independent of head model, except that variations in 
resistivities or thicknesses will, of course, cause some 
distortion of the cortical potential estimate. 

The expected close relationship between analytic 
scalp Laplacian and analytic cortical potential in the 
case of distributed neocortical sources is illustrated in 
Fig. 6. The source distribution in the upper left plot 
results in the scalp potential map (analytic) at the 
upper right, calculated with the 3-sphere model (no 
CSF). Cortical surface potential (lower left) and scalp 
Laplacian (lower right) are both calculated in the same 
manner, showing that scalp Laplacian closely approxi- 
mates cortical potential, but scalp potential is a poor 
representation of cortical potential in this idealized 
(3-sphere) model. 
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Scatter diagrams of cortical potential versus scalp 
potential and cortical potential versus scalp Laplacian 
are shown in Fig. 7. These are obtained by sampling 
640 points on inner and outer spheres so that values of 
these variables at the same tangential locations are 
directly compared. The plots on the upper row corre- 
spond to the example in Fig. 6 (no CSF), whereas plots 
on the lower row are obtained from the same source 
distribution (upper left of Fig. 6) with the 4-sphere 
model and CSF thickness = 1 mm. Correlation coeffi- 
cients are shown in the lower right comer of each plot, 
indicating how much more closely scalp Laplacian ap- 
proximates cortical potential than does raw scalp po- 
tential. However, as CSF thickness further increases, 
both scalp potential and scalp Laplacian become pro- 
gressively less accurate measures of cortical potential 
(i.e., potential at the inner surface of the CSF layer). 
For example, if CSF thickness is 2 ram, the scalp 

potential/cortical potential and scalp Laplacian/corti- 
cal potential correlation coefficients drop to 0.33 and 
0.52, respectively for this source distribution, due to 
additional spreading of source currents by the CSF. 
This result may be of particular interest in clinical 
EEG studies since CSF thickness increases in normal 
aging from 0.5 mm or less for subjects in their mid 20s 
to over 5 mm in normal subjects aged 80 and over (De 
Leon et al. 1986; Helme 1991). These simulations are 
based on an assumed CSF resistivity which is 20% of 
that of brain tissue. If a CSF resistivity equal to 40% of 
brain tissue resistivity were used in the simulations, our 
results for 0.5-2 mm thickness would be applicable to 
CSF thicknesses of 1-4 mm, due to reduced current 
spread in the CSF. 

The slopes of the linear regression lines in the plots 
of the left column of Fig. 7 are measures of the average 
ratio of cortical to scalp potential. The slopes are 

o o °  • • o  • • 

, o o  ; o O * , o ,  ° ~ °  , , , °  , ~  
og , , ' ,  o ° ; ~ o o . , _ , . ,  , ,  • ~ O o # O , !  

~,~.<..:.. '-..:. : . : . . - - . : - : ' -  . . .  . ,  ~ -., 

° _~...;...°.-.°o,o .. . . . .  o°°°Oo °°°°o°. 
~ : ; ' ; ; ' . ' 4" ' "  • °. . . :  • .°  . ' . ' " : . " . . ' . °  ".'-~ ~-~7..'.. "*°° •°° • ° ° • • ° ". ° ° ° ° o:. °°.° ".'°*' ";. 

. . .  t 
.:::°-" .. ° ° " :  . : ~ "  . ' ° : ~ . ° ~  o o°O° I'_.~.. ° 

. . . . -  . . - . . . ."  • . .  . .  " . . . . . . : . : . . . . . ~ . .  

~ : : . "  .'::..'.:... • .:" . ' . ' . ' . .  "...'..°.." L ,  
. . . .  

" ¢ . . ~ .  0,~ • ° • • o° . . . .  °••oOo "_o°~°o°..~°~ ~/~• , " ~  ........:.: .::. ..: . . . .  
X.~'~2~.~:" ::::':: ":':::'" ::i " ~"~." 

  :"iiiii qj,,qi/;,,/;o 
MACROCOLUMN SOURCES SCALP POTENTIAL 

. ~,b.; ¢'. 

CORTICAL POTENTIAL ANALYTIC LAPLACIAN 
Fig .  6. U p p e r  lef t :  a n  a s s u m e d  d i s t r i b u t i o n  o f  4 2 0 0  r a d i a l  d i p o l e s  w i t h  s o u r c e  s t r e n g t h  d i s t r i b u t e d  b e t w e e n  + a n d  - 2 0 0  ~ V .  F i l l e d  s p a c e s  a r e  

p o s i t i v e  s o u r c e s ,  b l a n k  s p a c e s  a r e  n e g a t i v e  s o u r c e s .  U p p e r  r i g h t :  a n a l y t i c  p o t e n t i a l  o n  t h e  o u t e r  s p h e r e  ( s c a l p )  o f  t h e  3 - s p h e r e  m o d e l  ( n o  C S F )  

p r o v i d e s  a r e l a t i v e l y  p o o r  r e p r e s e n t a t i o n  o f  c o r t i c a l  s o u r c e  p a t t e r n  ( u p p e r  l e f t )  o r  a n a l y t i c  c o r t i c a l  p o t e n t i a l  ( l o w e r  lef t ) .  H o w e v e r ,  a n a l y t i c  s c a l p  

L a p l a c i a n  ( l o w e r  r i g h t )  p r o v i d e s  a n  e x c e l l e n t  e s t i m a t e  o f  c o r t i c a l  p o t e n t i a l .  C o r r e l a t i o n  c o e f f i c i e n t s  a r e  s h o w n  in  F ig .  7. 
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roughly in the range 15-25 in these examples, based on 
the moderately clumped source distribution of Fig. 6. 
Slopes of the regression line are strongly affected by 
the degree of correlation (i.e., the "clumpiness") of the 
sources. In the case of random sources, slopes can be 
greater than 100, as in the case of the single dipole 
source of Fig. 5. By contrast, highly clumped sources of 
the same sign result in slopes in the general range of 
about 2-6 ,  as discussed in Nunez (1981, 1990b). The 
former examples are apparently reasonable models for 

focal epilepsy; the latter examples appear to be much 
closer to spontaneous EEG (Nunez 1981). 

In order to study the robustness of high resolution 
methods, the spline surface Laplacian estimates devel- 
oped at Tulane University (Nunez et al. 1991; Law et 
al. 1993) are compared to cortical images estimated 
with a sophisticated algorithm developed at the Swin- 
burne Centre for Applied Neurosciences in Mel- 
bourne, Australia (Cadusch et al. 1992). Both the 
Laplacian algorithm and the Australian cortical imag- 
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Fig. 7. Theoretical scatter plots showing cortical potential versus analytic scalp potential (left column) and analytic scalp Laplacian (right column) 
for the moderately clumped source distribution of Fig. 6. The scatter diagrams were obtained by sampling pairs of potentials (and Laplacians) on 
the surfaces of the inner sphere (cortex) and outer sphere (scalp) at 640 tangential (e.g., angular) locations. Correlation coefficients are shown in 
lower right corners of each plot. Cortical source magnitudes vary between 4-_ 200 /xV (potential across the macrocolumn scale cortical dipole 
layers). Potentials (with respect to infinity) are expressed in/xV; Laplacians a r e / z V / c m  2, Cortical potentials tend to have large magnitudes near 
large clumps (of the same sign) due to superposition of fields generated by individual macrocolumn dipoles (refer to N u n e z  1990b for discussion 
of "macrocolumn sources"). The plots in the upper row are obtained from a 3-sphere model (no CSF); plots in the lower row are obtained using 

a 4-sphere model with CSF thickness = 1 mm. 
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SOURCES ANALYTIC LAPLACI AN 

CORTICAL POTENTIAL SPLINE LAPLACIAN 

MELBOURNE NEW ORLEANS 

Fig. 8. Comparison of New Orleans and Melbourne methods. Upper 
left: source distribution, identical to that used in Figs. 1 and 4. 
Upper right: actual (analytic) Laplacian. Lower left: estimate of 
cortical surface potential based on 64 scalp potential samples using 
cortical imaging methods developed by the Melbourne group with 
smoothing factor A = 10 -9. Lower right: estimate of surface Lapla- 
cian based on the same samples using the method developed by the 

New Orleans group. 

ing algorithm use spline functions so that all estimates 
are "global," i.e., estimates of Laplacian or cortical 
potential at each location depend on the potentials 
recorded at all electrodes, rather than only on 
nearest-neighbor electrodes as, for example, in the 
case of the 5-electrode Laplacian (Hjorth 1975). The 
Laplacian methods involve interpolation in 3-dimen- 
sional space (Law et al. 1993), whereas the Australian 
interpolation is on a sphere (Wahaba 1981). The 
Laplacian methods are independent of head model, 
except for the original choice of spline and the assump- 
tion of a spherical scalp surface. The Laplacian meth- 
ods are an extension of earlier spline-Laplacian meth- 
ods developed by the French group which use interpo- 
lation in a plane (Perrin et al. 1987a,b; Nunez 1988, 
1989a) or on a spherical surface (Perrin et al. 1989). 
The Australian cortical imaging method uses a 3- or 
4-concentric sphere model. Even though these two 
approaches have quite different theoretical bases, the 
resulting predictions of cortical potential at moderate 
scales (~ 2-3 cm or larger) are quite similar when 
applied to simulated data as illustrated in Fig. 8. 

The cortical image estimates are predictions of cor- 
tical surface potential, given a known scalp distribution 
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and volume conductor (Cadusch et al. 1992). The 
method illustrated here involves the same physical 
principles as earlier, crude deconvolution methods (for 
example, Nunez 1987a). However, the new cortical 
imaging methods are more sophisticated and robust in 
that they include an explicit smoothness criterion to 
allow for noisy data and an imperfect volume conduc- 
tor model. Thus, the relationship of the new cortical 
imaging methods to earlier spatial deconvolution is 
somewhat analogous to the relationship of the new 
global spline-Laplacian methods to earlier nearest- 
neighbor Laplacians as described by Hjorth (1975) and 
Nunez (1981), for example. 

In the case of the simple cortical source patterns, 
which involve either isolated dipoles or a few "clumps" 
(i.e., regions of highly correlated sources, not shown), 
both the Laplacian and cortical imaging methods yield 
nearly identical patterns. In the case of the more 
complicated source distribution of Fig. 8, there are 
only minor differences in predicted patterns. These 
illustrations demonstrate the practical equivalence of 
two high resolution methods based on quite different 
theoretical approaches, at least for simulated sources 
inside 3- or 4-sphere models. It should be noted that 
both Laplacian and cortical imaging methods cited 
here are nearly independent of actual brain to skull 
resistivity ratio. For example, if we carry out forward 
solutions (calculation of scalp potential due to known 
sources), using resistivity ratios in the range of 5-500, 
both methods provide accurate estimates of cortical 
potential patterns (i.e., relative, but not absolute, mag- 
nitudes), even though the cortical imaging algorithm is 
based on a skull to brain resistivity ratio of 80. We have 
carried out many simulations involving different pat- 
terns of distributed sources. The correlation coeffi- 
cients between the spline-Laplacians and cortical im- 
ages varied between 0.8 and 0.95 in these simulations. 

Spatial filtering properties of Laplacians and cortical 
images 

Another way to illustrate the differences between 
high resolution and conventional EEGs is by their 
different spatial filtering properties. It is well known in 
clinical EEG that different choices of reference elec- 
trode emphasize certain sources at the expense of 
others. Thus, the choice of reference electrode (or 
particular bipolar montage) can be viewed as a spatial 
filter with respect to source location. An extension of 
this idea is that of a spatial filter with respect to the 
size of the correlated source region (Nunez 1988). 

In order to illustrate the spatial filtering properties 
of various methods, we make use of natural functions 
for spherical surfaces known as the spherical harmon- 
ics Ynm(0, ~b). Here 0 and 4' are the usual spherical 
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coordinates, essentially latitude and longitude in the 
case of the earth 's  surface. (Refer to the spherical 
coordinate system shown in the upper  left corner of 
Fig. 9.) For illustrative purposes, we consider the north 
pole to be at C z. The index n can take on any integer 
value from 0 to ~. The index m can take on any value 
from - n  to +n .  The Y,m s form an orthogonal set of 

(many) functions on the surface of a sphere. The larger 
the index n, the higher the "spatial frequency" in the 0 
direction. The larger the index m, the higher the "spa- 
tial frequency" in the ~b direction. We put the words 
"spatial frequency" in quotes since this term is not 
precisely defined for non-sinusoidal functions. How- 
ever, the general intuitive idea of spatial frequency 
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Fig. 9. Nearly any function V(0, 05) (e.g., potential, source magnitude) on a spherical surface can be represented as the series 

+ n  

V(0, 05) = ~ E AnmYnm(0' 05) 
n -- 0 nn = 11 

which is analogous to the usual Four ie r  series w i th  t ime as a single independen t  var iable.  Here  the two angles 0 and 4) are the independen t  
variables. The usual spher ical  coord inate  system is shown in the uppe r  lef t  corner.  The M e l b o u r n e  electrode array,  consist ing o f  spr ing loaded 
electrodes in a spherical helmet, is shown at the upper right. These positions are also used for simulated data. The coordinate system is oriented 
so that the z-axis passes through C z. Examples of the spherical harmonics Ynm(0, 05) are shown in the lower row (n = 3, m = 0 and n = 8, m = 3). 
The indices n and m indicate "spatial frequencies" in the 0 and 05 coordinates, respectively. In these plots, the perspective is from the upper pole 
(0 = 0 °) of the sphere, the region 0 ~< 0 ~< 90 ° is shown, and 05 varies from 0 to 360 ° around the circular regions shown. Source strengths vary 
continuously over the sphere with positive sources indicated by filled spaces and negative sources by empty spaces. All spatial patterns shown 

here can be represented as a superposition of spherical harmonics with different weighting coefficients A nm" 
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applies very well to these functions as illustrated in Fig. 
9 and by the approximate relations: 

n + l - l m l  
k ° =  2 ~ - R  n = 0 ,  oo 

I m I (3) 

k6 2 ~ 'R sin 0 m = - n , n  

Here R is sphere radius and ko, k~ are spatial 
frequencies (cycles/cm) in the latitudinal and longitu- 

dinal directions, respectively. For example, with a 
sphere radius (brain) of R = 8 cm, Y10(0) has a spatial 
wave length of about 25 cm and Ys0(0) has a wave 
length of about 6 cm. The spherical harmonic functions 
Y~m are natural functions for systems with spherical 
geometry in the same way that sines and cosines apply 
naturally to 1-dimensional systems. For example, it has 
been shown that the spatial principal components of 
any process defined on a spherical surface for which 

1.0 

~.. 0.8 
.g 

~ 0.6 

E 
f f  0.4 ¸ 

0 . 2 '  

1.0 

.% 
'.~ 0.8 

*,¢.. 

E o.6 

.':- 0.4 

0.2 

0.0 
"2 4 6 8 10 12 14 16 

0,0 
2 4 6 8 10 12 14 16 

1.0 

' 0 . 8  

0.6 

z (  - - 0 . 4  

( 0.2 

C.~ 0.0 
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16 

Spalhd Frcqm'nr.~ n Spatial Frequency n 

Fig. 10. The sensitivity of various estimation methods  to different spatial frequencies, based on sampling of potential at the 64 scalp locations, as 
shown in Fig. 9. The  bars represent  normalized RMS measures.  The  horizontal scale is the n index, corresponding to different spatial frequencies 
of  the sources in the 0 direction. For each n, the source distribution is averaged over spatial frequencies in the ~ direction, i.e., source 
distribution 

+ n  

s° = ]~ V.m(0, ~). 
m = - n  

For each estimate, RMS values (based on 64 sample locations) are normalized to one at the n yielding maximum magni tude (only n > 0 are 
shown here). In all plots, somewhat  uneven distributions result from discrete sampling. Upper  left: raw scalp potential (with respect to infinity) is 
shown to be most  sensitive to low spatial frequencies (e.g., n = 0-2). This spect rum can be altered by different choices of  reference. Lower left: 
the spline-Laplacian yields a much  more  uniform sensitivity to spatial frequency than does the raw potential. However, it is much  less sensitive to 
very low spatial frequencies. Lower right: the tangential  scalp current  (obtained from the New Orleans spline algorithm) provides a rough 
est imate of  results expected from close bipolar electrodes. The response of this measure  is non-uniform and maximum at the spatial frequency 
n = 4. Upper  right: the average reference potential is most sensitive to spatial frequencies n = 2 and 3. As such it represents  somewhat  of  an 
intermediate case between potential with respect to infinity and tangential  scalp current  density. These  plots summarize some of the reasons why 
different measures  (reference, bipolar, Laplacian) are sensitive to sources at different spatial scales. They show why the Laplacian, which exhibits 
a more uniform response at different spatial frequencies, is generally a more  accurate measure  of cortical source distribution. Ano the r  advantage 

of the Laplacian (not illustrated here) is its independence of the reference electrode. 
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the correlation between any two points is only a func- 
tion of distance must be the spherical harmonics 
(Silberstein and Cadusch 1992). Various other applica- 
tions of the spherical harmonics in EEG have also 
been proposed (Nunez 1981; Katznelson 1981b; Shaw 
1991; Koles and Soong 1992; Lagerland et al. 1992). 

The spatial filtering properties of various methods 
are illustrated by assuming that cortical source distri- 
bution is composed of functions S n = E m  +n_nYnm for 
different indices (n). These functions represent differ- 
ent spatial frequencies in the 0 direction, averaged 
over spatial frequencies in the ~b direction. The pre- 
dicted scalp potential at 64 locations is then calculated 
using the standard 3-concentric sphere model of the 
head (Nunez 1981). The 64 scalp potential values are 
submitted to the spline algorithm which obtains esti- 
mates of scalp tangential and skull radial current den- 
sity, the former closely associated with bipolar record- 
ings and the latter being essentially the surface Lapla- 

clan. The RMS magnitudes of the outputs of this 
algorithm then provide a general idea of the average 
scalp magnitude of each EEG measure to be expected 
from each S,, source distribution. That is, an estimate 
of the sensitivity of each measure is obtained as a 
function of spatial frequency as shown in Fig. 10. 

Raw scalp potential (upper left) is shown to be most 
sensitive to very low spatial frequencies (n = 0-2). This 
result (together with reference electrode effects not 
considered here) indicates why conventional methods 
provide such poor localization of isolated sources. The 
general spatial filtering properties of bipolar record- 
ings (with close electrodes) are shown in the scalp 
tangential current plot at lower right. Actual sensitivity 
to specific sources depends, of course, on the orienta- 
tion of electrode pairs; however, the plot can be viewed 
as an overall average over many bipolar pairs. Scalp 
tangential current is seen here to be more sensitive to 
higher spatial frequencies (peak at n = 4) than raw 
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Fig. 11. Spatial filtering properties of the cortical imaging method developed by the Melbourne group. Similar to Fig. 10, except that each of the 
4 plots refers to an estimate of cortical surface potential obtained with different smoothing parameters  ~. Upper  left: A = 0. Upper  right: 
)t = 10 -9. Lower left: ~ = 10 -8. Lower right: ,~ = 10 -4. The plots with minimal smoothing result in spatial frequency sensitivity similar to the 
Laplacian (refer to Fig. 10). As smoothing is increased, less and less detail becomes evident in estimated cortical potential. Very large smoothing 
produces a spatial frequency selectivity similar to raw potential (upper left corner of Fig. 10). When smoothing is too small, finer details become 

unreliable due to noisy data a n d / o r  uncertainty in the volume conductor model. 
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potential measures. Average reference potential is most 
similar to tangential scalp current (upper right). The 
spline-Laplacian estimate (lower left), which provides a 
reasonably accurate representation of the actual (ana- 
lytic) Laplacian, is approximately equally sensitive over 
a broad range of spatial frequencies (roughly n = 3-15). 
As such, it is sensitive to the spatial frequency range 
where raw potential is insensitive. Thus, one may con- 
clude that raw potential and Laplacian estimates pro- 
vide somewhat complementary but partly overlapping 
information, with the former mainly good for studying 
very large scale (low spatial frequency) sources, pro- 
vided reference electrode distortion is not too severe. 

The spatial filtering properties of estimates of corti- 
cal surface potential obtained with spline-based corti- 
cal imaging methods are shown in Fig. 11 for various 
values of the smoothing parameter A. Large values of A 
(oversmoothing) result in very low-pass filtering, simi- 
lar to raw potential. Undersmoothing (A ~ 0) results in 
apparently desirable filtering characteristics. However, 
it must be kept in mind that the spectrum of Fig. 11 is 
based on known volume conductor characteristics. 
When applied to real data, the head volume conductor 
can be. expected to have characteristics that lie within 
some range of uncertainty so that an intermediate 
value of A is apparently appropriate. The choice of 
smoothing A = 10 -9 (upper right) closely matches the 
spatial filtering properties of the New Orleans spline- 
Laplacian. 

Experimental comparisons of Laplacians and cortical 
imaging 

We have applied spline-Laplacian and cortical imag- 
ing methods to two kinds of experimental data, steady- 
state visual evoked potentials (SSVEP) and sponta- 
neous EEG (alpha). The former data were obtained in 
various cognitive studies in which continuous sinu- 
soidal driving in both task and non-task conditions 
allows for the study of scalp magnitude and phase 
distributions in narrow frequency bands (Silberstein et 
al. 1992). The motivations for this approach include the 
elimination of nearly all artifacts in these narrow bands 
and the creation of stable spatial patterns during rest- 
ing (e.g., control) states, which change significantly 
during cognitive task performance. Spontaneous EEG 
was recorded during the same recording sessions. We 
report here on spatial patterns obtained from data 
obtained in one subject which is representative of data 
obtained in several other subjects. Since actual source 
distributions are unknown, emphasis is placed on com- 
parisons between spline-Laplacians and cortical images 
in this section. 

The steady-state visually evoked potentials were 
elicited by spatially uniform sinusoidal stimuli at fre- 
quencies typically in the 8-23 Hz range (refer to Regan 
1989 for general discussion). Scalp potentials were 
recorded with a 64-channel system developed by the 
Melbourne group. Spring loaded electrodes are fitted 
through a hard, shielded helmet. Electrode placement 
and impedance check typically require about 20 min. A 
balanced, non-cephalic (neck) reference was used, as 
described in Stephenson and Gibb (1951). Several min- 
utes of spontaneous EEG were also obtained in each 
subject. Here we report only on alpha band activity 
obtained with eyes closed and eyes open SSVEP during 
the "non-task state." 

Fourier transforms of wave forms obtained at each 
of the 64 electrode sites yielded 64 real and 64 imagi- 
nary coefficients at the driving frequency, thereby pre- 
serving relative phase information. The sets of real and 
imaginary coefficients were submitted to both the 
spline-Laplacian and cortical imaging algorithms. Thus, 
each SSVEP epoch of length T yielded 3 sets of Fourier 
coefficients corresponding to raw potential (i = 1), sur- 
face Laplacian (i = 2) and cortical potential estimate 
(i = 3) at the driving frequency. Note that 1 /T  Hz 
frequency resolution corresponds to Fourier transform 
epochs of T seconds duration. The SSVEP data were 
typically viewed over 250 sec duration, i.e., in a narrow 
band of 0.004 Hz centered at the driving frequency. 

Real and imaginary patterns obtained from Lapla- 
cian and cortical imaging algorithms were compared 
with each other and with raw potential by calculating 
correlation coefficients. We have made several hun- 
dred such comparisons with both SSVEP and sponta- 
neous EEG data. The SSVEP correlations involve long 
time records and narrow frequency bands, whereas the 
spontaneous EEG correlations involve a variety of fre- 
quency bands (e.g., 0.5-4 Hz). Correlation coefficients 
between spline Laplacian and cortical image estimates 
(A = 10 -9) are nearly all in the 0.75-0.95 range. By 
contrast, correlation coefficients between either Lapla- 
cians or cortical images and raw scalp potential are 
typically in the 0.3-0.5 range. These results are gener- 
ally consistent with the simulation studies illustrated in 
Fig. 7. 

Real and imaginary spatial patterns of alpha rhythm 
based on averages of twenty-two 1 sec epochs were 
obtained by submitting the 64 averaged real and 64 
averaged imaginary Fourier coefficients to the spline- 
Laplacian algorithm and cortical imaging algorithm. 
(Real and imaginary coefficients were rotated for each 
1 sec epoch so that Pz had zero phase for each epoch.) 
Since a large part of power in the alpha rhythm is in a 
narrow band around 10 Hz, these patterns of Fourier 
coefficients are very similar to typical "snapshots" of 
alpha potential distribution over the scalp at fixed 
times. 
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Magni tude  and phase plots were also obta ined from 
the usual relations between (magnitude,  phase) and 
(real, imaginary) parts of  the Fourier  transform, i.e., 

_ 2 • 2 1 / 2  
Magij- (realij + lmagij ) (4) 

,(imag,, t 
P h a s e i i  = tan K ~ }  (5) 

The  subscripts i = 1, 2, 3 and j = 1, 64 refer to the type 
of  estimate and electrode position, respectively. In the 
case of  alpha rhythm, epoch lengths of  T = 1 sec were 
used so as to obtain a f requency resolution of  1 Hz. 

That  is, ampli tude and phase of  10 Hz activity include 
contributions mostly f rom the band  between 9.5 and 
10.5 Hz. We chose a relatively b road  bandwidth for the 
spontaneous  activity because of  the well-known ten- 
dency of  the peak alpha frequency to drift over a 
f requency range of  _+0.25 to +0.5  Hz during resting 
states (Nunez 1981). 

Magni tude  and phase  plots for the 22 sec period of  
alpha rhythm are shown in Fig. 12. The left column is 
obtained from raw potential  data. The middle column 
contains corresponding Laplacian magni tude  and phase 
plots. The  right column shows magni tude  and phase 

Potential Laplacian Cortical Imag (-09) 

MAGNITUDE 

Potential Laplacian Cortical Imag (-09) 

PHASE 
Fig. 12. Magnitude and phase plots for a 22 sec period of alpha rhythm. The left column is obtained from unprocessed potential data 
(non-cephalic reference). The middle column shows corresponding Laplacian magnitude and phase plots. The right column is the cortical image 
estimate. Above average magnitudes are plotted a s solid lines, below average are dotted lines (interval 0.43 ~,V). Maximum potential in the 1 Hz 
band is 8.1 /xV (maximum potential over the entire alpha band is about 40 ~,V). Laplacian magnitude contour intervals are 0.43 ~V/cm 2. The 
phase plots are cosine (phase) with zero phase chosen arbitrarily at Pz. Both potential and Laplacian phase plots have contour intervals of 0.15 

(dimensionless). 
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plots obtained from the cortical imaging algorithm. We 
have produced approximately 100 of these plots in 
several subjects, including averages over various peri- 
ods as well as single (1 sec) epoch plots. While this 
paper is not a study of alpha rhythm characteristics, we 
note the following general features common to most of 
our maps: 

(1) Scalp potential magnitudes based on averaged 
data are largest over posterior regions; however, indi- 
vidual 1 sec epochs often suggest significant correlated 
electrical activity in central and frontal cortex. This is 
illustrated by the magnitude and phase plots for 4 
successive seconds of alpha rhythm shown in Fig. 13 
(scalp potential) and Fig. 14 (spline-Laplacian). 

(2) Magnitude and phase plots of Laplacian or corti- 
cal image estimates show a "quasi-stable" structure. In 
order to quantify pattern stability, we first obtained 

template magnitude and phase plots based on averages 
over 3 rain of data. These template maps were similar 
to the 22 sec averaged maps of Fig. 12 (middle column). 
The templates were compared to magnitude and phase 
estimates based on 180 successive 1 see epochs of the 
same data. Random magnitude and phase correlations 
phase correlations can vary between - 1 and + 1. Ac- 
tual E E G  magnitude correlations obtained in this man- 
ner varied mostly between 0.3 and 0.7. Phase correla- 
tions were mostly in the 0.1-0.6 range. Thus, signifi- 
cant second-to-second pattern variability was observed. 
However, these patterns were far from random, with 
many 1 sec epochs matching the template reasonably 
well. Magnitude and phase correlations based on much 
longer epochs (e.g., 1 min) are typically greater than 
0.9, i.e., as the epochs become longer spatial structure 
becomes more stable." 

SCALP POTENTIAL 
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Fig. 13. Magnitude and phase plots of raw scalp potential for 4 successive see of alpha rhythm (epochs 78-81 of the 22 epochs of Fig. 12). These 
epochs were chosen arbitrarily, except for obtaining successive epochs of high amplitude alpha. Maximum potential magnitude in the 1 Hz band 

centered at 10 Hz is 6.7 tzV. Cosine (phase) plots have intervals of 0.15, and cosine (phase) at Pz is chosen to be 1, as in Fig. 12. 
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(3) Laplacian and cortical image magnitudes (which 
are mostly quite similar to each other) have widespread 
local maxima over both anterior and posterior cortex. 
These may be due to local regions of more highly 
coherent (e.g., "clumped") sources as illustrated by the 
simulations depicted in Figs. 1, 2, 4 and 6. Our data 
suggest that the well-known predominance of alpha 
rhythm over posterior scalp regions may be mostly due 
to more and/or  larger regions of coherent source 
activity in posterior cortex, but that significant frontal 
sources also occur. Physiological changes that interrupt 
this coherent activity (perhaps eye opening) should 
cause a significant reduction in scalp potential magni- 
tude, based on both long-held notions about EEG 
"synchrony" and our simulations using known sources. 

(4) Scalp potential phase plots show relatively grad- 

ual phase changes, nearly always less than 90 ° over the 
entire electrode array and often much less than this. 
Phase changes are most gradual over regions of large 
scalp magnitude, but generally show larger gradients 
over regions of lower scalp magnitude, as shown in Fig. 
13. In cases of larger relative scalp magnitudes in 
frontal regions, phase changes are very gradual over 
the entire scalp. This is illustrated by two of the 1 sec 
epochs shown in Fig. 13, in which scalp potential phase 
changes by only about 45 ° over the entire electrode 
array. 

(5) By contrast to the relatively gradual changes of 
scalp potential phase. Laplacian (or cortical image) 
phase nearly always exhibits multiple abrupt phase 
changes of 180 ° over a few centimeters, as illustrated in 
both Figs. 12 and 14. Correspondence between bound- 

SPLINE LAPLACIAN 
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Fig. 14. Magnitude and phase plots of spline-Laplacian estimates corresponding to data shown in Fig. 13. Maximum Laplacian magnitude in the 1 
Hz band is 1.5 izV/cm 2. Cosine (phase) plots have intervals of 0.15 (same as Fig. 13). The abrupt phase changes shown here occur in nearly all 

Laplacian and cortical image phase plots. Laplacian magnitude and phase exhibit a "quasi-stable" structure (refer to text). 
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aries separating regions of large phase difference (e.g., 
nodal lines) and boundaries separating regions of rela- 
tively large and small magnitude is also often observed. 

In light of the above described data, we mention two 
different ideas that have been advanced to partly ex- 
plain the physiological bases for alpha rhythm. One 
idea is that alpha rhythm originates in neocortical 
epicenters and spreads through the cortex as traveling 
waves, somewhat like raindrops in a pond (Lopes da 
Silva et al. 1974; Van Rotterdam et al. 1982). Another 
view is that alpha rhythm and other widespread EEG 
phenomena in humans (e.g., halothane rhythms) are 
partly explained as standing waves in neocortex (Nunez 
1972; Nunez et al. 1977, 1981; Katznelson 1981b). The 
Laplacian magnitude plots appear to be consistent with 
the epicenter/traveling wave view, whereas the Lapla- 
cian phase plots can apparently be explained by wave 
interference and standing waves in a dosed neocortical 
system. In the latter case, different spatial patterns 
might result from different combinations of eigenfunc- 
tions (e.g., the Ynm s that form the spatial pattern), 
which are partly determined by on-going subcortical 
input (Nunez 1994). In fact, it has been suggested that 
these two views of EEG are not inconsistent since 
complex global systems are likely to produce a broad 
range of phenomena, including both traveling and 
standing waves due to both local and global mecha- 
nisms (Nunez 1989b, 1994; Nunez and Srinivasan 1993). 

The future of high resolution EEG 

We have demonstrated two different methods to 
improve the spatial resolution of scalp recorded EEG. 
Although the Laplacian and cortical imaging methods 
have different theoretical bases, they provide very simi- 
lar estimates of cortical potential distribution when 
applied to either simulated or actual EEG data. In the 
case of simulated data with 64 or more spatial samples, 
we have shown that both methods provide accurate 
estimates for either isolated or distributed sources down 
to a scale of about 1-3 cm, depending on electrode 
density. We do not imply that Laplacian and cortical 
image estimates are equally accurate for all applica- 
tions. Rather, the relatively sophisticated versions of 
the two approaches described here appear to be roughly 
equivalent, given our current state of knowledge. There 
are, of course, vast differences in the accuracies of 
different methods that have been used to estimate 
either Laplacians or cortical images of EEG. Thus, it is 
a mistake to lump all these different approaches into 
only two categories when accuracy issues are consid- 
ered. 

The simulations discussed here are based on con- 
centric sphere models of the head. Recently, we have 
extended our simulations to heads with non-spherical 

geometry and variable skull properties using finite ele- 
ment models. Our preliminary experience with these 
simulations indicates that the high resolution methods 
still work very well, i.e., they provide a large improve- 
ment in accuracy over that obtained with conventional 
EEG. 

A legitimate question is whether the mixture of 
theoretical and experimental studies holds up in actual 
EEG practice. However, this question should be ad- 
dressed in the context of conventional EEG practice, 
which provides poor spatial resolution even in theory. 
Although we have not yet had the opportunity to apply 
our methods to EEG with known sources, we have 
applied the spline-Laplacian to somatosensory evoked 
potentials and obtained maps suggesting localized tan- 
gential dipoles at the approximate expected locations 
(Nunez et al. 1991). Further verification using simulta- 
neously recorded scalp and cortical potentials is cer- 
tainly called for, especially in cases of multiple cortical 
sources which are relatively close together. The case of 
multiple, close sources is generally much more chal- 
lenging than that of isolated sources for high resolution 
methods. 

As far as we know, the only study which provides a 
direct comparison of predicted cortical potential distri- 
bution with actual cortical potential was carried out at 
the EEG Systems Lab (Le and Gevins 1993). These 
studies involve a new finite element-based cortical 
imaging algorithm which includes more detailed infor- 
mation about head volume conductor properties than 
is used by the 4-sphere model. Reported predictions of 
cortical surface potential are quite accurate in the 
cases shown (isolated sources), providing further en- 
couragement for the development of high resolution 
EEG. 

At this stage of our understanding of high resolution 
EEG, a number of questions require further study: 

(1) How robust is each of the methods to inaccura- 
cies in the head model, noise in the signal, and compli- 
cations of the source distribution? We have partly 
answered the latter two questions in this study, but 
much more work is required on head models. 

(2) Are finite element-based cortical imaging meth- 
ods significantly more accurate than spline-Laplacians 
or cortical imaging based on layered spheres, given that 
information about the head volume conductor is gener- 
ally quite limited? 

(3) Can we develop methods to obtain reasonably 
accurate electrical images of the head (Nunez 1987b)? 
Whereas important geometric information on tissue 
boundaries can be obtained from MRI and/or  CT, this 
information may provide only a very crude idea of the 
electrical image. For example, preliminary in vitro 
measurements of skull plug resistance by the New 
Orleans group indicates that skull plug resistance is 
uncorrelated with skull thickness. A possible reason is 
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that skull resistance is strongly dependent on the 
amount of  fluid that permeates the bone. Thicker 
skulls may have larger inner spaces so that effective 
resistivity decreases with thickness. The practical impli- 
cation of  these observations for high resolution EEG is 
that it is not obvious how to model skull thickness 
variations obtained from CT. For example, if skull 
resistivity were inversely proportional to thickness, lo- 
cal skull resistance per unit area would be constant. In 
this case, the main effect of  skull thickness variations 
would be to alter distances between sources and elec- 
trodes. 

Despite the open questions, we suggest that spline- 
Laplacian a n d / o r  cortical imaging methods based on 
layered spherical geometry are now ready for imple- 
mentation on an experimental basis in both research 
and clinical settings. Whereas their exact accuracies 
are unknown, they provide, in theory, much better 
spatial resolution than conventional EEG, which does 
not work very well even in idealized simulations with 
no reference electrode complications. Thus, these new 
methods appear ready to supplement, if not replace, 
conventional EEG in a number of laboratories. 
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