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ABSTRACT OF THE DISSERTATION 

 

Magnitudes, Mechanisms, and Effects  

from Large-scale Lacustrine Changes 

 

by 

 

Austin Madson 

Doctor of Philosophy in Geography 

University of California, Los Angeles, 2020 

Professor Yongwei Sheng, Chair 

 

The mechanisms, magnitudes, and the effects of large-scale lacustrine changes 

can vary drastically over both time and space. These changes can alter the surrounding 

lithosphere, the interconnected natural systems, as well as the ever-growing 

connections to human water use. The timing of these changes can occur over several 

decades, or in some extreme cases these lacustrine changes can occur intra-annually 

(e.g. seasonal reservoir fluxes) or inter-annually (e.g. initial reservoir impoundments). 

The first portion of this dissertation work examines the magnitudes and effects of these 

changes at the Grand Ethiopian Renaissance Dam (GERD) in Ethiopia. Here, the 

mechanisms behind these changes are related to direct anthropogenic impacts (e.g. 

dam building and riverine impoundment). To this end, I examine the elastic deformation 

(Chapter 1) and subsurficial stress responses (Chapter 2) to several different 
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impoundment and seasonal operational cycles at the GERD. Large hydrologic loads 

can impart notable stress on the surrounding crust and upper mantle, and, as such, I 

examine these stresses at the GERD and discuss the main drivers of potential reservoir 

triggered seismic events. The spatial patterns and amplitudes of the stress tensors and 

hydrologic-induced deformation are closely linked to both the size and timing of 

reservoir fluxes, and an improved understanding of the magnitude and extent of the 

stresses and deformation provides useful information to water managers in order to 

better understand the effects from many different impoundment and operational 

strategies. Lastly, this work examines the magnitude of water level changes for all 

waterbodies >1 km2 within the contiguous United States (CONUS) as derived from 

spaceborne lidar altimeter data products (Chapter 3). Here, the mechanisms behind 

these changes are related to both direct and indirect anthropogenic impacts and are 

quite diverse across the landscape. A more thorough understanding of the 

spatiotemporal differences in the magnitude of these changes provides the foundation 

needed to appropriately assess the varying mechanisms behind, and the effects of 

these changes. There is a notable spatial data gap of in situ water level measurements 

within the CONUS. To that end, remote sensing analysis provides a means to fill in 

those data gaps in order to glean a better understanding of the spatiotemporal water 

level changes across the entirety of the CONUS.  
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Introduction 

A complete understanding of the magnitudes of large-scale lacustrine changes is 

required in order to properly determine how the complex mechanisms affect those 

magnitudes of change as well as how the effects from those magnitudes vary over 

different scenarios. Quantifying these magnitudes of change requires a combination of 

unique approaches and is well suited towards modern-day remote sensing 

methodologies and techniques. Similarly, the different effects from these lacustrine 

changes, along with their complex mechanisms, are well suited to these techniques and 

methodologies. A combination of products derived from both in situ data and remotely 

sensed spaceborne datasets coupled with modern modeling and computational 

capabilities provide the means to meaningfully deduce the different connections 

between the vastly different magnitudes, mechanisms, and effects of large-scale 

lacustrine changes. To this end, this brief introductory chapter describes the motivation 

behind the three substantive chapters of this document. This work entails the utilization 

of remote sensing datasets from spaceborne optical sensors and lidar altimeters, in situ 

water level measurements, and localized Earth models. These datasets and 

processing/modeling techniques help to provide a more complete picture of the diverse 

connections between the magnitudes, mechanisms, and effects of large-scale lacustrine 

changes. 

River impoundments are notable examples of large lacustrine changes, and 

these hydrological engineering projects can have a multitude of different impacts on the 

hydrosphere and lithosphere. For one, seasonal discharge curves can be severely 

altered, and this can have dramatic impacts on downstream hydrological conditions and 
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human water use. Further, this can allow for better control of flood and drought events. 

These impoundments can also have a dramatic impact on downstream hydrologic 

engineering projects. For example, three projects downstream of the Grand Ethiopian 

Renaissance Dam (GERD) in Ethiopia (Rosaries, Sennar, and Aswan High) will need to 

adjust their release operations in order to maintain Sudanese agricultural water supplies 

[1]. Downstream hydrologic power generation could possibly be affected by the filling 

and operation of an impoundment, and the potential reduction in power generation is 

related to the filling and operational scenarios that the project's water managers decide 

upon [1-3].  

Groundwater levels can also be impacted by large-scale impoundments and their 

subsequent reservoir operations. To this end, reservoirs can provide seepage into the 

subsurficial rock and connected aquifer systems. This diffusion of water into the 

underlying rock is capable of increasing pore pressure and reducing frictional stresses. 

Further, impoundment and operational strategies of large dams (e.g., Three Gorges) 

have been shown to directly alter groundwater levels for hydraulically connected aquifer 

systems [4, 5]. These connections are capable of decreasing slope stability and can 

trigger slope failure events as caused by the changes in hydrostatic pressure due to the 

varying levels in the groundwater and the hydraulically connected reservoir levels [6-9]. 

Additional impacts from these impoundments are associated with the large 

hydrologic loading forces applied on the reservoir-adjacent lithosphere. Extreme 

changes in surface loads caused by large hydro-engineering projects (e.g. the Aswan 

High Dam in Egypt and the Three Gorges Reservoir in China) can have far reaching 

implications for increased stress and strain on surrounding fault systems and 
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subsequent seismicity [10-15]. These marked changes in hydrologic loads impart large 

forces on the surface of the Earth and are capable of deforming the lithosphere [16]. For 

example, several studies have shown that remotely sensed and in situ products (e.g. 

InSAR, GNSS, GRACE, etc.) have the capability to quantify the flexural response from 

changes in hydrologic loads (drought, lakes, regional climatic changes, reservoirs, 

seasonal precipitation, snow, etc.) [17-24]. Large-scale impoundment projects allow for 

a marked influx of water into the upstream reservoir area during the initial impoundment 

stages as well as during normal seasonal hydro-operations. These hydrologic loads are 

highly dependent on the filling and operational strategies that are selected by the 

local/regional water managers. The amplitude and extent of the flexural response and 

subsurficial stresses are mostly dependent on the underlying rheology as well as the 

timing and amount of the hydrologic forcing. Both the early filling stages and the 

subsequent operational scenarios play important roles in the application of hydrologic 

load induced lithospheric deformation and stress for large impoundments. 

Drastic influxes of water into a reservoir can apply large stresses on the region 

as well as significantly increase the pore pressure in the surrounding areas [25]. Dozens 

of cases of post-impounding seismicity have been researched over the last several 

decades, and these topics are a concern for large-scale impoundments [26-38]. 

However, understanding these reservoir triggered seismic (RTS) events is not 

straightforward. For example, in some cases the increased RTS activity occurs during 

the filling stages, while other large reservoir projects have documented increases only 

after an impoundment is complete and several seasonal operational phase cycles have 

been completed [11, 39]. There are two dominant mechanisms responsible for RTS: (1) 
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increased normal and shear stress from the elastic response to the hydrologic loading 

and/or unloading and (2) increased pore pressure from a reduction in effective normal 

stresses [11, 27, 34, 39-41]. However, the stress changes from the elastic response can 

also be a stabilizing factor for the underlying and reservoir-adjacent regions, but this is 

dependent on the overall geometry of the impoundment relative to nearby faults as well 

as the preexisting stressors in the study area [38, 42]. 

The first and second chapters seek to provide a first look at the modeled vertical 

(subsidence and uplift) and horizontal displacement as well as the Coulomb stress on 

optimal fault orientations brought on by the GERD impoundment and seasonal 

operation. This work was undertaken in order to glean a better understanding of the 

amplitude and spatiotemporal dynamics of the load-induced flexural response and 

subsurficial stresses at and around the GERD study site. I utilize digital surface models 

(DSMs) and hydrologic inputs from several filling and operational scenarios along with a 

localized Earth model to compute the elastic displacements as well as to calculate the 

Coulomb stresses on optimal planes in a 3D elastic half-space in order to satisfy those 

goals.  

A more thorough understanding of the spatiotemporal differences in the 

magnitude of lacustrine changes provides the foundation needed to appropriately 

assess the varying mechanisms behind, and the effects of these changes. In the third 

chapter, the mechanisms behind these changes are related to both direct and indirect 

anthropogenic impacts and are quite diverse across the landscape. To this end, 

monitoring changes in lake and reservoir water levels are of a benefit to both local and 

regional water managers so that they may make more informed decisions about water 
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management policies. This is especially true at the continental scale where the 

spatiotemporal changes in water levels are notably diverse across the landscape [43, 

44]. That said, continental scale monitoring of lake and reservoir water level changes is 

particularly difficult to accomplish solely by the utilization of in situ water level gages. 

This statement holds true for countries that have a meaningful in situ gaging and 

monitoring system in place. The United States and the United States Geological 

Survey's (USGS) National Water Information System (NWIS) is a notable example. 

There is a stark need to utilize other methodologies and datasets for monitoring water 

level changes in the contiguous United States (CONUS). 

 Remote sensing techniques have been used for many years to augment the use 

of in situ surface water level and storage measurements [45, 46]. For example, [47] 

used early spaceborne radar altimetry data from the United States Navy's Geosat 

platform to monitor temporal changes in water levels within large lakes and inland seas. 

Further, more recent work utilizes a multi-platform approach for longer temporal scale 

lake level and storage changes [48-51] at notably larger spatial scales. However, most 

spaceborne altimeters are limited in their ability to meaningfully resolve water level 

changes for a large quantity of lakes. This is mostly due to spatial and temporal gaps in 

data coverage as well as the ground footprint size of the altimeter's energy source. The 

latter is especially true for radar altimeter platforms (e.g. Topex/Poseidon's ~1 km 

footprint). Spaceborne laser altimeters (like NASA's first ICESat mission) have notably 

smaller footprint diameters (~70 m) in comparison to their radar altimeter counterparts. 

The reduced footprint size of the altimeter allows for water level changes to be derived 

for waterbodies with smaller areal extents. This of course increases the number of lakes 
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and reservoirs where meaningful measurements can be acquired and allows for a more 

complete picture of surface water changes. Several researchers have successfully 

utilized highly accurate ICESat laser altimetry products to monitor water level and 

storage changes over the period of the sensor's lifetime [21, 52-54]. 

 Recently, more water level and storage analyses have begun to utilize ICESat-2 

(IS-2) ATLAS datasets into their studies. For example, [55, 56] employ IS-2 ATLAS 

products to accurately monitor water level and storage changes for ~3,700 global 

reservoirs and for several lakes on the Tibetan Plateau (TP), respectively. [56] note that 

utilizing IS-2 data increases the quantity of measurable lakes on the TP by a factor of 

two as compared to ICESat datasets. An accuracy comparison of in situ water level 

gage readings with levels derived from IS-2 and a modern spaceborne altimeter 

(Satellite with ARgos and ALtika - SARAL) for around 30 reservoirs in China shows that 

the relative altimetric accuracy from IS-2 data is nearly two decimeters better than 

SARAL's [57]. These studies further highlight the quality of lake and reservoir monitoring 

products from IS-2 data as compared to current and previous spaceborne altimeters. 

 The third chapter seeks to provide a novel automated workflow that utilizes the 

latest spaceborne altimetric products in order to monitor lake and reservoir water level 

changes for all waterbodies > 1 km2 in the CONUS. An added objective of this work is to 

provide accuracy assessments of these remotely sensed water level products as 

compared to thousands of temporally and spatially overlapping water level changes 

from USGS gage readings. I employ careful processing techniques and cluster 

computing workflows along with a validated waterbody extent product and all spatially 

overlapping ATL03 photons for lakes and reservoirs > 1 km2 in the CONUS along with 
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Landsat Dynamic Surface Water Extent (DSWE) products in order to satisfy the two 

goals as laid out above. 
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Chapter 1: Reservoir Induced Deformation Analysis for Several Filling 

and Operational Scenarios at the Grand Ethiopian Renaissance Dam 

Impoundment 

 

Abstract 

Addressing seasonal water uncertainties and increased power generation demand has 

sparked a global rise in large-scale hydropower projects. To this end, the Blue Nile 

impoundment behind the Grand Ethiopian Renaissance Dam (GERD) will encompass 

an areal extent of ~1763.3 km2 and hold ~67.37 Gt (km3) of water with maximum 

seasonal load changes of ~27.93 (41% of total)—~36.46 Gt (54% of total) during 

projected operational scenarios. Five different digital surface models (DSMs) are 

compared to spatially overlapping spaceborne altimeter products and hydrologic loads 

for the GERD are derived from the DSM with the least absolute elevation difference. 

The elastic responses to several filling and operational strategies for the GERD are 

modeled using a spherically symmetric, non-rotating, elastic, and isotropic (SNREI) 

Earth model. The maximum vertical and horizontal flexural responses from the full 

GERD impoundment are estimated to be 11.99 and 1.99 cm, regardless of the full 

impoundment period length. The vertical and horizontal displacements from the highest 

amplitude seasonal reservoir operational scenarios are 38–55% and 34–48% of the full 

deformation, respectively. The timing and rate of reservoir inflow and outflow affects the 

hydrologic load density on the Earth's surface, and, as such, affects not only the total 

elastic response but also the distance that the deformation extends from the reservoir's 

body. The magnitudes of the hydrologic-induced deformation are directly related to the 
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size and timing of reservoir fluxes, and an increased knowledge of the extent and 

magnitude of this deformation provides meaningful information to stakeholders to better 

understand the effects from many different impoundment and operational strategies. 

 

1. Introduction 

The Grand Ethiopian Renaissance Dam (GERD) on the Blue Nile is located in 

Ethiopia about 15 km upstream (east) of the Sudanese border and is set to be complete 

in the next several years [1, 2]. The initial GERD site itself was one of four identified 

during a survey in the 1960s by the United States Bureau of Reclamation [3]. The dam 

is located around 11.215° N, 35.092° E (Figure 1) and sits in the Upper Blue Nile Basin, 

a large watershed with an areal extent of ~175,000 km2. The notable Ethiopian 

Highlands drain through the basin and into the Blue Nile, and subsequently to the 

GERD impoundment. Construction on the dam began in the spring of 2011, and when 

completed, it will be the largest dam in Africa. The main roller compacted concrete 

gravity dam is 150 m tall and 1800 m long and will work in unison with an adjacent rock-

filled saddle dam that is ~50 m tall and 5 km long in order to increase the water level of 

the impoundment to approximately 640 m above mean sea level [4-6]. The entire Blue 

Nile River Basin contributes around 58–62% of the total water supply to downstream 

Nile River flows [7]. Blue Nile flow data at the Sudanese/Ethiopian border from the 

National Meteorological Agency of Ethiopia have a historical (1967–1972; 1999–2003) 

annual mean of around 50 Gt, where the vast majority (~80%) of this flow occurs in the 

months of July through October [2, 8, 9]. 
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Figure 1. Overview figure of the Grand Ethiopian Renaissance Dam (GERD) study 

area. The elevation of the GERD impoundment's watershed is plotted on the right along 

with the global overview of the general location of the study area. The areal extent of 

the full GERD impoundment (640 m reservoir level) is plotted on the left along with the 

weighted hydrologic load centroid for the full water volume of the reservoir. The 

locations of the main dam and the saddle dam are also noted. 

 

The impoundment of the Blue Nile at the GERD site will have a multitude of 

different impacts. The annual discharge curve will be severely altered due to the GERD 

construction and the subsequent large volume of the impoundment. The large capacity 

of the GERD impoundment allows for a near-equal discharge for each month of the 

year, allowing for a reduction in both high and low Blue Nile flow events [7]. To this end, 

there will likely be fewer flood and drought events and the region’s hydrologic 

uncertainty will be reduced. The GERD is not the first dam on the Blue Nile or the Nile. 

However, the upstream location coupled with the size of the reservoir will affect the 
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already completed downstream hydrologic engineering projects. For example, three 

downstream dams (Rosaries, Sennar, and Aswan High) will need to adjust their release 

operations in order to maintain Sudanese agricultural water supplies [10]. Downstream 

hydrologic power generation could possibly be affected by the filling and operation of 

the GERD impoundment. The potential reduction in power generation will be related to 

the filling and operation scenarios that the GERD water managers decide upon [6, 10, 

11].  

Groundwater levels are also likely to be impacted by the GERD impoundment 

and subsequent reservoir operations. To this end, reservoirs can provide seepage into 

the subsurficial rock and connected aquifer systems. This diffusion of water into the 

underlying rock is capable of increasing pore pressure and reducing frictional stresses. 

Further, impoundment and operational strategies of large dams (e.g., Three Gorges) 

have been shown to directly alter groundwater levels for hydraulically connected aquifer 

systems [12, 13]. These connections are capable of decreasing slope stability and can 

trigger slope failure events as caused by the changes in hydrostatic pressure due to the 

varying levels in the groundwater and the hydraulically connected reservoir levels [14-

17]. 

Other impacts from the GERD impoundment are related to the large hydrologic 

loading forces applied to the reservoir-adjacent lithosphere. Drastic changes in surface 

loads brought on by large hydro-engineering projects can have far reaching implications 

for increased stress and strain on surrounding fault systems and subsequent seismicity 

[18-23]. The initial GERD impoundment and subsequent reservoir creation along with 

seasonal fluxes in water levels due to operational phases cause large changes in both 
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the areal extent and volumetric content of the reservoir. These marked variations in 

hydrologic loads can impart large forces on the surface of the Earth and are capable of 

deforming the lithosphere. For example, numerous studies have shown that in situ and 

remotely sensed products (e.g., GNSS, InSAR, GRACE, etc.) are capable of quantifying 

the flexural response from changes in hydrologic loads (snow, reservoirs, seasonal 

precipitation, drought, regional climatic changes, lakes, etc.) [24-31]. The size of the 

GERD project allows for a large influx of water into the upstream reservoir area during 

the filling stages as well as during normal seasonal operation. These loads are highly 

dependent on the chosen filling and operational strategies. The amplitude and extent of 

the flexural response is mostly dependent on the underlying rheology as well as the 

timing and amount of the hydrologic forcing. Both the early filling stages and the 

subsequent operational scenarios play important roles in the application of hydrologic 

load induced lithospheric deformation for an impoundment of this size.  

This study seeks to provide a first look at the modeled vertical (subsidence and 

uplift) and horizontal displacement brought on by the initial GERD impoundment along 

with reservoir operations from several predicted seasonal release plans. This work was 

undertaken in order to glean a better understanding of the amplitude and spatiotemporal 

dynamics of the load-induced flexural response at and around the GERD study site. In 

order to accomplish this task, we seek to answer the following questions: (1) What are 

the areal extents, reservoir volumes, and hydrologic loads from potential scenarios of 

long-term reservoir operation and multi-year reservoir filling schedules? (2) What are 

the modeled elastic flexural responses as caused by hydrologic loading variations from 

long-term reservoir operations and multi-year reservoir filling schedules at the GERD? 
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We utilize digital surface models (DSMs) and hydrologic inputs from several filling and 

operational scenarios to answer (1), and we use those results along with a localized 

Earth model to compute the elastic displacements for each of the scenarios in order to 

answer (2). 

 

2. Data and Methods  

2.1. Reservoir Extents, Volumes, and Loads 

Traditional remote sensing techniques to delineate water/reservoir extents (e.g., 

multispectral and/or radar satellite platforms) cannot be employed in this situation as the 

final GERD impoundment process has not yet begun. Instead, this study utilizes a DSM-

based technique to determine areal extents and loads for varying reservoir levels 

behind the GERD. Several remotely sensed DSMs were examined in order to more 

precisely derive the areal extent, reservoir volume, and hydrologic load for every 1 m 

increment of the GERD impoundment. We inspected five different well-known DSMs 

that encompass the entirety of our study area, and selected the most accurate surface 

model based on a comparison of overlapping data from the Geoscience Laser Altimeter 

System (GLAS) instrument onboard the Ice, Cloud, and land Elevation satellite (ICESat) 

platform. More specifically, we tested three DSMs generated from Shuttle Radar 

Topography Mission (SRTM) data (one arcsecond void filled, three arcsecond void 

filled, three arcsecond not void filled), one derived from Advanced Land Observing 

Satellite (ALOS) data, and another from Advanced Spaceborne Thermal Emission and 

Reflection Radiometer (ASTER) data [32-34]. All five surface models were mosaicked to 

encompass the entirety of the study area (all DSM grids encompassing the minimum 
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bounding box) around the extent of the full GERD impoundment and were then 

projected to UTM Zone 36N (EPSG:32636) using the WGS84 ellipsoid. 

We acquired all GLAH14 (Land Elevation; Version 34) GLAS tracks from the 

National Snow and Ice Data Center (NSIDC) that overlap the five different mosaicked 

DSMs mentioned above [35]. GLAH14 elevation products are provided in ellipsoidal 

heights referenced to the Topex/Poseidon (TP) ellipsoid. As such, the GLAH14 data 

were converted to orthometric height above the WGS84 reference ellipsoid by 

subtracting the corresponding EGM96 geoid from the TP ellipsoidal heights and then 

subtracting 0.7 m. The WGS84 coordinates were projected to UTM Zone 36N 

(EPSG:32636) in order to be directly comparable to the five DSMs investigated in this 

study. Lastly, the elevation values were filtered using the "sat_corr_flg" (saturation 

correction) and "FRir_qa_flg" (cloud presence) flags to only keep unsaturated elevation 

GLAS points and to further filter the GLAS data to only include cloud-free pulses, 

respectively. We compared overlapping GLAS pulses to the nearest DSM cell value for 

each of the five elevation models mentioned above in order to determine the 

appropriate DSM used to derive the most reliable hydrologic load inputs for our 

deformation models (as discussed in Section 2.2). We calculated the mean absolute 

difference and standard deviation for all quality GLAS pulses from the nearest cell for 

each of the five DSMs at five different slope bins of less than or equal to 1°, 3°, 5°, 10°, 

and 90° (i.e., all data). Mean absolute differences were derived for several slope bins in 

order to better determine the most accurate DSM to select for further processing. Areas 

with larger slopes can cause increased ground elevation values within the ~70 m GLAS 

footprint. These increased elevation ranges can decrease the accuracy of the returned 
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GLAS elevation value as the elevation variation affects the GLAS laser return time and 

power, and subsequently negatively affects the final ellipsoidal height given by the 

GLAH14 product. We utilize Table 1 to show the GLAS comparisons for each of the 

slope bins for the five DSMs investigated. We note that the AW3D30 DSM has a lower 

mean absolute difference for each of the five different slope bins as compared with 

every other DSM we investigated. Similarly, the standard deviations are almost always 

lower for the AW3D30 DSM as compared with the other four surface models. The 

overall lower mean absolute differences and associated standard deviations for the 

AW3D30 DSM are evident in this table and highlight why we have selected this surface 

model for our hydrologic calculations. For comparison, we display the meter-by-meter 

areal extent and volumetric water loads for each of the five DSMs mentioned above in 

Table S1. We note increases of ~7 and ~19% in areal extent and volumetric water load 

for the least accurate DSM investigated as compared to the results from the AW3D30 

DSM that we have utilized for our final reservoir calculations. We describe the ALOS-

based DSM in the following paragraph.  

 

DSM 

All: Mean 

Difference 

(SD) 

1°: Mean 

Difference 

(SD) 

3°: Mean 

Difference 

(SD) 

5°: Mean 

Difference 

(SD) 

10°: Mean 

Difference 

(SD) 

ALOS 4.61 m 

(26.73 m) 

3.85 m 

(1.69 m) 

3.74 m 

(4.15 m) 

3.82 m 

(20.93 m) 

3.77 m 

(20.18 m) 

ASTER 8.16 m 

(27.20 m) 

6.32 m 

(4.29 m) 

6.04 m 

(5.73 m) 

6.42 m 

(21.28 m) 

6.88 m 

(20.65 m) 

SRTM_1arc 5.47 m 4.56 m 4.74 m 4.84 m 4.75 m 
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(26.71 m) (2.09 m) (4.28 m) (20.87 m) (20.13 m) 

SRTM_3arc_nonVoid 7.22 m 

(27.17 m) 

4.60 m 

(2.23 m) 

4.86 m 

(4.46 m) 

5.07 m 

(20.92 m) 

5.34 m 

(20.24 m) 

SRTM_3arc_yesVoid 7.22 m 

(27.17 m) 

4.60 m 

(2.23 m) 

4.86 m 

(4.46 m) 

5.07 m 

(20.92 m) 

5.34 m 

(20.24 m) 

 

Table 1. Mean absolute differences in elevation between the investigated digital surface 

models (DSMs) and spatially overlapping Ice, Cloud, and land Elevation satellite 

(ICESat) Geoscience Laser Altimeter System (GLAS) pulses for all data, slopes ≤1°, ≤

3°, ≤5°, and ≤10° along with their standard deviations. 

 

The ALOS DSM was acquired from the Japan Aerospace Exploration Agency 

(JAXA) and is part of the ALOS World 3D-30m (AW3D30) project. The surface model 

has a cell spacing of 1 arcsecond (~30 m) and a vertical height accuracy of 4.4 m 

(RMSE). The AW3D30 product was up-sampled from the AW3D version (~5 m cell size) 

using a simple average of the 49 (7 × 7) underlying AW3D cells, and consists of 16-bit 

signed integer values [36]. We mosaicked three AW3D30 grids (N009E035, N010E035, 

N011E035) over the study region and manually adjusted the cells where the GERD 

infrastructure (main dam and saddle dam) is located to the appropriate infrastructural 

elevation values. We utilized this DSM to derive the areal extent, reservoir volume, and 

subsequently, the GERD impoundment load grids used in the flexural model described 

in Section 2.2. 

We derived the areal extents, volumes, and water level changes for each 1 m 

increment from the pre-impoundment level of 500 m to the reservoir's maximum 
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capacity at 640 m. The AW3D30 DSM was contoured for each of the associated water 

level increments upstream of the GERD pour point, and the incremental areal extents 

were then derived for each reservoir extent boundary. Similarly, for each water level 

increment, we calculated the volume for each cell in the grid by deriving the water depth 

change from the initial DSM elevation value and multiplied by the appropriate cell 

dimensions of the mosaicked AW3D30 surface model (i.e., ~30 × ~30 m). We then 

summed these cell-by-cell volumes to derive the total volumetric content for the 

incremental water level. These meter-by-meter areal extent and volumetric water load 

values are further used to plot hypsometric curves for water level versus areal extent 

and water load along with areal extent versus water load. Cubic and quadratic fits of 

these curves were calculated and the coefficients from the water level versus water load 

and the areal extent versus water level equations were applied in order to create daily 

and mean monthly water level, areal extent, and volumetric content changes from inflow 

and outflow calculations for each of the different impoundment and operational 

scenarios that are discussed in the following paragraph. 

A filling plan has not been finalized for the GERD, and, as such, we focused our 

input water load derivations and subsequent initial impoundment deformation modeling 

on representative filling scenarios as laid out in [5]. [5] utilized an 80-month filling 

strategy based on natural inflow rates from 1973–1978. Here, the mean annual inflow of 

this impoundment strategy is only ~0.5% greater than the 41-year mean annual inflow of 

~50 Gt (1961–2002), and the annual outflow during this initial impoundment stage does 

not fall below 28.9 Gt. Monthly water level values were acquired from the above-cited 

paper, and daily loads were created in conjunction with the coefficients from the cubic 
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fits mentioned in the previous paragraph. We call this daily filling scenario M1. [7] 

derived precipitation, seepage, actual evapotranspiration (ET), inflow, and outflow (in 

m3s−1) at the GERD impoundment for 39 years (January 1961 to the end of December 

1999). These 468 monthly hydrologic observations were utilized to determine average 

monthly inflow datasets based on three types of water years (Average: 1961–1999, 

Average Wet: 1961–1981, and Average Dry: 1981–1999), where we took the mean of 

the water inflow from the hydrologic variables within their respective year ranges. The 

monthly GERD outflow rates from these three sets of inflow observations were derived 

as a percentage of the total inflow from 5 to 90% at 5% intervals. Here, an outflow 

percentage value of 5 indicates that only 5% of the daily GERD inflow is allowed to flow 

through the dam outlets as outflow (i.e., 95% storage). We note that precipitation inputs 

were included in the inflow calculation and the seepage and actual ET were removed 

from the reservoir volume and the subsequent water level calculation (not the outflow). 

That is, there may be a negative water storage rate in months where the summation of 

the seepage and ET rates is greater than the difference between the inflow and outflow 

rates. Finally, the monthly reservoir storage was determined for each of the three types 

of water years and their 18 different percentages of inflow rates from 5 to 90%. These 

monthly hydrologic observations were utilized in conjunction with the coefficients from 

the cubic fits described in the previous paragraph to determine daily water levels for 

each scenario. We call these filling scenarios A5–A90 (Average), AW5–AW90 (Average 

Wet), and AD5–AD90 (Average Dry), respectively. These cell-by-cell water levels for 

each of the 55 different impoundment scenarios (one scenario derived from [5] and 54 
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derived from [7]) were used to create the initial impoundment load grids that are utilized 

as inputs into the elastic deformation model that is discussed in Section 2.2. 

Similarly, a seasonal operation plan has not been finalized for the GERD, and, as 

such, we focused our annual flexural modeling on the five operational strategies as laid 

out in [7]. They described these five operational scenarios as (1) "hpp_1500MW_a": 

Operation is geared towards a hydroelectric power production (hpp) of 1500 MW 

regardless of the season, unless the reservoir is at full capacity (hpp increase) or the 

total volume is low (hpp decrease), (2) "hpp_1500MW_b": Operation is geared towards 

an hpp of 1500 MW if the active storage is less than 50%, unless the total volume is low 

(hpp decrease) or the active storage of the reservoir is above 50% (hpp increase), (3) 

"hpp_1700MW": Operation is geared towards an hpp of 1700 MW regardless of the 

season, unless the reservoir is at full capacity (hpp increase) or the total volume is low 

(hpp decrease), (4) "hpp_1800MW": Operation is geared towards an hpp of 1800 MW 

regardless of the season or overall reservoir volume, unless the reservoir is at full 

capacity (hpp increase), and (5) "eco_mgt": Operation best represents the natural flow 

regime with peak flows during the flood season and reduced flows during the dry 

season. We call these five operational scenarios (L1–L5). Similar to the 

abovementioned filling scenarios from [7], these operational strategies consist of 

monthly precipitation, seepage, actual ET, inflow, and outflow (in m3s−1) at the GERD 

impoundment from January 1961 to the end of December 1999. The 468 different 

monthly hydrologic values described in the previous paragraph were used in order to 

derive two temporally different sets of overall inflow, outflow, and storage values for 

each of the five scenarios. Again, we note that precipitation inputs were included in the 
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inflow calculation and the seepage and actual ET were removed from the reservoir 

volume and the subsequent water level calculation (not the outflow). The first of the two 

monthly datasets consists of a single-year's inflow, outflow, and water storage as 

calculated from the respective months' mean from the entire 39-year dataset, and the 

second consists of the full 39-year hydrologic monthly dataset. The monthly hydrologic 

values from both of the temporally different sets of strategies were utilized in 

conjunction with the coefficients from the appropriate cubic fits in order to determine 

daily water levels. These cell-by-cell water levels for each of the five different reservoir 

operation phases were used to create the operational load grids that are utilized as 

inputs into the elastic deformation model that is discussed in Section 2.2. 

 

2.2. SNREI Deformation 

We created a spherically symmetric, non-rotating, elastic, and isotropic (SNREI) 

Earth model based on the local rheology around the study region in order to calculate 

the most accurate vertical and horizontal displacements imposed by the loading of the 

GERD impoundment scenarios as well as the loading and unloading from the seasonal 

reservoir operations. To this end, we utilized the rheologic parameters in the Crust 1.0 

model [37] for the cell that encompasses the majority of the GERD impoundment 

(centered at 10.5° N, 35.5° E) to appropriately amend the STW105 reference Earth 

model [38] in order to derive more meaningful load Love numbers (LLNs) for the study 

region. More specifically, we used the density, compressional (Vp) and shear wave (Vs) 

velocities, and depths for the crustal values in the abovementioned Crust 1.0 cell and 

appropriately replaced the rheologic values in the STW105 Earth model while keeping 
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the original mantle properties intact. We also replaced the oceanic water layer in the 

upper 3 km of the STW105 model with appropriate density, Vp, and Vs values for the 

upper crust. From this altered, GERD-centric STW105 model 

(CRUSTY_GERD_STW105), we calculated the two Lamé parameters (λ and µ) for the 

Earth radii increments needed to appropriately derive the LLNs. We utilized the 

CRUSTY_GERD_STW105 Earth model and set the mantle to be both isotropic and 

compressible and the core to be layered and compressible in the calculation of the 

LLNs. Elastic LLNs were derived to a harmonic degree of 32768 (at 1 degree 

increments) using the method and scripts outlined in [39, 40]. These LLNs represent 

dimensionless parameters that explain Earth's elastic response to different loads and 

stresses [41, 42]. 

We calculated the elastic response, or Green's functions (GFs), to a set disc 

loading scenario using the flexural theory from [43] based on the 

CRUSTY_GERD_STW105 Earth model-derived LLNs using the Regional ElAstic 

Rebound calculator (REAR) from [44]. REAR is optimized for the calculation of 

displacements from very high harmonic degrees, which is important for the analysis of 

geodetic observables in study areas which are subjected to smaller-scale surface mass 

variations (like hydrologic loading at the reservoir scale) [45]. This is important as the 

increased number of spherical harmonic degrees allows for a higher resolution model 

domain (e.g., finely layered mantle and crustal layers) as well as for a more detailed 

(finer spatial resolution) output displacement product. REAR computes the elastic 

flexural response of SNREI Earth models to loading and unloading scenarios. In this 

case, the loading and unloading scenarios are the filling of the GERD impoundment 
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along with the seasonal operations. The computed GFs are the surface rates of 

displacement associated with a unit rate of mass variation from a finite-sized disc load, 

where the diameter of the disc corresponds to the cell resolution of the input DSM 

(AW3D30) utilized to derive the load files. These GFs were utilized in conjunction with 

the hydrologic load files calculated for each 1 m water level increment (500 to 640 m) to 

derive the elastic deformation caused by the hydrologic load from the entire GERD 

impoundment. We also derived the flexural response for each areal extent where the 

corresponding water level utilized in the input load file is the water level at which the 

areal extent was derived plus 1 m (501 to 641 m). This was done to create a 

displacement factor to utilize in the linear interpolation of the flexural response from sub-

meter water level changes. For example, we derived the vertical and horizontal 

displacements utilizing each cell from the 600 m water level areal extent along with the 

deformation from the same cells plus 1 m of water level (i.e., 601 m). We employed the 

flexural responses from these +1 m data runs to derive a displacement factor to apply to 

daily floating point values of water level changes that are present in our load inputs from 

the different filling and operational scenarios. For example, this displacement factor is 

calculated from the quotient of the displacement from the 600 m areal extent load with a 

water level of 600 + 1 m and the displacement from the 600 m areal extent load with a 

water level of 600 m, divided by 1000. This allows us to calculate the daily flexural 

responses from sub-meter water level changes (e.g., at 0.001 m intervals between 

water levels of 600 and 601 m) without having to run the flexural model through many 

tens of thousands of iterations. 
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We utilized the daily reservoir load files as described in Section 2.1 to derive the 

modeled flexural response using the SNREI model discussed in the preceding 

paragraph. We calculated the deformation from the daily load changes for each of the 

55 different impoundment scenarios as well as from both temporal sets of the 5 different 

operational scenarios. We then determined the daily accumulated maximum vertical 

and horizontal displacements from those daily load changes for each of the 55 different 

impoundment scenarios. We note that we stopped each filling scenario as soon as the 

reservoir reached its full supply level of 640 m. We also calculated the time to full supply 

level along with the accumulated annual inflow, outflow, and storage for each of these 

55 filling scenarios. We note that each of these data runs began on January 1. We 

utilized the daily vertical and horizontal displacements in response to the daily load 

changes (Section 2.1) to derive the maximum seasonal accumulated flexural responses 

for both the full 39-year dataset and the average annual scenarios (as discussed in 

Section 2.1). Here, the maximum accumulated responses are defined as the 

displacement from the load change at the beginning of the year to the peak load for the 

highest annual amplitude water load change for each of the scenarios. We note that we 

started the average annual operational scenarios on the first day of the first month in 

which there is a positive storage rate (i.e., L1–L3, L5: July 1, and L4: June 1), and we 

started the annual cycles within the 39-year seasonal operational dataset on the first 

day in which there was a positive water storage. 

 

3. Results 

3.1. Initial Impoundment 
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The overall areal extent and volumetric water load for the full impoundment of the 

GERD (500 to 640 m) using the AW3D30 surface model and the methods outlined in 

Section 2.1 are ~1763.30 km2 and 67.37 Gt, respectively. We derived the monthly 

inflow, outflow, and water storage values for each of the 54 impoundment scenarios 

derived from [7], and plot them in Figures S1, S2, and S3. We utilized these annual 

curves to derive daily reservoir inflow and outflow, and subsequently the accumulated 

water levels and volumes for each of the impoundment strategies. We focus our 

discussion on the 22 filling scenarios M1, A45-A75, AW45–AW75, and AD45–AD75 due 

to the markedly low levels of accumulated annual outflow and long impoundment 

periods at the lower and upper end of the percentage scenarios, respectively. We note 

that the full impoundment periods and the accumulated annual outflow rates for the 

A80-A90, AW80–AW90, and AD80–AD90 and the A5-A40, AW5-AW40, and AD5-AD40 

scenarios range from 9.7 (AW80) to 76.7 years (AD90) and 2.4 (AD5) to 22.0 Gt/year 

(AW40), respectively. The total accumulated annual inflow for each of the average, 

average-wet, average-dry, and M1 impoundment scenarios are 51.25, 55.11, 48.32, 

and 50.00 Gt, respectively. For reference, we plot the daily reservoir inflows and 

outflows along with the accumulated water levels and volumes for each of the 54 

impoundment strategies derived from [7] in Supplementary materials Figures S4, S5, 

and S6. We also plot the accumulated daily GERD storage and water levels for the M1 

scenario derived from [5] in Figure S7. Along with these plots, we show the time-to-full, 

the accumulated annual inflows, outflows, and storage values for each of the 54 filling 

scenarios derived from [7] (A5–A90, AW5–AW90, and AD5–AD90) in Table S2. We 

note that we do not have the inflow and outflow rates for scenario M1 as the data 
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acquired from [5] do not consist of the full hydrologic values that we have acquired from 

the study by [7]. However, we require only water levels in order to appropriately derive 

the load inputs for the elastic flexural model. 

The maximum accumulated vertical and horizontal displacements from the 

SNREI model for the complete GERD impoundment utilizing the methods and datasets 

described in Sections 2.1 and 2.2 are 11.99 and 1.99 cm, respectively. Figure 2 plots 

the total vertical and horizontal response from the entire hydrologic load from the full 

140 m GERD impoundment. Vertical and horizontal displacements from the complete 

impoundment in excess of 1 cm extend out to ~99 and ~49 km from the 640 m weighted 

hydrologic load centroid, respectively. We point the reader to Video S1 for an animation 

showing the modeled flexural response along with its associated areal extent and water 

volume for each meter of water level rise from 500 to 640 m. 
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Figure 2. Vertical and horizontal displacements from the full GERD impoundment. The 

modeled vertical displacement is plotted on the colored grid while the horizontal 

displacement motion vectors are plotted on top. The weighted hydrologic load centroid 

from the full reservoir volume is plotted as a star. The total areal extent of the full 

impoundment (640 m reservoir level) is drawn as a black polygon. These are the 

modeled elastic displacements from the full hydrologic loading for the entire GERD 

impoundment. 

 

Figure 3 plots the daily accumulated horizontal and vertical displacements for 

each of the 22 different filling scenarios. We note that the vertical displacement for each 

of the filling scenarios maxes out at the same response due to the fact that we plot the 

accumulated displacement for the entire filling, and that according to [43], the elastic 

flexural response to any given load is both constant and instantaneous. That is to say, 

these maximum displacement values are the same for the vertical and horizontal 

displacements plotted in Figure 2. 

 Fig.	3	
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Figure 3. Accumulated daily vertical and horizontal displacements from 22 different 

filling scenarios. The horizontal displacement on the second y-axis is marginally offset 

from the vertical displacement on the first y-axis and is plotted as the slightly minor lines 

of the same symbology for each of the filling scenarios. 

 

3.2. Seasonal Operations 

We derived the average monthly inflow, outflow, and water storage values for 

each of the five operational cycles, and plot them in s8. We utilized these monthly 

hydrologic variables to derive an average annual regime of daily reservoir inflow and 

outflow rates, and subsequently the accumulated water levels and volumes for each of 

the five seasonal strategies (L1–L5). These are plotted in Figure S9. This figure shows 

that the maximum annual seasonal amplitudes of change for the areal extent, water 

level, and reservoir volume for each of the five average annual operational scenarios 

(L1–L5) are 491.12, 492.28, 484.33, 420.06, and 360.40 km2, 16.22, 16.25, 16.01, 

14.13, and 12.22 m, and 23.09, 23.16, 22.76, 19.59, and 16.74 km3, respectively. We 

note that the percentage of the total accumulated water volume from the full 

impoundment for each average annual seasonal scenario is 25 (L1), 34 (L2), 34 (L3), 

34 (L4), and 29% (L5). Similarly, we plot the daily water levels, water storage, and 

inflow and outflow rates for the five operational scenarios over their entire 39-year cycle 

in Figure S10. This figure shows that the maximum annual seasonal amplitudes of 

change for the areal extent, water level, and reservoir volume for each of the 39-year 

operational scenarios (L1–L5) are 902.02, 868.00, 821.83, 903.36, and 644.81 km2, 

41.22, 36.99, 33.28, 46.53, and 26.88 m, and 36.46, 36.30, 35.22, 34.35, and 27.93 
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km3, respectively. We note that the percentages of the total accumulated water volume 

from the full impoundment for each of these maximum seasonal amplitudes from the full 

39-year daily seasonal scenarios are 54 (L1), 54 (L2), 52 (L3), 51 (L4), and 41% (L5). 

This shows how large an effect dam operations can have on the amplitudes of seasonal 

hydrologic load fluctuations. In turn, these markedly different fluxes will determine the 

amplitude of flexural responses to the corresponding annual load changes in any given 

operational year, as discussed below.  

The maximum accumulated vertical (and horizontal) displacement from the 

SNREI model for each of the five average annual operational scenarios (L1–L5) is 3.27 

(4.89), 3.29 (4.94), 3.24 (4.84), 2.76 (4.14), and 2.40 cm (3.59 mm), respectively. We 

plot the total vertical and horizontal response for these annual average operational 

scenarios (L1–L5) in Figure 4a–e. Vertical and horizontal displacements from the 

maximum seasonal amplitudes in excess of 1 cm and 3 mm for these five scenarios 

extend out to ~92 and ~51 km (L1–L3), ~77 and ~44 km (L4), and lastly ~49 and ~40 

km (L5) from their respective maximum water level weighted hydrologic load centroids. 
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Figure 4. Vertical and horizontal displacements from each of the five average annual 

operational scenarios. The modeled vertical displacement is plotted on the colored grid 

while the horizontal displacement motion vectors are plotted on top. The maximum 

water level weighted hydrologic load centroids are plotted as stars. The maximum areal 

extent of the reservoir for each of these scenarios is drawn as a black polygon. (a)–(e) 

correspond to the average annual seasonal scenarios L1–L5, respectively. These are 

the maximum accumulated displacements for each of the five average annual 

operational scenarios. 

 

We plot the daily accumulated maximum horizontal and vertical displacements 

for each of the five seasonal operational scenarios in Figure 5. We note that the 

maximum accumulated displacements are the same as the responses plotted in Figure 

4a–e. We also note that the maximum displacement for operational scenario L4 occurs 
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one month prior to the other four scenarios. This is due to the operational start date of 

June 1 for the L4 scenario versus July 1 for the remaining four scenarios. Here, July 1 

and June 1 are the first days in each scenario in which there is net positive reservoir 

storage. 

 

Figure 5. Maximum accumulated daily vertical and horizontal displacements from the 

five different average annual operational scenarios. Seasonal operations are started 

July 1 for scenarios L1–L3 and L5 and on June 1 for scenario L4. These are the first 

days in each scenario in which there is net positive reservoir storage. These plots track 

the daily displacement at the location of the overall maximum accumulated vertical and 

horizontal displacement for each average annual scenario. Note that the top and bottom 

portions of the plot correspond to vertical and horizontal displacement in cm and mm, 

respectively. We also note that the y-axis scale for the horizontal displacement is half 

that of the vertical displacement. 

 

We note that the maximum accumulated vertical (and horizontal) displacement 

for each of the largest seasonal amplitudes of hydrologic change from the full 39-year 

dataset for the five operational scenarios (L1–L5) is 6.58 (9.39), 6.29 (8.94), 5.91 (8.45), 

Fig.	5	
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6.56 (9.58), and 4.61 cm (6.69 mm), respectively. We plot the total vertical and 

horizontal response for these maximum annual operational scenarios (L1–L5) in Figure 

6a–e, respectively. Vertical and horizontal displacements from the maximum seasonal 

amplitudes in excess of 1 cm and 5 mm for these scenarios extend to ~78 and ~50 km 

(L1), ~93 and ~50 km (L2), ~93 and ~48 km (L3), ~78 and ~46 km (L4), and lastly ~78 

and ~44 km (L5) from their respective maximum water level weighted hydrologic load 

centroids.  

 

 

Figure 6. Total vertical and horizontal displacements from the maximum annual 

amplitude for each of the five 39-year operational scenarios. The modeled vertical 

displacement is plotted on the colored grid while the horizontal displacement motion 

vectors are plotted on top. The maximum water level weighted hydrologic load centroids 

are plotted as stars, and the maximum areal extent of the reservoir for each of these 

scenarios is drawn as a black polygon. (a)–(e) correspond to the maximum 
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displacement out of the full 39-year dataset for each of the five different seasonal 

operational scenarios (L1–L5). 

 

We plot the daily maximum vertical and horizontal accumulated flexural 

responses from the full 39-year dataset for each of the five scenarios in Figure 7. We 

start the water level for each of these runs such that the maximum water level over the 

full 39-year dataset is never greater than the maximum GERD water level of 640 m. We 

note that the seasonal maximum and minimum vertical and horizontal displacements for 

all five scenarios over all 39 years of hydrologic data are 6.58 and 1.32 cm (vertical) and 

9.58 and 1.91 mm (horizontal), respectively. This further highlights the stark differences 

in the annual stresses applied on the crust from the varying hydrologic loading and 

unloading operational scenarios of the reservoir. 

 

 

Figure 7. Maximum seasonal accumulated daily vertical and horizontal displacements 

for all five operational scenarios from the full 39-year datasets. These plots track the 

Fig.	7	
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daily displacement at the location of the annual season's overall maximum accumulated 

vertical and horizontal displacement for each scenario. The plotted data are the 

accumulated vertical and horizontal displacements for each seasonal cycle in the full 

39-year dataset. Note that the displacement at the beginning of each season reverts 

back to zero, and the subsequent seasonal displacements are accumulated from that 

start point until the end of the season. The top and bottom portions of the plot 

correspond to vertical and horizontal displacement, respectively. We also note that the 

y-axis scale for the horizontal displacement is half that of the vertical displacement. 

 

4. Discussion 

4.1. Initial Impoundment 

At present, our DSM-derived results cannot be validated to in situ or other remote 

sensing-based areal extent and volumetric water load curves of the GERD as the final 

impoundment process has not yet begun. However, our very high R-squared values of 

0.99 are indicative of the quality of the relationships between water level, areal extent, 

and volumetric content (Figure S11a–c). These relationships can be employed by water 

managers and researchers to derive more meaningful operational rule curves and to 

better understand the hydrologic fluctuations as they relate to future GERD studies 

(e.g., remotely sensed volumetric calculations from ICESat-2, GRACE-FO, and SWOT). 

We note our method relies heavily on the DSM employed by our processing 

methodology, and that we have utilized the most accurate surface model (as compared 

to spatially overlapping ICESat GLAS pulses) at our disposal (Section 2.1). 
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For comparison to the modeled vertical displacements from the full impoundment 

at the GERD (Figure 2), we note that vertical displacements from the full impoundment 

for two other large hydro-engineering projects (Lake Mead in the United States and the 

Three Gorges Reservoir in China) are ~12 cm and ~3.8 cm, respectively [46, 47]. The 

locational difference in the maximum vertical displacement and the weighted hydrologic 

load centroid in Figure 2 is very likely caused by the upstream reaches of the GERD 

reservoir at this water level "pulling" the centroid toward the south-southeast away from 

the deformation center. Further, Video S1 shows the south-southeastward migration of 

the weighted hydrologic load centroid as the reservoir levels rise and the upstream 

reaches "pull" the centroids in that direction. We note that utilizing a different DSM than 

the one selected for this analysis would affect the displacements calculated from our 

flexural modeling methodology. The displacements from a given load are directly related 

to the input water levels at each cell in the DSM grid. As such, the overall difference in 

the modeled displacements from different DSMs would be dependent on the cell-by-cell 

differences in their water levels. We note that the results in Figure 2 and Video S1 are 

the total accumulated elastic flexural response from the GERD impoundment in its 

entirety. Further, we note that filling scenarios for reservoirs of this size are typically 

drawn out over several years/wet-dry seasons due to the size of the reservoir itself, 

downstream water users, and the seasonality of the inflows at the impoundment. 

A filling plan has not been finalized for the GERD, and, as such, we focus our 

discussion on 22 (M1, A45–75, AW45–75, and AD45–75) of the 55 different scenarios 

as laid out in the end of Section 2.1. These particular filling scenarios were deemed the 

most realistic after comparing their outflow rates to the mean outflow at the 
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impoundment site as well as their respective filling times. The former is important to 

negate downstream user impacts and the latter is important for the operation and timing 

of the reservoir operations. The filling time is also an important parameter where faster 

impoundments may increase the drained response that is responsible for the increase 

in diffusive pore pressure through the underlying rock. The filling scenarios had a start 

date of January 1, and for the most part, the first five months of each filling scenario 

shows little to no impoundment. We note that 14 of the 22 filling scenarios examined 

were complete before the fifth year, and that the shortest filling scenario (AW45) and the 

longest filling scenario (AD75) took ~2.65 and ~8.6 years, respectively. 

Although the total magnitude of the vertical and horizontal displacements are the 

same for each filling scenario plotted in Figure 3, it is the timing of the hydrologic 

variables that play a role in the temporal dynamics of the load-induced flexural 

response. This is especially true for a marked seasonal hydrologic regime defined by a 

peak discharge lasting a few months followed by a low-flow period that we see at the 

GERD impoundment. This is evidenced in Figure 3 by the fact that 8 of the 22 filling 

scenarios (A45–55, AW45–55, and AD45–50) have nearly 50% (~6 and ~1 cm) of their 

total accumulated (~12 and ~2 cm) vertical and horizontal displacement (respectively) 

within the last half of the first year of the filling scenario. We point the reader to Dataset 

S1 for the complete displacement arrays for each of the 22 filling scenarios. We also 

note that all but one of the filling scenarios (M1) have more than 25% of their total 

deformation in the same six-month time span. However, if we think in terms of 

displacement per unit time and we take the quotient of the total accumulated vertical 

displacement and the filling time for each scenario plotted in Figure 3, we find that the 
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top-five scenarios in terms of the lowest total daily displacement rate are AD75 (~0.04), 

A75 (~0.04), AW75 (~0.05), AD70 (~0.05), and M1 (~0.05 mm/day). In contrast, the 

bottom-five scenarios in terms of the highest total daily displacement rate are AW45 

(~0.12), A45 (~0.12), AW50 (~0.12), AD45 (~0.11), and A50 (~0.09 mm/day). We note 

that because the total displacement is the same for each of the filling scenarios (500 to 

640 m), these displacement rates are for the five longest and five shortest filling 

scenarios, respectively. We reiterate that the overall flexural response (Figure 2) from 

the full impoundment applied on the surrounding lithosphere will not occur within one 

season, but will be spread out over the filling scenario decided upon by the water 

managers. As such, we have shown (Figure 3) 22 different potential filling scenarios at 

the GERD, and how their associated flexural responses accumulate over their 

respective impoundment periods. 

 

4.2. Seasonal Operations 

Overall, the differences in accumulated horizontal and vertical displacements 

between the five operational scenarios plotted in Figure 5 stem from the different 

monthly (and subsequently, the daily) reservoir outflow rates. These scenarios are 

discussed at the end of Section 2.1 and are plotted in Figures S8 and S9, respectively. 

The different outflow rates are responsible for variations in monthly (and subsequently, 

the daily) water storage, and, in turn, the different areal extents and total water levels for 

each of the five scenarios. We expect there to be differences in the accumulated 

displacement from the different operational scenarios as the inputs into the elastic 

deformation models are the hydrologic load grids derived from these areal extents and 
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water levels. The notable difference in both the timing and the quantity of reservoir 

outflow in scenarios L4 and L5 as compared with the outflow rates in scenarios L1–L3 

causes the decreased accumulated displacement for scenarios L4 and L5 (See Figures 

S8 and S9).  

We start the seasonal model runs at the first date in which there is positive 

reservoir storage (L1–L3, L5: July 1 and L4: June 1) and use a 622 m reservoir level as 

the initial model input. We selected the 622 m water level as [48] specified the minimum 

operating level of the GERD as such. However, other studies stated that the minimum 

operating level is at 590 m [49, 50]. We ran our models with both 622 and 590 m as the 

starting point, and we note that the total volumetric change is the same in both runs and 

that the amplitudes of the seasonal water level and areal extent changes are larger with 

the 590 m elevation starting point. Further, the maximum accumulated vertical and 

horizontal displacements are around 1 cm and 1 mm larger (respectively) in the 590 m 

data runs as compared with the flexural results from the 622 m starting point. This is 

due to the increased load per unit area for the 590 m data runs as the reservoir volumes 

for both starting points are the same, but the maximum areal extents for the 590 m runs 

are smaller than their 622 m counterparts, thereby increasing the hydrologic load per 

unit area. In turn, this larger, more condensed loading affects the distance that the 

deformation extends from the corresponding load centroid as compared with the 622 m 

data runs. Here, we note that the vertical and horizontal displacements from the 

maximum seasonal amplitudes in excess of 1 cm and 3 mm for the scenarios with a 590 

m water level start extend out to ~59 and ~50 km (L1–L2), ~59 and ~48 km (L3), ~48 

and ~46 km (L4), and lastly ~49 and ~42 km (L5) from their respective maximum water 
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level weighted hydrologic load centroids. This overall reduction in the spatial reach of 

the deformation as compared with the 622 m data runs is due to the abovementioned 

condensed hydrologic loading around the load centroid where the 590 m data runs do 

not have the increased displacement in the upstream (southerly) reaches of the 

reservoir. 

The vertical and horizontal displacements plotted in Figure 7 are normalized to 

the first day of the seasonal cycle. Here, we define the beginning of an annual seasonal 

cycle as the first day in which there is positive water storage and the end to that cycle 

occurs when the water storage flips from negative to positive (i.e., a full seasonal inflow 

and outflow curve). The daily vertical displacement plotted in Figure 7 is the 

accumulated vertical response for that season at the location of maximum deformation 

for that annual cycle. Here, vertical displacement that is greater than zero indicates that 

the daily water level has dropped below the water level at the start of our defined 

seasonal cycle, and the accumulated displacement switches sign to a positive value 

due to the continued withdrawal of reservoir water (decreased water storage) and the 

subsequent upward flexural response (relaxation) of the crust. The decrease in water 

storage and subsequent crustal relaxation for each seasonal cycle begins after the 

maximum accumulated vertical displacement peak on the seasonal curves plotted in 

Figure 7 and ends when the reservoir storage changes from a positive to a negative 

value. The horizontal displacement is nearly always positive, and, similar to the plotted 

vertical displacement, it switches signs when the daily water level has dropped below 

the water level at the start of our defined seasonal cycle. The horizontal response 

curves in Figure 7 show that the non-vertical crustal motion changes direction from 
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towards the center of load mass during water storage and downward flexural response 

to away from the center of load mass during periods in the seasonal cycle that are 

dominated by a reduction in water storage and subsequent reservoir withdrawals. This 

occurs simultaneously with the decrease in water storage and subsequent crustal 

relaxation for each seasonal cycle and begins after the maximum accumulated vertical 

displacement peak on the seasonal curves. 

We note that the full vertical and horizontal displacement for each of the five 

average annual operational strategies (L1–L5) is 27, 27, 27, 23, and 20% and 24, 25, 

24, 21, and 18% of the total maximum accumulated vertical and horizontal displacement 

from the entire GERD impoundment, respectively. In context, the vertical and horizontal 

percent differences for the highest amplitude year of the 39-year data cycle are 55, 52, 

49, 55, and 38% and 47, 45, 43, 48, and 34%, respectively. The overall magnitude of 

the vertical and horizontal displacements for the five operational scenarios are highly 

varied when looking at both the average scenarios and the full 39-year runs. The 

deformation is dependent on the annual load density and the input natural hydrologic 

variables (e.g., inflow, seepage, actual ET) for that particular water year as well as the 

operational variables (i.e., outflow/reservoir release as it is related to hydropower 

generation) that the water managers decide upon. Subsequently, these varied reservoir 

inflow and outflow rates and release timings can dramatically affect the maximum 

accumulated seasonal displacement as well as the distance with which the flexural 

response occurs away from the associated hydrologic load centroid. 

 

5. Conclusion 
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This study has compared the accuracy of several widely used DSMs to 

spaceborne laser altimetric products from the ICESat GLAS sensor in order to 

determine the most appropriate product for reservoir extent and volumetric calculations 

at the GERD. We utilized the ALOS-derived AW3D30 surface model to determine that 

the overall extent and total hydrologic load of the full GERD impoundment, which are 

~1763.30 km2 and 67.37 km3 (Gt), respectively. We determined the areal extent and 

volumetric content for the GERD impoundment at 1 m water level increments (from 500 

to 640 m) and derived hypsometric curves for water level versus areal extent and water 

load along with areal extent versus water load. We determined the most appropriate 

cubic and quadratic fits of these curves and found very high R-squared values for each. 

We utilized the associated coefficients to derive areal extent and volumetric content at 

sub-meter water level changes (e.g., 0.001 m) for each day in our scenarios. 

We created daily water level, areal extent, water storage, inflow, and outflow 

values for 55 different filling scenarios as well as for 5 different operational strategies at 

the GERD. The time to full impoundment varies by scenario, and ranges from 1.6 to 

76.7 years. We determined that the accumulated annual storage for these scenarios 

ranges from 0.9 to 48.3 km3 at the longer end of impoundment time to the shorter end, 

respectively. A more realistic scenario is, of course, somewhere in between these 

values. The accumulated annual reservoir storage during the initial impoundment 

directly affects the time it takes to fill the reservoir to its maximum water level of 640 m. 

We found that the maximum seasonal amplitude of reservoir load changes for each of 

the five operational strategies to consist of 54, 54, 52, 51, and 41% of the total 

accumulated water volume from the full impoundment. When compared with the 
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percentages from the average annual operational strategies of 25, 34, 34, 34, and 29%, 

it becomes quite evident that reservoir operations have a large effect on the amplitude 

of seasonal hydrologic load fluctuations. 

We found the maximum accumulated vertical and horizontal displacements 

caused by the hydrologic load from the full GERD impoundment to be 11.99 and 1.99 

cm, and that the vertical and horizontal displacements in excess of 1 cm extend out to 

~99 and 49 km from the 640 m weighted hydrologic load centroid, respectively. We 

derived the daily accumulated vertical and horizontal displacements for 22 of the 55 

filling scenarios. Although the total magnitude of the elastic vertical and horizontal 

displacements are the same for each of the filling scenarios, it is the timing of these 

forces that play a role in the temporal dynamics of the load-induced flexural response. 

We note that the marked seasonal hydrologic regime at the GERD impoundment plays 

a major role in the timing of the deformation, and this is evidenced by the fact that 8 of 

the 22 filling scenarios (A45-55, AW45-55, and AD45-50) have nearly 50% (~6 and ~1 

cm) of their total accumulated (~12 and ~2 cm) vertical and horizontal displacements 

(respectively) within the last half of the first year of the filling scenario.  

We found that the maximum accumulated vertical (and horizontal) displacement 

for each of the largest seasonal amplitudes of hydrologic change from the full 39-year 

dataset for the five operational scenarios (L1 – L5) is 6.58 (9.39), 6.29 (8.94), 5.91 

(8.45), 6.56 (9.58), and 4.61 cm (6.69 mm), respectively. The vertical and horizontal 

displacements in excess of 1 cm and 5 mm from these maximum amplitudes extend to 

~78 and ~50 km (L1), ~93 and ~50 km (L2), ~93 and ~48 km (L3), ~78 and ~46 km 

(L4), and lastly ~78 and ~44 km (L5) from their respective maximum water level 
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weighted hydrologic load centroids. We compared this maximum seasonal 

displacement to the displacements from the full impoundment and found that the vertical 

and horizontal percent differences for the highest amplitude year of the 39-year data 

cycle for the five operational scenarios are 55, 52, 49, 55, and 38% and 47, 45, 42, 48, 

and 34%, respectively. We determined that the seasonal maximum and minimum 

vertical and horizontal displacements for all five operational scenarios over all 39 years 

of hydrologic data are 6.58 and 1.32 cm (vertical) and 9.58 and 1.91 mm (horizontal), 

respectively. We have shown that the overall magnitude of the vertical and horizontal 

displacements for the five operational scenarios are highly varied, and that the 

deformation is dependent on the input natural hydrologic variables (e.g., inflow, 

seepage, actual ET) for that particular water year as well as the operational variables 

(i.e., outflow/reservoir releases as they are related to hydropower generation) that the 

water managers decide upon. Subsequently, we noted that the annual load density 

along with the varied reservoir inflow and outflow rates and release timings can 

dramatically affect the maximum accumulated seasonal displacement as well as the 

distance with which the flexural response occurs away from the associated hydrologic 

load centroid. 
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Supplementary Material 

Separate File 

Table S1. Areal extent and volumetric water loads for every meter of water level from 

500 m to 640 m calculated from each of the five DSMs. 
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Figure S1. Monthly inflow, outflow, and water storage values for each of the average 

(A) water year impoundment scenarios. Note that integers after "A" in the sub-plot titles 

denote outflow rates as a percentage of the total inflow. 

 

 

Figure S2. Monthly inflow, outflow, and water storage values for each of the average-

dry (AD) water year impoundment scenarios. Note that integers after "AD" in the sub-

plot titles denote outflow rates as a percentage of the total inflow. 
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Figure S3. Monthly inflow, outflow, and water storage values for each of the average-

wet (AW) water year impoundment scenarios. Note that integers after "AW" in the sub-

plot titles denote outflow rates as a percentage of the total inflow. 
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Figure S4. Daily reservoir inflows and outflows along with the accumulated water levels 

and hydrologic loads for each of the average (A) water year impoundment scenarios. 

Note that integers after "A" in the sub-plot titles denote outflow rates as a percentage of 

the total inflow. We set each accumulated water level that is less than the base 

reservoir elevation of 500 m to the actual base elevation of 500 m. The filling scenarios 

as plotted begin on the first of January, as we do not yet know when the actual filling will 

begin. If we started the scenarios on the first day of the year in which there is a positive 
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storage value then the years-to-full would simply be reduced by that day-number of the 

year. 

 

 

Figure S5. Daily reservoir inflows and outflows along with the accumulated water levels 

and hydrologic loads for each of the average-dry (AD) water year impoundment 

scenarios. Note that integers after "AD" in the sub-plot titles denote outflow rates as a 

percentage of the total inflow. We set each accumulated water level that is less than the 

base reservoir elevation of 500 m to the actual base elevation of 500 m. The filling 
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scenarios as plotted begin on the first of January, as we do not yet know when the 

actual filling will begin. If we started the scenarios on the first day of the year in which 

there is a positive storage value then the years-to-full would simply be reduced by that 

day-number of the year. 

 

 

Figure S6. Daily reservoir inflows and outflows along with the accumulated water levels 

and hydrologic loads for each of the average-wet (AW) water year impoundment 

scenarios. Note that integers after "AW" in the sub-plot titles denote outflow rates as a 
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percentage of the total inflow. We set each accumulated water level that is less than the 

base reservoir elevation of 500 m to the actual base elevation of 500 m. The filling 

scenarios as plotted begin on the first of January, as we do not yet know when the 

actual filling will begin. If we started the scenarios on the first day of the year in which 

there is a positive storage value then the years-to-full would simply be reduced by that 

day-number of the year. 

 

 

Figure S7. Daily accumulated water levels and hydrologic loads for the M1 

impoundment scenario. We set each accumulated water level that is less than the base 

reservoir elevation of 500 m to the actual base elevation of 500 m. The filling scenario 

as plotted began on the first of January, as we do not yet know when the actual filling 

will begin. If we started the scenario on the first day of the year in which there is a 

positive storage value then the years-to-full would simply be reduced by that day-

number of the year. 

 

Separate File 
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Table S2. Annual outflow and inflow rates, accumulated reservoir storage, and the filling 

times for each impoundment scenario.  

 

Separate File 

Video S1. Animation displaying the flexural response along with the accumulated areal 

extent and hydrologic load for every meter of reservoir level rise from 500 m to the full 

impoundment of 640 m. 

 

 

Figure S8. Average monthly inflow, outflow, and water storage values for each of the 

five seasonal reservoir operation strategies. 

 

Separate File 

Dataset S1. Zipped file containing vertical and horizontal displacement arrays for each 

of the 22 different filling scenarios. These are 1xNx3 arrays where N is the number of 
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days in the filling scenario and the three columns represent the day of the filling 

scenario, the vertical displacement (mm), and the horizontal displacement (mm). 

 

 

Figure S9. Average annual regime of daily reservoir inflow and outflow rates and the 

accumulated water levels and reservoir volumes for each of the five seasonal reservoir 

operation strategies. 
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Figure S10. Daily water levels, water storage, and inflow and outflow rates for the five 

operational scenarios over their entire 39-year cycle. 

 

 

Figure S11. Hypsometric curves for water level versus areal extent and water load 

along with areal extent versus water load. Plotted here are the relationships between 

the GERD impoundment's water level versus the areal extent (a), the GERD 

impoundment's water level versus the hydrologic load (b), and the GERD 

impoundment's areal extent versus the hydrologic load (c). Also plotted are the cubic 

and quadratic fits alongside their associated coefficients and R-squared values. Note 

there are two fits in (b). This was undertaken to reduce the error when utilizing these 

relationships to derive reservoir volume during the early filling stages. 

 

 

 

 

Fig.	S1a	 Fig.	S1b	

Fig.	S1c	
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Chapter 2: Reservoir Induced Stress Analysis for Several Filling and 

Operational Scenarios at the Grand Ethiopian Renaissance Dam 

Impoundment 

 

Abstract 

Increased demand for power generation coupled with changing seasonal water 

uncertainty have caused a global rise in large-scale hydrologic engineering projects. To 

that end, the soon-to-be-completed Grand Ethiopian Renaissance Dam (GERD) will 

impound the Blue Nile in Ethiopia and its reservoir will have an areal extent of ~1763 

km2 and store ~67 Gt (km3) of water. The impoundment will undergo maximum 

seasonal load changes of ~28 – ~36 Gt during projected seasonal hydroelectric 

operations. The GERD impoundment will cause significant subsurficial stresses, and 

could possibly trigger seismicity in the region. This study examines Coulomb stress and 

hydrologic load centroid movements for several GERD impoundment and operational 

scenarios. The maximum subsurficial Coulomb stress applied on optimally oriented fault 

planes from the full impoundment is ~186 kPa and over 30% of our model domain 

incurs Coulomb stresses ≥ 10 kPa, regardless of the impoundment period length. The 

main driver behind Coulomb stress and load centroid motion during impoundment is the 

annual, accumulated daily reservoir storage change. The maximum Coulomb stresses 

from the highest amplitude season of five long-term operational scenarios are around 

36, 33, 29, 41, and 24% of the total maximum stresses from the entire GERD 

impoundment. Variations in annual Coulomb stresses during modeled GERD operations 

are attributed to the seasonal load per unit area, and partially to the initial seasonal 
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water level. The spatial patterns and amplitudes of these stress tensors are closely 

linked to both the size and timing of GERD inflow/outflow rates, and an improved 

understanding of the magnitude and extent of these stresses provides useful 

information to water managers in order to better understand potential reservoir triggered 

seismic events from several different operational and impoundment strategies. 

 

1 Introduction 

The Grand Ethiopian Renaissance Dam (GERD) is located on the Blue Nile in 

Ethiopia around 15 km east (upstream) of the Sudanese border and is slated for 

completion within the next few years [1, 2]. The GERD build site was one of four initially 

identified in the 1960's during a United States Bureau of Reclamation survey [3]. The 

main dam is located at 11.215° N, 35.092° E (Figure 1) and sits near the pour point of 

the Upper Blue Nile Basin, a large watershed with an areal extent of ~175,000 km2. The 

Blue Nile originates at Lake Tana and drains the notable Ethiopian Highlands into the 

GERD impoundment and further towards the confluence with the White Nile. Work on 

the dam began in 2011and will be the largest dam in Africa upon its completion. The 

GERD project consists of a 150 m tall and 1800 m long roller compacted concrete 

gravity main dam along with an adjacent rock-filled saddle dam that is ~50 m tall and 5 

km long. The saddle dam increases the water level of the impoundment to ~640 m 

above mean sea level [4-6]. The Blue Nile River Basin provides about 58 - 62% of the 

total water supply to downstream Nile River flows [7]. Flow data from the National 

Meteorological Agency of Ethiopia for the Blue Nile at the Sudanese/Ethiopian border 
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has a historical (1967–1972; 1999–2003) mean of ~50 Gt where ~80% of the flow 

occurs in the months of July through October [2, 8, 9]. 

 

Figure 1. Overview of the GERD impoundment study area. The elevation of the Upper 

Blue Nile Basin is plotted on the right, as is the global overview of the general location 

of the GERD. The areal extent of the entire GERD impoundment (at the 640 m reservoir 

level) is plotted on the left, as is the weighted hydrologic load centroid for the entire 

water volume of the reservoir. The main dam and the saddle dam are also labeled. 

Reprinted from [10] 

 

The large impoundment of the Blue Nile behind the GERD will have a multitude 

of different impacts. For example, the annual Blue Nile discharge curve will be severely 

affected from the GERD's construction and the subsequent large volume of 

impoundment water. The large capacity of the reservoir allows for a near-equal Blue 

Nile discharge rate for each month of the year. This will allow for the reduction of both 

high and low Blue Nile flow events [7]. There will likely be a decrease in the region's 
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hydrologic uncertainty owing to the reduction of drought and flood events. We note that 

the GERD is not the first major impoundment on the Blue Nile or the Nile itself. 

However, the GERD's upstream location combined with the large size of the reservoir 

will likely have an affect on downstream hydrologic engineering projects. As an 

example, three downstream dams (Rosaries, Sennar, and Aswan High) will likely need 

to modify their outflow release operations so that Sudanese agricultural water supplies 

will be maintained [11]. Further, the filling and operation of the GERD impoundment will 

likely affect downstream hydrologic power generation. This potential reduction of power 

generation will be directly related to the filling and operational scenarios that the GERD 

water managers decide upon [6, 11, 12].  

It is also likely that groundwater levels will be impacted by the GERD 

impoundment and the ensuing reservoir operations. That said, reservoirs can cause 

seepage into the subsurficial rock as well as the connected aquifer systems. This 

diffusion of surface water into underlying rock is able to increase pore pressure and 

reduce frictional stresses. Further, impoundment and the subsequent operational 

strategies of large dams (e.g., Three Gorges) have been shown to directly alter 

groundwater levels for hydraulically connected aquifer systems [13, 14]. These 

connections have the capability to decrease slope stability, which can trigger slope 

failure events. This is caused by the changes in hydrostatic pressure from the varying 

groundwater levels and the hydraulically connected reservoir water levels [15-18]. 

Additional impacts from the GERD impoundment are associated with the large 

hydrologic loading forces applied on the reservoir-adjacent lithosphere. Extreme 

changes in surface loads caused by large hydro-engineering projects (e.g. the Aswan 
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High Dam and the Three Gorges Reservoir in China) can have far reaching implications 

for increased stress and strain on surrounding fault systems and subsequent seismicity 

[19-24]. The initial GERD impoundment and subsequent reservoir creation as well as 

seasonal fluctuations in water level due to hydro-operational phases will cause large 

fluctuations in both areal extent and volumetric content of the reservoir. These marked 

changes in hydrologic loads can impart large forces on the surface of the Earth and are 

capable of deforming the lithosphere [10]. For example, several studies have shown 

that remotely sensed and in situ products (e.g. InSAR, GNSS, GRACE, etc.) have the 

capability to quantify the flexural response from changes in hydrologic loads (drought, 

lakes, regional climatic changes, reservoirs, seasonal precipitation, snow, etc.) [25-32]. 

The vast size of the GERD project allows for a marked influx of water into the upstream 

reservoir area during the initial impoundment stages as well as during normal seasonal 

hydro-operations. These loads are highly dependent on the filling and operational 

strategies that are selected by the local/regional water managers. Both the initial 

impoundment stages and the subsequent operational scenarios play important roles in 

the application of hydrologic load induced lithospheric stress for an impoundment of 

such a large size.  

A drastic influx of water into a reservoir can apply large stresses on the region as 

well as significantly increase the pore pressure in the surrounding areas [33]. Dozens of 

cases of post-impounding seismicity have been researched over the last several 

decades, and these topics are of great concern for a large reservoir like the GERD 

impoundment. [34-46]. However, understanding these reservoir triggered seismic (RTS) 

events is not straightforward. For example, in some cases the increased RTS activity 
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occurs during the filling stages, while other large reservoir projects have documented 

increases only after an impoundment is complete and several seasonal operational 

phase cycles have been completed [20, 47]. There are two dominant mechanisms 

responsible for RTS: (1) increased normal and shear stress from the elastic response to 

the hydrologic loading and/or unloading and (2) increased pore pressure from a 

reduction in effective normal stresses [20, 35, 42, 47-49]. However, the stress changes 

from the elastic response can also be a stabilizing factor for the underlying and 

reservoir-adjacent regions, but this is dependent on the overall geometry of the 

impoundment relative to nearby faults as well as the preexisting stressors in the study 

area [46, 50].  

This study will focus on changes in normal (σβ) and shear (τβ) stresses brought 

on by different impoundment scenarios and seasonal operations at the GERD site. 

More specifically, this work examines changes in Coulomb stress from the GERD's 

hydrologic load on optimally oriented planes in an elastic half-space. Typically, fault 

plane failures occur when Coulomb stresses exceed a certain threshold [51-53]. That 

said, a robust analysis of spatiotemporal changes in Coulomb stress helps to provide a 

meaningful assessment on the potential of triggered seismic events from different 

reservoir impoundment and operational strategies. These changes in the Coulomb 

stress state are mostly dependent on the frequency and amplitude of the reservoir 

fluxes as they relate to the initial filling stages as well as the subsequent operation of 

the reservoir. This highlights the need for a better understanding of the predicted 

subsurficial stress fields at the GERD as it relates to the creation of a well thought out 
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and appropriately timed impoundment/filling strategy along with a reasonable 

operational reservoir cycle.  

This study seeks to provide a first look at the Coulomb stress on optimal fault 

orientations brought on by the initial GERD impoundment along with reservoir 

operations from several predicted seasonal release plans. This work was undertaken in 

order to glean a better understanding of the amplitude and spatiotemporal dynamics of 

the load-induced stress at and around the GERD study site. In order to accomplish this 

task we seek to answer the following questions: (1) What are the Coulomb stresses at 

depth on optimally oriented fault planes as caused by hydrologic loading variations from 

long-term reservoir operations and multi-year reservoir filling schedules at the GERD? 

(2) What are the main hydrologic factors that affect these subsurficial stresses? We 

utilize daily hydrologic load arrays from several filling and operational scenarios to 

derive Coulomb stresses on optimal planes in a 3D elastic half-space to answer (1), and 

we investigate the relationships between both load area density and starting reservoir 

water levels with Coulomb stress results to answer (2). 

 

2 Data and Methods 

2.1 Impoundment plans, operational scenarios, and centroids 

A filling plan has not yet been finalized for the GERD project. That said, we have 

focused our input water load calculations and subsequent initial impoundment stress 

modeling on representative filling scenarios as laid out in Mulat, Moges [5] and Liersch, 

Koch [7]. Mulat, Moges [5] utilized an 80-month impoundment strategy that is based on 

natural inflow rates from 1973 – 1978. The mean annual inflow of this impoundment is 
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only ~0.5% more than the 41-year mean annual inflow of ~50 Gt (1961 – 2002), and the 

annual outflow during this initial impoundment does not fall below 28.9 Gt. We utilized 

the monthly water level values from the above-cited paper to derive filling scenario M1. 

We point the reader to [10] for an in-depth look at how we derived the M1 filling 

scenario. Liersch, Koch [7] derived monthly actual evapotranspiration (ET), inflow, 

outflow, precipitation, and seepage (in m3s-1) at the GERD impoundment for 39 years 

(January 1961 to the end of December 1999). We utilized these 468 monthly hydrologic 

observations to determine mean monthly inflow datasets based on three types of water 

years (Average: 1961-1999, Average Wet: 1961-1981, and Average Dry: 1981-1999). 

The monthly GERD outflow rates from these three sets of inflow values were then 

derived as a percentage of the total inflow from 5% to 90% at 5% intervals. We note that 

an outflow percentage value of 5 means that only 5% of the daily inflow at the GERD is 

allowed to flow through the dam outlets as outflow (i.e. 95% storage). The monthly 

reservoir storage was determined for each of the three types of water years and their 18 

different percentages of inflow rates from 5% to 90%. These monthly hydrologic 

observations were utilized to determine daily water levels for each scenario. From here 

on we call these filling scenarios A5 – A90 (Average), AW5 – AW90 (Average Wet), and 

AD5 – AD90 (Average Dry), respectively. Again, we point the reader to [10] for an in-

depth look at how we derived the A5 – A90, AW5 – AW90, and AD5 – AD90 filling 

scenarios. These cell-by-cell water level arrays for each of the 55 different 

impoundment scenarios (54 derived from Liersch, Koch [7] and one scenario derived 

from Mulat, Moges [5]) were utilized to derive the initial impoundment load grids that are 

used as inputs into our stress model that is discussed in the following section. 
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Similarly, seasonal operation plans have not yet been finalized for the GERD. 

That said, we have focused our annual stress modeling on the five operational 

strategies as discussed in Liersch, Koch [7]. From here on we call these five operational 

scenarios L1 – L5 and point the reader to [10] for a detailed definition of these five 

scenarios. These five operational strategies consist of monthly actual ET, inflow, 

outflow, precipitation, and seepage (in m3s-1) at the GERD impoundment from January 

1961 to the end of December 1999 (39 years). From these monthly datasets we derived 

two temporally different sets of overall inflow, outflow, and storage values for each of 

the five scenarios. The first of these two temporally different datasets is comprised of a 

single-year's inflow, outflow, and water storage as calculated from the respective 

months' mean from the entire 39-year dataset, and the second consists of the entire 39-

year hydrologic monthly dataset. These two temporally different datasets were used to 

create the operational load grids that are utilized as inputs into the stress model that is 

discussed in the following section. We point the reader to [10] for more information on 

these scenarios and how they were derived. 

Marked changes in hydrologic loads during impoundment and seasonal 

operations cause notable variations in the location of the weighted load centroids. 

These centroids mark the location of the maximum load for any given water level and 

are an important variable with respect to spatiotemporal changes in the stresses applied 

on the underlying rocks. The motion of the load centroid can be thought of as a proxy 

for the changes in the location of where the maximum stresses are applied on the 

Earth's crust. The load grids for each water level of the impoundment (500 m to 640 m) 

from [10] were used to calculate the individual load centroids using a weighted mean 
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center algorithm where the weight of the cell is assigned the water level at that location. 

The daily water levels for each of the 55 different impoundment scenarios from the 

same study were employed to calculate the accumulated annual load centroid motion 

for each filling scenario. The weighted load centroid location for each daily reservoir 

level in the filling scenario was linearly interpolated by using the two surrounding water 

levels' weighted load center and the fractional part of the daily water level value. The 

distances between these daily load centroid locations were then accumulated for each 

365-day period for all of the 55 different impoundment scenarios. The total accumulated 

weighted load centroid motion for each impoundment scenario was also derived. 

Similarly, the daily-accumulated annual weighted load centroid motion was calculated 

for both of the two temporally different monthly datasets (the single year and the entire 

39-year) for the five separate operational strategies discussed in the previous 

paragraph. 

 

2.2 Coulomb Stress 

The previously described hydrologic load arrays from [10] were used to calculate 

the Coulomb stress on an optimal plane for each full-resolution cell (~30 m x ~30 m) in 

the array at 1 km depth increments from the surface (0 km) down to 25 km. See 

Appendix I. We followed the method outlined in [54] to derive the stress fields as caused 

by the hydrologic loads from the GERD impoundment and operational scenarios. All 

calculations were undertaken in an elastic half-space with a model domain of 300 km x 

300 km x 25 km and at the full cell resolution. The horizontal dimensions of the model 

domain were selected such that regions with marked Coulomb stresses from the full 
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impoundment would fall within the domain. For the subsequent calculations, both the 

first and second Lame's parameters were set to 1, which assumes a Poisson ratio of 

0.25. The final six stress tensor fields from the hydrologic loads were derived from their 

vertical (Boussinesq [55]) and horizontal (Cerruti [56]) stress components, per [54]. To 

this end, altered scripts from [57] were utilized to calculate both of the horizontal and 

vertical components. The vertical stress component was derived by convolving the 

Boussinesq solutions as Green's functions with the full hydrologic load array [54]. We 

utilized a water density of 1000 kg/m3 and a gravitational constant of 9.81 m/s2 and took 

advantage of the superposition theorem to do the convolutions in the Fourier domain in 

order to speed up the calculations. The horizontal component consists of the two sets of 

stress fields from both the x and y horizontal surface tractions brought on by the vertical 

point load arrays on the half-space surface as calculated above. The two horizontal 

stress components were calculated by convolving the Cerruti solutions as Green's 

functions with their respective x or y loading function as derived from the appropriate 

surface traction for the full hydrologic load array [54]. Similar to the above vertical 

component, we utilized a water density of 1000 kg/m3 and a gravitational force of 9.81 

m/s2 and took advantage of the superposition theorem to do the x and y horizontal 

convolutions in the Fourier domain. Lastly, the stress fields from the vertical loading 

component and the two x and y horizontal components were summed in order to derive 

the final stress tensor field for each water level in the GERD impoundment and 

operational scenarios. 

Next, the angle of an optimally oriented fault plane was calculated for each cell in 

the grid by following [58] while utilizing a friction coefficient of 0.6. This is the angle at 
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which fault activation requires the lowest ratio of principal stress [59]. The stress tensor 

arrays as calculated above were then utilized to determine the strike and dip angles of 

the optimally oriented fault plane for each cell in the grid. Next, the stress tensor arrays 

and the strike and dip angles for the optimally oriented planes were utilized in order to 

derive the shear stress by taking the maximum value between the along-strike and 

down-dip shear stresses. The normal stress on the optimal plane was then determined 

with the same stress tensor along with the plane's orientation (strike and dip angles). 

Lastly, the abovementioned shear and normal stresses were used to calculate the 

effective Coulomb stress changes following the equations in [52]. A friction coefficient of 

0.6 was used throughout and pore pressure was ignored (set to zero) in the 

calculations. Pore pressure was neglected in order to solely focus on the static stress 

effects from the changing hydrologic load, and not the reduction in the optimal fault 

planes' stability from the increased pore pressure and the subsequent reduction in 

frictional stresses caused by the diffusion of water into the underlying rock. We note that 

the friction coefficient utilized within our calculations (0.6) is somewhat conservative and 

allows for increased estimates of stability, and that a reduction in this parameter would 

have a destabilizing effect on our calculations of Coulomb stress. Further, the absence 

of the pore pressure parameter underestimates the results from our final Coulomb 

stress computations and that its inclusion into the calculation would further increase the 

overall instability (increased Coulomb stress values) of the optimal planes. 

The workflow described in the preceding paragraph was followed in order to 

derive the effective Coulomb stress for each water level of the full impoundment (500 m 

to 640 m) in one meter increments. The Coulomb stress for each load array was also 
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calculated where the corresponding water level utilized in the input load file is the water 

level at which the areal extent was derived plus 1 m (501 m to 641 m). This was done 

so that the Coulomb stress for each daily reservoir level in the filling scenarios could be 

linearly interpolated by using the stress arrays of the two surrounding water levels and 

the fractional part of the daily water level value. For example, we derived the Coulomb 

stress arrays utilizing each cell from the 600 m water level areal extent along with the 

stress array from the same cells plus 1 m of water level (i.e. 601 m). This allowed us to 

calculate the daily Coulomb stress arrays from sub-meter water level changes (e.g. at 

0.001 intervals between 600 m and 601 m) without having to run the computationally 

expensive stress calculations through many tens of thousands of iterations. The daily 

reservoir load files for each of the 55 different impoundment scenarios as described in 

Section 2.1 and the abovementioned stress arrays were utilized to derive the daily 

accumulated Coulomb stresses for each of the GERD filling scenarios. Lastly, the 

seasonal Coulomb stress arrays were derived for both the full 39-year dataset and the 

mean annual scenarios (as discussed in the previous section). We note that the mean 

annual operational scenarios were started on the first day of the first month in which 

there is a positive storage rate (i.e. L1 - L3, L5: July 1 and L4: June 1), and the annual 

cycles within the 39-year seasonal operational dataset were started on the first day in 

which there is a positive water storage. These seasonal stress arrays were derived 

using input load arrays calculated from the difference between the hydrologic loads at 

the beginning of the annual operational season and at the peak of the season. 

 

3 Results and Discussion 
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3.1 Initial Impoundment 

We focus our discussion on the 22 filling scenarios M1, A45-A75, AW45–AW75, 

and AD45–AD75 due to the increased filling times and the lower levels of accumulated 

annual outflow at the upper and lower end of the percentage scenarios, respectively 

(See [10]). The former is important for the operation and timing of the reservoir water 

management and the latter is important to negate downstream user impacts. The filling 

time is also an important parameter with respect to potential RTS where faster 

impoundments denote increased shear and normal stresses within a shorter time span 

while longer filling times may slow the drained response that is responsible for the 

increase of diffusive pore pressure through the underlying rock. We note that the filling 

scenarios each had a start date of January 1 and the first five months of each filling 

scenario shows little to no impoundment.  

We were unable to locate regional seismogenic fault models in the area of the 

GERD impoundment due to a lack of available data, and, as such, were not able to 

derive Coulomb stress on known faults. Instead, we focused on the Coulomb stresses 

applied on optimally oriented faults within our study area. Further results and discussion 

on Coulomb stresses from the GERD impoundment and operational scenarios are 

based on the stress tensors as calculated on optimal faults within the region, and we 

point the reader to Section 2.2 for the overview of these calculations. That said, the 

stresses computed herein would likely be different if calculated on the actual 

seismogenic structures and would be dependent on their depth, location, and 

orientation with respect to the impoundment. Lastly, in the discussion that follows we 

are suggesting operational and filling strategies that are based on the results from these 
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optimally oriented planes, and that these suggestions are speculative in nature. 

Whether or not the hydrologic load from the GERD actually triggers local seismicity is 

dependent on if there are critically stressed faults already present within the study area, 

and that the changes in shear and normal stresses along with the potential subsurficial 

pore pressure increase is enough to decrease the stability of the seismogenic faults 

beyond their failure point.  

The maximum subsurficial Coulomb stress derived on optimally oriented fault 

planes for the complete GERD impoundment as calculated from the methods and 

datasets described in Section 2.2 is ~186 kPa. We exclude the surficial Coulomb 

stresses to determine this maximum value and note that this maximum stress occurs at 

a depth of 1 km. The maximum Coulomb stress values range from ~1100 kPa at the 

surface of the model down to ~57 kPa at a depth of 25 km. In order to show the spatial 

extent of non-negligible stresses from the full impoundment we calculated the number of 

cells at each depth that have a Coulomb stress value ≥ 10 kPa. Coulomb stress 

increases in excess of 10 kPa are considered to be the threshold at which seismicity is 

affected [53, 60]. These depth-accumulated values are plotted in Figure 2a along with 

six example cross sections of the Coulomb stress fields (Figure 2b) for the full GERD 

impoundment (500 m to 640 m). We provide the Coulomb, normal, and shear stress 

arrays from the full GERD impoundment and for each depth (0 km to 25 m) in our model 

in Movie S1. The location of the maximum Coulomb stress for each depth is plotted in 

the animation as a white cross and the contour lines denote the location of the 10 kPa 

Coulomb stress regions. The darkest red regions in Figure 2a show that the area 

immediately adjacent to the main body of the full impoundment incurs Coulomb stresses 
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≥ 10 kPa at all depths in our model (0 km to 25 km), and a closer look at cross sections 

for A – 'A, B – 'B, C – 'C, and E – 'E in Figure 2b shows detailed views along the depth 

axis in which this is the case. We reiterate that these are Coulomb stress arrays on 

idealized fault planes within our model regime. 

In order to appropriately investigate and compare the timing of the stress state 

changes for the 22 filling scenarios we derived the daily depth-accumulated percentage 

of cells that have a Coulomb stress ≥ 10 kPa. These percentages include the Coulomb 

stresses at the surface of the model (0 km) and we note that the temporal pattern for the 

individual filling scenarios would be the same as if they were derived from all depths 

sans the surface (albeit with slightly lower percentages as caused by the removal of the 

surficial stress cells). The daily depth-accumulated percentage of cells that have a 

Coulomb stress ≥ 10 kPa for each of the 22 filling scenarios is plotted in Figure 2c. The 

percentage of cells for each of the filling scenario maxes out at the same value (~30%) 

due to the fact that the maximum Coulomb stress at the end of the line plots is from the 

full impoundment (500 m to 640 m) regardless of the filling strategy. This implies that 

the depth-accumulated plot in Figure 2a would be the same for each of these 22 

different filling scenarios. 



	 82	

 

Figure 2. Depth-accumulated count of grid cells with Coulomb stresses ≥ 10 kPa (a), 

six example Coulomb stress cross sections (b), and daily depth-accumulated 

percentage of cells with a Coulomb stress ≥ 10 kPa for 22 different filling scenarios (c). 

Vertical and horizontal lines in (a) denote cross section locations in (b). Contour lines in 

(b) denote the location of the 10 kPa Coulomb stress regions. Cross sections are from 

west to east (e.g. A – A') and north to south (e.g. D – D'). The model depth is from the 

surface (0 km) down to 25 km. The areal extent of the reservoir for the full impoundment 

(500 m to 640 m) is plotted as the black polygon. Cell values at each depth in the model 
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with Coulomb stresses ≥ 10 kPa are summed and then divided by the total number of 

grid cells (c). This is done for each day in the filling strategy. Temporal variations in 

accumulated Coulomb stress as caused by the different impoundment scenarios are 

apparent 

 

Lower percentages denote periods in the impoundment strategies where there is a 

reduced amount of modeled cells that are exposed to Coulomb stresses greater than 

the 10 kPa threshold. Although the magnitude of the overall depth-accumulated 

percentage of cells with a Coulomb stress ≥ 10 kPa is the same for each filling scenario 

(~30%), it is the timing of these accumulations that is markedly different. Here, we note 

that 13 of the 22 filling scenarios (A45-60, AW45-65, AD45-60) have nearly 50% of their 

total depth-accumulated cells ≥ 10 kPa within the first two years of the filling scenario. 

However, if the depth-accumulated percentage of cells is divided by the filling time for 

each scenario plotted in Figure 2c, we find that the five scenarios with the lowest count 

of daily cells that meet the 10 kPa stress threshold are AD75 (0.0096), A75 (0.0107), 

AW75 (0.0121), AD70 (0.0124), and M1 (0.0125 %/day). Each of these five scenarios 

has a depth-accumulated cell-per-day total equating to an areal extent of 65.06, 72.79, 

82.36, 84.54, and 85.06 km2/day, respectively. In comparison, the bottom-five scenarios 

(AW45, A45, AW50, AD45, and A50) each have a depth-accumulated cell-per-day total 

equating to an areal extent of 210.73, 205.02, 201.98, 193.75, and 159.07 km2/day, 

respectively. That said, these results show the five filling scenarios selected in order to 

reduce the daily depth-accumulated areal extent exposed to Coulomb stresses ≥ 10 

kPa  (based on optimally oriented faults) out of the 22 impoundment strategies 
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investigated. It is important to note that the highest and lowest rates are for the five 

longest and shortest filling scenarios as the total accumulated percentage of cells is the 

same for each of the filling scenarios. We reiterate that the overall Coulomb stress from 

the full impoundment applied on the surrounding lithosphere will not occur within one 

season, but will be spread out over the filling scenario decided upon by the water 

managers. That said, we have shown (in Figure 2c) 22 different potential filling 

scenarios at the GERD, and how their associated Coulomb stresses ≥ 10 kPa 

accumulate over their respective impoundment periods. 

To further investigate the differences between the 22 different filling scenarios we 

derived the annual depth-accumulated distance change in the location of the maximum 

daily Coulomb stress. Simply put, the location of the maximum Coulomb stress for each 

of the 26 depths in our model was determined for each day of the 22 different 

impoundment strategies. The day-to-day change in the location of these max stresses 

was then determined at all depths. Lastly, the motion at each depth for each day was 

accumulated and these distances for every individual year in the filling scenario were 

summed. These depth-accumulated daily maximum Coulomb stress distances are 

plotted in Online Resource 1. These plots provide meaningful information as to the 

timing and motion changes of large Coulomb stresses brought on by the individual 

impoundment scenarios. They can act as a proxy for the comparison of the 

spatiotemporally varying stress changes imposed on the surrounding lithosphere from 

the individual filling scenarios. It is evident that the bulk of the maximum Coulomb stress 

motion occurs during the second-half of each year in the impoundment, and we attribute 

this to the marked seasonal hydrologic regime at the GERD site. We note that the filling 
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scenarios plotted in Online Resource 1 with lower end-of-the-year values denote 

impoundment strategies with a reduced amount of modeled area exposed to the 

maximum Coulomb stresses. In a sense, these lower accumulated distances can 

decrease the areal range where notable stresses are applied on potential seismogenic 

faults, and, in turn can also decrease the likelihood for these load-induced stresses to 

increase fault instability. The more these maximum Coulomb stresses migrate during 

the impoundment, the more areal extent is covered by these marked stress states and 

the more likely they are to interact with and push the optimally oriented faults to failure.  

To better explore the differences between the 22 different impoundment 

strategies we sum the yearly distances for each filling scenario and plot the 

accumulation of these annual max Coulomb stress motions in Figure 3a. It is evident 

that the shorter impoundment scenarios (A45, AD45, and AW45) have the lowest 

accumulated max Coulomb stress motion. Again, if the max Coulomb stress motion is 

divided by the filling time for each scenario plotted in Figure 3a, we find that the five 

scenarios with the lowest daily motion of max Coulomb stress cells are AD75 (0.14), 

A75 (0.15), AW75 (0.16), AD70 (0.16), and A70 (0.19 km/day). In contrast, the five 

scenarios with the highest daily motion of max Coulomb stress cells are AD55 (0.42), 

AW45 (0.39), A55 (0.38), A45 (0.38), and AW50 (0.37 km/day). That said, these results 

show the five filling scenarios selected in order to reduce the depth-accumulated areal 

extent exposed to the maximum Coulomb stress (based on optimally oriented faults) out 

of the 22 impoundment strategies we investigated. 

In a similar comparison, we derived the motion of the weighted hydrologic load 

centroid following the methodology outlined at the end of Section 2.1. The total 
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accumulated weighted load centroid motion for each impoundment scenario is plotted in 

Figure 3b. The total centroid motion was divided by the filling time for each scenario, 

and, similar to the results in the preceding paragraph, we find that the five scenarios 

with the lowest daily centroid motion are AD75 (14), A75 (15), AW75 (17), AD70 (17), 

and A70 (19 m/day). In comparison, the five scenarios with the highest daily centroid 

motion are AW45 (39), A45 (39), AW50 (38), AD45 (37), and AD55 (36 m/day). We note 

that the scenarios with the lowest hydrologic load centroid rates are similar to their max 

Coulomb stress motion rate counterparts as mentioned in the previous paragraph. 

Further, the examination of Figure 3 highlights the similar pattern between the motion 

rates of the load centroids and max Coulomb stresses. As such, it would appear that 

weighted hydrologic load centroid motion is a good proxy for maximum Coulomb stress 

cell motion on optimally oriented fault planes, and vice versa. 
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Figure 3. Total depth-accumulated movement of the maximum Coulomb stress cell (a) 

and total accumulated motion of the weighted hydrologic load centroid (b) for 22 

different filling scenarios. (a) is the summation of the depth-accumulated motion of the 

maximum Coulomb stress as calculated on an array of optimally oriented faults and (b) 

is the accumulated motion of the weighted load centroid. Here, lower numbers denote 

filling scenarios where there is a reduced amount of sub-surface area exposed to the 

maximum Coulomb stresses (a) and where there is a reduced motion in the location of 

the weighted load centroid (b) 

 

Upon comparison of the above stress vector and hydrologic load centroids for 

each of the 22 different impoundment scenarios we note that the more meaningful 

results are with the depth-accumulated maximum Coulomb motion and the load centroid 

movements. This is because the results from the percent Coulomb stress analysis have 

a constant value with which to derive their rates (i.e. The rate calculations are based on 

the same value due to the fact that the total percentage of Coulomb stress cells ≥ 10 

kPa is the same for each impoundment scenario). That said, the five filling strategies 

that provide for the lowest maximum Coulomb stress motion and the lowest weighted 

hydrologic load centroid motion per impoundment are AD75, A75, AW75, AD70, and 

A70. We note that these five impoundment strategies are the longest-running, non-M1 

strategies of the 22 investigated. Impoundment scenario M1 is not included (even 

though its filling time is longer than A70's) as its accumulated maximum Coulomb stress 

and load centroid distance per unit time is notably higher than the abovementioned 

scenarios (as evidenced in Figure 3a and 3b). This stems from the different input 
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hydrologic variables utilized to derive the load input arrays (daily water level, volume, 

and areal extent changes). Upon inspection of Figure S7 from [10] it becomes evident 

that during the M1 filling scenario there exists a seasonal period of non-negligible 

negative storage in all but the first year of the impoundment scenario. In some cases 

this seasonal negative storage value equates to ~5 Gt (i.e. during year 2 – 3 of the M1 

scenario). This is in direct comparison to all of the other impoundment scenarios 

(Figures S3 – S6 from [10]) where there are notably fewer seasons in the filling 

scenarios where negative water storage occurs. Further, when negative storage values 

do happen, they are far lower than the values that occur in the M1 filling scenario. This 

is the reason that we see larger values in the motion of the depth-accumulated 

maximum Coulomb stress location as well as the weighted hydrologic load centroid per 

unit time for the M1 scenario as compared to the AD75, A75, AW75, AD70, and A70 

impoundment scenarios. This implies that an increase in total accumulated daily 

reservoir storage change (both positive and negative) will cause an increase in the 

motion of both the depth-accumulated maximum Coulomb stress location as well as the 

weighted hydrologic load centroid. This makes intuitive sense seeing as how the 

increased change in the reservoir's hydrologic load will alter the location of the load's 

centroid as well as the maximum Coulomb stress.  

 

3.2 Seasonal Operations 

The notable differences between the operational scenarios investigated show 

how large the effect dam operations can have on the amplitudes of seasonal hydrologic 

load fluctuations [10]. In turn, these markedly different fluxes will determine the 
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magnitude and spatiotemporal changes of the load-induced Coulomb stresses in the 

region during any given operational year. The seasonal stress model runs were started 

on the first date in which there is positive reservoir storage (L1 – L3, L5: July 1 and L4: 

June 1) and use a 622 m reservoir level as the initial model input. The 622 m water level 

was selected as Mulat and Moges [61] specify the minimum operating level of the 

GERD as such. However, other studies state the minimum operating level is at 590 m 

[62, 63]. That said, our stress models were run with both 622 and 590 m as the starting 

point. We note that the total volumetric change is the same in both runs and that the 

amplitudes of the seasonal water level and areal extent changes are larger with the 590 

m elevation starting point. The maximum subsurficial Coulomb stresses derived on 

optimally oriented fault planes for both the 590 and 622 m mean annual operational 

scenarios (L1 – L5) as calculated from the methods and datasets described in Section 

2.2 are 44.7, 44.9, 44.3, 39.1, 34.7 kPa and 26.0, 26.2, 25.8, 22.2, 19.4 kPa, 

respectively. The surficial Coulomb stresses were excluded to determine this maximum 

value and this maximum stress occurs at a depth of 1 km for each scenario. The 

maximum Coulomb stresses for operational scenarios L1 – L5 with a 590 m starting 

water level range from 87 to 20 kPa (L1 – L3), 78 to 17 kPa (L4), and 69 to 15 kPa (L5) 

from the surface (0 km) down to the base of the model (25 km), respectively. In 

contrast, the maximum Coulomb stresses for operational scenarios L1 – L5 with a 622 

m starting water level range from 53 to 16 kPa (L1 – L3), 45 to 14 kPa (L4), and 41 to 

12 kPa (L5) from the surface (0 km) down to the base of the model (25 km), 

respectively. The maximum Coulomb stresses for each of the five mean annual 

scenarios are around 18.7 (L1 & L2), 18.5 (L3), 16.9 (L4), and 15.3 kPa (L5) larger in 
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the 590 m data runs as compared to the maximum stresses derived from the 622 m 

starting point. We attribute this difference to the increased load per unit area for the 590 

m data runs. The reservoir volumes for both starting points are the same, but the 

maximum areal extents for the 590 m runs are smaller than their 622 m counterparts, 

thereby increasing the hydrologic load per unit area.  

In order to show the spatial extent of non-negligible stresses from each 

operational scenario (and both starting water levels) we calculated the number of cells 

at each depth that have a Coulomb stress value ≥ 10 kPa. These depth-accumulated 

values are plotted in Figure 4a along with an example cross section of the Coulomb 

stress fields (Figure 4b) for operational scenarios L1 – L5. The Coulomb, normal, and 

shear stress arrays from each of these operating strategies at the 590 m and 622 m 

starting water levels for each depth (0 km to 25 m) in our model are provided in Movie 

S2 – S11. Again, we note that Coulomb stress increases in excess of 10 kPa are 

considered to be the threshold at which seismicity is affected [53, 60]. The darkest red 

regions in Figure 4a show the areas immediately adjacent to the main body of the 

average seasonal impoundment that incurs Coulomb stresses ≥ 10 kPa at all depths in 

our model (0 km to 25 km). Example cross sections (A – A') through the heart of the 

reservoir for each of the mean annual operational scenarios and water level starts are 

provided in Figure 4b. These provide detailed views along the depth axis which allows 

for a comparison of subsurficial Coulomb stresses for each of the ten different mean 

annual operations. It is evident from the range of maximum Coulomb stresses per depth 

(see previous paragraph), the number of cells with Coulomb stresses ≥ 10 kPa (Figure 

4a), and the Coulomb cross sections (Figure 4b) that the scenarios with a 590 m water 



	 91	

level start have larger subsurfical stress regimes as compared to their 622 m water level 

start counterparts. Again, we reiterate that these are Coulomb stress arrays on idealized 

fault planes within our model regime.  

 

 

Figure 4. Depth-accumulated count of grid cells with Coulomb stresses ≥ 10 kPa (a) 

and Coulomb stress cross sections through the heart of the impoundment (b) for both 
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starting water levels (590 m: top & 622 m: bottom) and each mean annual operational 

scenario (L1 – L5). The vertical lines in (a) denote the cross section locations for the 

plots in (b). The areal extent of the reservoir for the individual mean annual scenarios' 

maximum water level is plotted as the black polygon in each subplot within (a). Contour 

lines in (b) denote the location of the 10 kPa Coulomb stress regions. Cross sections 

are from the north to south (e.g. A – A') and their locations are plotted in (a). The model 

depth is from the surface (0 km) down to 25 km 

 

The depth-accumulated percentage of cells that have a Coulomb stress ≥ 10 kPa 

was determined in order to appropriately investigate and compare the stress state 

changes for the two different mean annual operational scenarios (590 & 622 m start). 

These percentages include the Coulomb stresses at the surface of the model (0 km) 

and we note that the stress arrays are calculated from hydrologic loads based on the 

starting water level and the seasonal peak water level for each of the ten individual 

mean annual operational strategies. The total depth-accumulated percentage of cells 

that have a Coulomb stress ≥ 10 kPa for the 590 m and the 622 m starting water levels 

for each operational scenario are 10.8, 10.9, 10.6, 8.8, 7.2% and 9.1, 9.2, 9.0, 6.6, 

4.5%, respectively. Lower percentages denote strategies where there is a reduced 

amount of area exposed to Coulomb stresses greater than the 10 kPa threshold. The 

scenarios for the 590 m starting water level have around 1.6 – 2.7% more depth-

accumulated cells than their 622 m starting water level counterparts. This implies that all 

five mean annual operational scenarios (L1 – L5) with a 590 m starting water level have 

an increased amount of optimally oriented fault cells with a Coulomb stress of at least 
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10 kPa as compared to the 622 m starting water level. We note that the total hydrologic 

load applied for each corresponding scenario at both water level start dates is the same, 

but the areal extent at the peak load between the two starting elevations is notably 

different. The difference in the overall areal extent at which the load is distributed is 

mostly dependent on the starting water level of the scenario. We recall from the end of 

the second paragraph in this section that there is an increased load per unit area for the 

590 m data runs as the maximum areal extents for the 590 m starts are smaller than 

their 622 m counterparts, thereby increasing the hydrologic load per unit area. The load 

per unit areal coverage for each of the five operational strategies for the 590 m starting 

water level is 20.55, 20.57, 20.38 18.97, and 17.17 ton/m2 as compared to 13.43 13.46, 

13.29, 11.95, and 10.54 ton/m2 for the 622 m starting water level. We attribute this as 

the cause for the increased amount of Coulomb stress for the scenarios with a 590 m 

starting water level.  

The weighted hydrologic load motion was calculated following the methodology 

outlined at the end of Section 2.1, and the annual accumulated weighted load centroid 

motion for the 590 and the 622 m starting water levels for each operational scenario are 

14.96, 14.99, 14.81, 13.32, 11.72 km and 8.03, 8.05, 7.94, 6.98, 6.09 km, respectively. 

The motion of the hydrologic load centroids for each scenario is similar to their depth-

accumulated Coulomb stress percentage counterparts listed in the previous paragraph. 

We attribute the larger load centroid motion of the 590 m data runs to the increased 

range of annual water level and areal extent changes as compared to the 622 m water 

level start. The seasonal amplitudes of water level and areal extent change for both the 

590 and 622 m starting water levels for the five mean annual operational scenarios (L1 
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– L5) are 27.3 (570.6), 27.4 (573.4), 27.1 (564.1), 23.9 (484.3), 21.2 m (421.4 km2) and 

15.6 (475.3), 15.7 (477.8), 15.5 (469.5), 13.4 (399.0), 11.7 m (344.9 km2), respectively. 

These differences allow for the increased load centroid motion for the 590 m water level 

start scenarios. 

The results from the previous few paragraphs highlight the importance of the 

initial and peak water levels for the mean annual operational scenarios. The Coulomb 

stresses from a more condensed seasonal reservoir load will be larger than the 

Coulomb stress as calculated from the same hydrologic load with less load per unit 

area. In contrast, for a given seasonal hydrologic load, a decrease in the load per unit 

area would reduce the overall Coulomb stresses on the optimal fault planes. We note 

that these are comparisons between five different mean annual scenarios, and we focus 

on the full 39-year operational dataset in subsequent paragraphs. These long-term 

scenarios are investigated in order to better understand the dissimilarities in Coulomb 

stress between differing seasonal amplitudes of load changes and initial water levels. 

The maximum (and minimum) subsurficial Coulomb stresses for each of the 

largest seasonal amplitudes of hydrologic change from the full 39-year dataset for the 

five operational scenarios (L1 – L5) are 67.51 (10.58), 60.76 (10.77), 54.80 (11.55), 

75.91 (7.32), and 44.16 kPa (6.44 kPa), respectively. The seasonal maximum and 

minimum subsurficial Coulomb stress for all five scenarios over all 39 years of 

hydrologic data are 75.91 and 6.44 kPa, respectively. For context, the maximum 

subsurficial Coulomb stresses from the highest amplitude season in the full 39-year 

operational dataset for all five of the scenarios are 36.30, 32.67, 29.46, 40.81, and 

23.74% of the total maximum subsurficial Coulomb stresses brought on by the entire 
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GERD impoundment. These notable ranges in Coulomb stresses further highlight the 

stark differences in the annual stresses applied on the lithosphere from the varying 

hydrologic loading and unloading operational scenarios of the reservoir. The starting 

water level for each of these full operational runs was set such that the maximum water 

level over the entire 39-year dataset never exceeded the maximum GERD water level of 

640 m. Here, the beginning of an annual seasonal cycle is defined as the first day in 

which there is positive water storage and the end to that cycle occurs when the water 

storage flips from negative to positive (i.e. A full seasonal inflow and outflow curve). In 

some cases, this means that seasonal cycles are not exactly 365 days long. 

The depth-accumulated percentage of cells that have a Coulomb stress ≥ 10 kPa 

was determined in order to appropriately investigate and compare the seasonal stress 

state changes for the full 39-year operational scenarios (L1 – L5). These percentages 

include the Coulomb stresses at the surface of the model (0 km) and the stress arrays 

are calculated from hydrologic loads based on the starting water level and the seasonal 

peak water level for each year in the full operational dataset. The season total depth-

accumulated percentage of cells that have a Coulomb stress ≥ 10 kPa for each of the 

operational scenarios are plotted in Figure 5. Lower percentages denote strategies 

where there is a reduced amount of modeled area exposed to Coulomb stresses 

greater than the 10 kPa threshold for that particular season. There are marked 

differences in the percentages of Coulomb stress cells between the five different 

scenarios in any given season and between each individual annual operation within the 

full dataset. We attribute these variations to the hydrologic load per unit area of the 

seasonal reservoir loads for each of the annual operations. We point the reader to 
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Online Resource 2 that highlights the relationship between the seasonal load per unit 

area and the number of depth-accumulated Coulomb stress cells ≥ 10 kPa. This scatter 

plot shows that as the load per unit density increases so to does the amount of stress 

cells ≥ 10 kPa. This implies that a reduction in the seasonal hydrologic load per unit 

area will likely reduce the number of cells with notable Coulomb stresses. Further, due 

to the topography of the study area, we note that there is an overall decrease in the 

hydrologic load per unit area as the water level at the beginning of the operational 

season increases. This relationship is highlighted in Online Resource 3. It can be 

inferred that, typically, the higher the reservoir level is at the start of a given operational 

season the fewer cells will incur Coulomb stresses ≥ 10 kPa.  

 

Figure 5. Depth-accumulated percentage of cells with a Coulomb stress ≥ 10 kPa for 

five different operational scenarios for the entire 39-year operational dataset. The 

Coulomb stress on optimally oriented fault planes was calculated from hydrologic loads 

based on the starting water level and the seasonal peak water level for each individual 

year 

 

To better compare the differences between the five operational scenarios we 

determined the overall total percentage of Coulomb stress cells ≥ 10 kPa from the full 
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39-year dataset for the five operational scenarios. These percentages are plotted in 

Online Resource 4. Operational strategies L1, L2, and L3 have the highest accumulated 

amount of cells followed by L4 and then L5. These results follow a similar trend as 

previously discussed comparisons between strategies and are attributed to the overall 

differences in annual reservoir storage between the operational scenarios (Figure S8 

from [10]). 

The seasonal-accumulated daily weighted load centroid motion for the five 

operational scenarios for each of the 39 years in the GERD operational dataset is 

plotted in Online Resource 5. The motion of the load centroid can be thought of as a 

proxy for the changes in the location of where the maximum stresses are applied on the 

Earth's crust. Similar to the results in Figure 5, there are notable annual differences in 

the motion of the hydrologic load centroid for each scenario. Again, we attribute these 

marked variances to the different seasonal load per unit areas and the water levels at 

the start of each season. The relationship between the accumulated annual centroid 

motion and the reservoir water level at the beginning of the season is highlighted in 

Online Resource 6. It can be inferred that, typically, the higher the reservoir level is at 

the start of a given operational season, the less the weighted load centroid travels 

during that time period.  

The comparisons of the stress vector and hydrologic load centroids for each 

annual operational scenario have shown that the water level at the beginning of the 

season as well as the seasonal reservoir load per unit area play a major role in the 

amount of stress applied on the surrounding lithosphere. We reiterate that the above 

discussion is based on the Coulomb stresses on optimally oriented fault planes and that 
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we were unable to locate regional seismogenic fault models in the area of the GERD 

impoundment. That said, this investigation has laid the groundwork for future studies to 

examine Coulomb stress on known seismogenic faults and to explore the stress vector 

responses on different impoundment and operational scenarios in order to reduce the 

likelihood of triggered seismic events during reservoir filling and operational scenarios. 

 

4 Conclusion 

The Coulomb stresses on optimal fault planes for the full GERD impoundment 

were calculated, and the maximum stresses ranged from ~1100 at the surface to ~57 

kPa at a depth of 25 km. The maximum subsurficial Coulomb stress from the full load 

was found to be ~186 kPa. The daily (and total) depth-accumulated percentage of cells 

that have a Coulomb stress value ≥ 10 kPa for 22 impoundment strategies were 

determined and ~30% of the cells in our model had Coulomb stresses larger than this 

threshold. The depth-accumulated motion of the maximum Coulomb stress locations 

was calculated along with the motion of the weighted hydrologic load centroid for each 

impoundment scenario. The five filling scenarios selected in order to reduce the daily 

depth-accumulated extent exposed to Coulomb stresses ≥ 10 kPa  (based on optimally 

oriented faults) out of the 22 impoundment strategies are AD75, A75, AW75, AD70, and 

M1. The five filling strategies that provide for the lowest maximum Coulomb stress 

motion and the lowest weighted hydrologic load centroid motion per day of 

impoundment are AD75, A75, AW75, AD70, and A70. The main driver behind the stress 

and load centroid motion is the annual, accumulated daily reservoir storage change 

(both positive and negative) where an increased volume change caused an increase in 
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the motion of both the depth-accumulated maximum Coulomb stress location as well as 

the weighted hydrologic load centroid. 

Coulomb stresses for five mean annual operational cycles with two different 

starting water levels (590 and 622 m) were calculated and the maximum subsurficial 

Coulomb stresses for each 590 m water level start scenario were around 18.7 (L1 & 

L2), 18.5 (L3), 16.9 (L4), and 15.3 kPa (L5) larger than their 622 m counterparts. The 

depth-accumulated percentage of cells that have a Coulomb stress value ≥ 10 kPa for 

these annual scenarios was determined and the 590 m water level start scenarios had 

larger stress regimes as compared to their 622 m water level start counterparts. These 

differences were attributed to the increased load per unit area for the 590 m data runs. 

The Coulomb stress from a more condensed seasonal reservoir load will be larger than 

the Coulomb stress as calculated from the same hydrologic load with less load per unit 

area. The motion of the weighted hydrologic load centroid for each operational scenario 

was calculated and an increased load centroid motion for the 590 m water level start 

scenarios was found. This was attributed to the increased range of annual water level 

and areal extent changes as compared to the 622 m water level starts. 

Annual Coulomb stresses were calculated for five different operational scenarios 

each consisting of 39 different yearly operational seasons. The maximum Coulomb 

stresses from the highest amplitude season for each scenario consisted of 36.3, 32.7, 

29.5, 40.8, and 23.7% of the total maximum Coulomb stresses brought on by the entire 

GERD impoundment. The depth-accumulated percentage of cells that have a Coulomb 

stress value ≥ 10 kPa and the motion of the weighted hydrologic load centroid for the 

39-year operational scenarios were determined and marked differences between the 
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five different scenarios were found. These variations were attributed to the hydrologic 

load per unit area of the seasonal reservoir loads for each of the annual operations, 

and, in part to the initial seasonal water level. In other words, a reduction in the 

seasonal hydrologic load per unit area or an increased initial seasonal water level would 

likely reduce both the number of cells with notable Coulomb stresses and the 

accumulated annual centroid motion. Operational strategies L1, L2, and L3 had the 

highest accumulated amount of notable Coulomb stress cells followed by L4 and then 

L5. These differences were attributed to variations in overall annual reservoir storage 

between the actual operational scenarios. 
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Appendix I 

Principles of Coulomb Stress Model 

Coulomb stresses on optimal planes were calculated for each full-resolution cell 

(~30 m x ~30 m) in the array at 1 km depth increments from the surface (0 km) down to 

25 km. We followed the method outlined in [54] to derive the stress fields as caused by 

the hydrologic loads from the GERD impoundment and operational scenarios. All 

calculations were undertaken in an elastic half-space with a model domain of 300 km x 

300 km x 25 km and at the full cell resolution. For the subsequent calculations, both the 

first and second Lame's parameters were set to 1, which assumes a Poisson ratio of 

0.25. The final six stress tensor fields from the hydrologic loads were derived from their 

vertical (Boussinesq [55]) and horizontal (Cerruti [56]) stress components, per [54]. The 

stress tensors M(x,y,z) are derived by 

 

𝑀 𝑥,𝑦, 𝑧 =  𝑀! 𝑥,𝑦, 𝑧 +  𝑀! 𝑥,𝑦, 𝑥   , 

 

where MB(x, y, z) is the portion of the stress field as caused by the vertical loading of the 

hydrologic  load and MC(x, y, z) is the portion of the stress field as caused by the 

horizontal forces of the vertical hydrologic loading. Here, MB(x, y, z) is derived by 

 

𝑀! 𝑥,𝑦, 𝑧 =  𝐺! 𝑥,𝑦, 𝑧 ∗  𝐹! 𝑥,𝑦   , 
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where GB(x, y, z) are the Boussinesq solutions for stresses as caused by the vertical 

hydrologic load on the model's surface and Fv(x, y) is the vertical loading function for the 

six stress tensor components from the hydrologic loads. MC(x, y, z) is derived by 

 

𝑀! 𝑥,𝑦, 𝑧 =  𝐺!! 𝑥,𝑦, 𝑧 ∗  𝐹!,! 𝑥,𝑦 +  𝐺!! 𝑥,𝑦, 𝑧 ∗  𝐹!,! 𝑥,𝑦   , 

 

where 𝐺!!(x, y, z) are the Cerruti solutions for stresses as caused by the horizontal 

forces in the i direction from the vertical point source hydrologic load in the i direction on 

the model's surface. The loading Cerruti solutions are convolved by their respective x 

and y loading functions. 

 Altered scripts from [57] were utilized to calculate both of the horizontal and 

vertical components. The vertical stress component was derived by convolving the 

Boussinesq solutions as Green's functions with the full hydrologic load array [54]. We 

utilized a water density of 1000 kg/m3 and a gravitational constant of 9.81 m/s2 and took 

advantage of the superposition theorem to do the convolutions in the Fourier domain in 

order to speed up the calculations. The horizontal component consists of the two sets of 

stress fields from both the x and y horizontal surface tractions brought on by the vertical 

point load arrays on the half-space surface as calculated above. The two horizontal 

stress components were calculated by convolving the Cerruti solutions as Green's 

functions with their respective x or y loading function as derived from the appropriate 

surface traction for the full hydrologic load array [54]. Similar to the above vertical 

component, we utilized a water density of 1000 kg/m3 and a gravitational force of 9.81 

m/s2 and took advantage of the superposition theorem to do the x and y horizontal 
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convolutions in the Fourier domain. Lastly, the stress fields from the vertical loading 

component and the two x and y horizontal components were summed in order to derive 

the final stress tensor field for each water level in the GERD impoundment and 

operational scenarios. 

Those stress tensors were utilized to derive the shear and normal stresses on 

optimally oriented planes for each cell in the model. These shear and normal stresses 

were used to calculate the effective Coulomb stress changes following the equations in 

[52]. Failure occurs on these planes as soon as the Coulomb stress (σf) surpasses 

some value. Here, Coulomb stresses are derived by 

 

σ! =  𝜏! −  𝜇 𝜎! − 𝑝   , 

 

where 𝜏! is the shear stress, 𝜎! is the normal stress, 𝑝 is the fluid pore pressure, and 𝜇 

is the coefficient of friction. A friction coefficient of 0.6 was used throughout and pore 

pressure was ignored (set to zero) in the calculations. Pore pressure was neglected in 

order to solely focus on the static stress effects from the changing hydrologic load, and 

not the reduction in the optimal fault planes' stability from the increased pore pressure 

and the subsequent reduction in frictional stresses caused by the diffusion of water into 

the underlying rock. We note that the friction coefficient utilized within our calculations 

(0.6) is somewhat conservative and allows for increased estimates of stability, and that 

a reduction in this parameter would have a destabilizing effect on our calculations of 

Coulomb stress. Further, the absence of the pore pressure parameter underestimates 

the results from our final Coulomb stress computations and that its inclusion into the 
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calculation would further increase the overall instability (increased Coulomb stress 

values) of the optimal planes. 

 

Supplementary Material 

 

Figure S1. Daily depth-accumulated movement of the maximum Coulomb stress cell for 

22 different filling scenarios. Markers on each of the impoundment scenarios denote the 

end of the annual period as well as the end of that particular filling scenario. We note 

that each subplot within the figure is a year's worth of accumulated maximum Coulomb 

stress distance changes and has its own y-axis limit/scale. 
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Figure S2. Depth-accumulated number of cells with a Coulomb stress ≥ 10 kPa against 

seasonal hydrologic load per unit area for all operational scenarios for each year in the 

full 39-year operational dataset. 

 

 

Figure S3. Water level at seasonal start against seasonal hydrologic load per unit area 

for all operational scenarios for each year in the full 39-year operational dataset. 
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Figure S4. Total depth-accumulated percentage of cells with a Coulomb stress ≥ 10 

kPa for five operational scenarios from the full 39-year operational dataset. The 

Coulomb stress on optimally oriented fault planes was calculated from hydrologic loads 

based on the starting water level and the seasonal peak water level for each of the 39 

years.  
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Figure S5. Seasonal accumulated daily motion of the weighted hydrologic load centroid 

for the five operational strategies for each year in the full 39-year datasets. These plots 

track the daily motion of the weighted load centroid for each scenario. The plotted data 

is the accumulated motion for each seasonal cycle in the full 39-year dataset. Note that 

the motion at the beginning of each season reverts back to zero, and the subsequent 

seasonal motion is accumulated from that starting point until the end of the season. 
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Figure S6. Accumulated annual load centroid motion against water level at seasonal 

start for all operational scenarios for each year in the full 39-year operational dataset. 

 

Movie S1. Animation displaying the Coulomb, normal, and shear stress arrays from the 

full GERD impoundment for each depth (0 km to 25 m) in our model. The location of the 

maximum Coulomb stress for each depth is plotted as a white cross and the contour 

lines denote the location of the 10 kPa Coulomb stress regions. 

Movie S2. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L1 for the 590 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S3. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L2 for the 590 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 



	 109	

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S4. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L3 for the 590 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S5. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L4 for the 590 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S6. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L5 for the 590 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S7. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L1 for the 622 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 



	 110	

Movie S8. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L2 for the 622 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S9. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L3 for the 622 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S10. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L4 for the 622 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 

Movie S11. Animation displaying the Coulomb, normal, and shear stress arrays from 

operational scenario L5 for the 622 m starting water level at each depth (0 km to 25 m) 

in our model. The location of the maximum Coulomb stress for each depth is plotted as 

a white cross and the contour lines denote the location of the 10 kPa Coulomb stress 

regions. 
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Chapter 3: Automated Water Level Monitoring at the Continental Scale 

from ICESat-2 ATLAS Photons 

 

Abstract 

Of the approximately 7,200 lakes and reservoirs larger than 1 km2 in the Contiguous 

United States (CONUS) only ~430 (~6%) are actively gaged by the United States 

Geological Survey (USGS) or their partners and are available for download through the 

National Water Information System database. Remote sensing analysis provides a 

means to fill in these data gaps in order to glean a better understanding of the 

spatiotemporal water level changes across the CONUS. This study takes advantage of 

nearly two years' of NASA's ICESat-2 (IS-2) ATLAS photon data (ATL03 products) in 

order to derive water level changes for ~6,200 overlapping lakes and reservoirs (> 1 

km2) in the CONUS. Interactive visualizations of large spatial datasets are becoming 

more commonplace as data volumes for new Earth observing sensors have markedly 

increased in recent years. We present such a visualization created from an automated 

cluster computing workflow that utilizes tens of billions of ATLAS photons which derives 

water level changes for all of the overlapping lakes and reservoirs in the CONUS. 

Further, users of this interactive website can download segmented and clustered IS-2 

photons for each individual waterbody so that they may run their own analysis. We 

examine ~56,000 IS-2 water level changes that are spatially and temporally coincident 

with water level changes from USGS gages and find high agreement with our results as 

compared to the in situ gage data. Around 86% (~48,000) of all overlapping IS-2 water 
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level change measurements are within ±25 cm of their gaged counterparts and the 

mean (median) absolute residual between the two products is 14 cm (7 cm). 

 

1. Introduction 

Lakes and reservoirs provide an important water resource for human use. These 

range from recreational activities, power generation, drinking water, agricultural 

irrigation, or other commercial and industrial uses. They are also notable indicators of 

climatic changes [1, 2] as well as local and regional drought events [3, 4]. Further, 

monitoring changes in lake and reservoir water levels are of a benefit to both local and 

regional water managers so that they may make more informed decisions about water 

management policies. This is especially true at the continental scale where the 

spatiotemporal changes in water levels are notably diverse across the landscape [5, 6]. 

To this end, continental scale monitoring of lake and reservoir water level changes is 

particularly difficult to accomplish solely by the utilization of in situ water level gages. 

This statement holds true for countries that have a meaningful in situ gaging and 

monitoring system in place. The United States and the United States Geological 

Survey's (USGS) National Water Information System (NWIS) is a notable example. To 

that end, Figure 1 highlights the spatial distribution of the ~7,200 lakes and reservoirs > 

1 km2 in the contiguous United States (CONUS). The USGS monitored water levels for 

only 430 (~6%) of those waterbodies within the past three years. In comparison, the 

water level monitoring technique described herein provides lake and reservoir water 

elevation measurements for 6,168 (~86%) waterbodies. This highlights a stark need to 
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utilize other methodologies and datasets for monitoring water level changes in the 

CONUS. 

 

Figure 1. Waterbodies examined in this study classed by data availability. Centroids for 

all lakes and reservoirs > 1 km2 within the CONUS are plotted and are classed by 

whether or not they have overlapping ICESat-2 data and/or in situ gage data. A donut 

plot shows the percentage breakdown of these waterbodies by their associated data 

availability. An inset map is present at the lower-left which displays an example lake 

within our waterbody mask along with its corresponding gage location and all spatially 

overlapping ICESat-2 tracks. The location of eight different example waterbodies are 

labeled by their ID and marked by white circles.  

 

Remote sensing techniques have been used for many years to augment the use 

of in situ surface water level and storage measurements [7, 8]. For example, [9] used 
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early spaceborne radar altimetry data from the United States Navy's Geosat platform to 

monitor temporal changes in water levels within large lakes and inland seas. Further, 

more recent work utilizes a multi-platform approach for longer temporal scale lake level 

and storage changes [10-13] at notably larger spatial scales. However, most 

spaceborne altimeters are limited in their ability to meaningfully resolve water level 

changes for a large quantity of lakes. This is mostly due to spatial and temporal gaps in 

data coverage as well as the ground footprint size of the altimeter's energy source. The 

latter is especially true for radar altimeter platforms (e.g. Topex/Poseidon's ~1 km 

footprint). Spaceborne laser altimeters (like NASA's first ICESat mission) have notably 

smaller footprint diameters (~70 m) in comparison to their radar altimeter counterparts. 

The reduced footprint size of the altimeter allows for water level changes to be derived 

for waterbodies with smaller areal extents. This of course increases the number of lakes 

and reservoirs where meaningful measurements can be acquired and allows for a more 

complete picture of surface water changes. Several researchers have successfully 

utilized highly accurate ICESat laser altimetry products to monitor water level and 

storage changes over the period of the sensor's lifetime [14-17]. 

In 2018, NASA launched ICESat's successor, ICESat-2 (IS-2) into polar orbit. 

Like it's predecessor, IS-2's main scientific objectives revolve around cryospheric 

measurements in the polar regions [18]. However, secondary mission objectives do 

involve the monitoring of inland surface water height changes. The Advanced 

Topographic Laser Altimeter System (ATLAS) is the primary sensor onboard the IS-2 

platform and is a notable improvement over ICESat's Geoscience Laser Altimeter 

System (GLAS). The ATLAS sensor utilizes three different pairs of beam tracks (six in 
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total), which enables an increased spatial coverage as compared to the single track of 

the GLAS sensor onboard the first ICESat mission. Further, the ATLAS sensor utilizes a 

novel photon counting approach that allows for an increase in both the precision and the 

accuracy of the vertical time-of-flight elevation measurements [19]. The ground footprint 

and the laser posting for the IS-2 platform have both been vastly improved from the 

GLAS sensor as well. The ATLAS sensor's footprint is ~17.5 m with an along-track 

posting of about 70 cm [18]. The specifications of the ATLAS sensor allow it to resolve 

more and smaller waterbodies than its predecessor. This is especially true when 

comparing it to spaceborne radar altimeter platforms with their notably larger footprints.  

 Recently, more water level and storage analyses have begun to utilize IS-2 

ATLAS datasets into their studies. For example, [20, 21] employ ATLAS products to 

accurately monitor water level and storage changes for ~3,700 global reservoirs and for 

several lakes on the Tibetan Plateau (TP), respectively. [21] note that utilizing IS-2 data 

increases the quantity of measurable lakes on the TP by a factor of two as compared to 

ICESat datasets. An accuracy comparison of in situ water level gage readings with 

levels derived from IS-2 and a modern spaceborne altimeter (Satellite with ARgos and 

ALtika - SARAL) for around 30 reservoirs in China shows that the relative altimetric 

accuracy from IS-2 data is nearly two decimeters better than SARAL's [22]. These 

studies further highlight the quality of lake and reservoir monitoring products from IS-2 

data as compared to current and previous spaceborne altimeters.  

This study seeks to provide a novel automated workflow that utilizes the latest 

spaceborne altimetric products in order to monitor lake and reservoir water level 

changes for all waterbodies > 1 km2 in the CONUS. An added objective of this work is to 
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provide accuracy assessments of these remotely sensed water level products as 

compared to thousands of temporally and spatially overlapping water level changes 

from USGS gage readings. Further, another goal of this study is to disseminate these 

results via an interactive website where an interested reader may better understand the 

spatiotemporal differences in lake and reservoir level changes at this scale. Lastly, this 

work seeks to provide these IS-2-based water level products to other users in the 

community in hopes that they will be of a benefit for future studies. This research was 

undertaken in order to provide baseline water level monitoring on a much larger scale 

than is traditionally possible with in situ monitoring. Further, knowledge of the accuracy 

of these remotely sensed spaceborne laser altimeter water level products validates the 

quality of the IS-2 ATLAS platform for use in future water level monitoring studies. We 

utilize careful processing techniques and cluster computing workflows with a validated 

waterbody extent product and all spatially overlapping ATL03 photons for lakes and 

reservoirs > 1 km2 in the CONUS along with Landsat Dynamic Surface Water Extent 

(DSWE) products in order to satisfy our goals as laid out above. 

 

2. Data and Methods 

2.1 ICESat-2 ATLAS ATL03 

This study uses photons from the IS-2 ATLAS platform in order to derive water 

level changes for all overlapping lakes > 1 km2 in the CONUS. The spaceborne laser 

altimeter platform was launched in 2018 and the first available products were acquired 

on October 12 of the same year. The ATLAS sensor uses a beam splitting approach to 

separate photons into three different pairs of beams (six in total). These individual 
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beams have been named GT1L/GT1R, GT2L/GT2R, and GT3L/GT3R. The beams in 

each pair (e.g. GT1L/GT1R) are separated by ~90 m in the across-track direction and 

by ~2.5 km in the along-track direction and each of the three beam pairs are separated 

by ~3.3 km. Each pair consists of a "strong" beam and a "weak" beam where the 

"strong" beams have ~4 times the energy as the "weak" beams [18]. The ground 

footprint size and along-track spacing of the photons is ~17.5 m and ~70 cm, 

respectively. Photon data from the ATLAS sensor is provided to the scientific 

community in different data products at different levels of post-processing. There is an 

inland water surface height Level-3A product (ATL13) derived by the IS-2 science team 

that provides along-track water surface heights from overlapping lakes, reservoirs, bays, 

estuaries, and rivers [23]. This ATL13 data is derived from a Level-2 global geolocated 

photon data product (ATL03). The ATL13 dataset consists of estimated mean water 

surface heights within different segment lengths (~100 m and ~1 to 3 km). These 

segmented heights were derived from individual ATL03 photons that are within an 

inland body mask used in their processing workflow [24]. Users of this ATL13 product 

are reliant on the inland waterbody mask used in that workflow for the actual bodies of 

water that can be investigated using the ATL13 surface water heights. Previous 

versions of the ATL13 product did not allow for a complete analysis of all lakes > 1 km2 

in the CONUS due to their selection of that particular waterbody mask. We have not 

examined the most recent version of the ATL13 product (Version 3) to see if that is still 

the case. This study utilizes individual photons from the more robust ATL03 Level-2 

product so that we have complete control over which photons will be processed in our 

water level workflows. The ATL03 products for this study were acquired from the 
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National Snow and Ice Data Center Distributed Active Archive Center (NSIDC DAAC) 

[25]. ATL03 photons are separated into 14 different data granules that encompass 

around 1/14 of a full IS-2 orbit. We acquired all ATL03 (Version 3) data granules 

overlapping the CONUS (Regions 01 and 02: ascending; Regions 06 and 07: 

descending) from the NSIDC servers. These consisted of 6,682 different ATL03 

granules with a temporal range of October 2018 to July 2020. The ATL03 products 

consist of processed geolocated photons with the main fields of interest being the height 

above the ellipsoid (WGS84), time of photon event, various confidence flags, and 

geodetic latitude and longitude for the individual photons [26]. The IS-2 processing 

methodology employed for this research is further described in Section 2.3. 

 

2.2 Waterbody Extents 

This study uses spatial extents of all lakes and reservoirs larger than 1 km2 in the 

CONUS as the initial waterbody mask for the ATL03 photons. The mask was derived 

from techniques described in [6] and underwent significant human-aided quality 

assurance and quality control in order to increase the quality of the waterbody extent 

product. The extents from this initial water mask were buffered inward by 30 m in order 

to reduce the quantity of edge photons (i.e. photons that capture elevation from the 

water/land periphery). This in-buffered extent file consists of 7,155 different waterbodies 

and the centroids from those extents are displayed in Figure 1. Using a custom lake 

mask allows complete control over the size and location of waterbodies used as an 

initial filter for the ATL03 photons. This is in comparison to the segmented photons of 

the ATL13 product that rely on their own proprietary waterbody masks. Our custom 
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waterbody mask is used in the water level workflow as described in Section 2.3 to 

initially filter ATL03 photons within full IS-2 granules into their spatially overlapping 

water boundaries. 

The dynamics of surface water hydrologic systems (e.g. lakes and reservoirs) 

necessitate a need to further spatially filter ATL03 photons by waterbody extents that 

are as temporally coincident to each IS-2 data acquisition date and time as is possible. 

The waterbody mask described in the previous paragraph can be thought of as an initial 

static extent filter for lakes > 1km2 in the CONUS. Landsat Level-3 Dynamic Surface 

Water Extent (DSWE) datasets are used in this study to further spatially filter ATL03 

photons into their actual active bodies of water. DSWE data is a gridded Landsat Level 

3 science product derived from Landsat Analysis Ready Data (ARD) that provides cell-

by-cell information pertaining to the existence and condition of surface water extents 

[27]. Landsat ARD products consist of the most geometrically accurate Landsat 4-5 

Thematic Mapper (TM), Landsat 7 Enhanced Thematic Mapper Plus (ETM+), and 

Landsat 8 Operational Land Imager (OLI)/ Thermal Infrared Sensor (TIRS) data that are 

processed to the highest scientific standards and level of processing required for direct 

use in assessing and monitoring landscape changes [28]. These DSWE products are 

used in the water level workflow as described in Section 2.3 to better spatially filter 

ATL03 photons into the actual water boundaries of the temporally closest DSWE grid. 

 

2.3 Altimeter Water Levels 

Each of the 6,682 ATL03 granules acquired from the NSIDC that overlap the 

CONUS were used as the basis of the IS-2 ATL03 processing workflow described in 
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this subsection. A parallel computing and spatial indexing approach was used to 

spatially filter the IS-2 granules due to the vast quantities of ATL03 photons as well as 

the number of vertices in the waterbody mask. To this end, each granule was sent to its 

own core within UCLA's Hoffman2 Cluster in an embarrassingly parallel computing 

workflow in order to split the granule photons into their respective spatially overlapping 

waterbody extents using the lake/reservoir mask as described in the first portion of 

Section 2.2. To speed up processing times the mask is clipped based on the buffered 

extent of the granule that is being processed prior to the assignment of the photons into 

their corresponding overlapping waterbody. This step uses spatial indexing techniques 

to rapidly determine which of the waterbodies in the mask are likely to contain the 

photons in the granule. This tremendously speeds up the precise spatial determination 

of the intersecting photons into their respective waterbodies. This initial photon 

intersection analysis is done for each of the six tracks (three "weak" and three "strong") 

for the granule and only photons with land, inland ice, and inland water "signal_conf_ph" 

values flagged as high confidence (i.e. 4) are saved for further processing. The outputs 

of this initial processing step are arrays of high confidence photons from all of the 6,682 

granules for every track for each waterbody in the mask.  

Several waterbodies in the lake/reservoir database exhibit notable inter- and 

intra-annual variations in areal extent. However, the initial waterbody mask provides 

only a snapshot of these dynamic areal extents. That said, care must be taken in order 

to filter out ATL03 photons that made it through the initial static spatial filtering process 

but do not actually fall within regions in which surface water was present during the time 

of the individual IS-2 granule acquisitions. These photons should be further filtered 
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using a dynamic waterbody extent mask in order to remove the false surface water 

photons from the database so that the final water level products will have an increased 

accuracy. Each waterbody that has photons within its extent after the initial static spatial 

filter was then passed to its own core for the dynamic spatial filtering process. This 

parallel filtering approach dramatically speeds up processing times. The individual 

ATL03 track photons for every date for a given waterbody were looped through and the 

temporally closest DSWE scene where less than 20% of that track's photons fell within 

the "cloud, cloud shadow, and snow" flagged regions were used to filter out photons 

that did not fall within the DSWE "water – high confidence" and "water – moderate 

confidence" flagged regions. The DSWE scene with the lowest percentage of cloudy 

photons was utilized for tracks where the 20% cloud threshold was not met by any 

DSWE scene acquired within ±4 years of that particular track's acquisition date. This 

dynamic spatial extent filtering process was utilized in order to remove as many of the 

false surface water photons over waterbodies that see larger spatial extent changes. 

The individual tracks were then processed into "weak" beam and "strong" beam 

water levels for each date for every lake or reservoir in the database using an outlier 

filtering, segmenting, and clustering technique. To that end, photons in a given 

waterbody's track were converted from WGS84 ellipsoidal height into orthometric height 

using the EGM2008 geoid model. Next, outlier photons were filtered out using the 

"dem_h" data within the ATL03 product where all photons outside of the "dem_h" mean 

value - 200 m and the "dem_h" mean value + 100 m elevation range were excluded 

from further processing. These photons were then histogrammed into 1 m bins and the 

water level for the most-frequent bin was attained. This max bin level was used to 
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further filter out photons where only those that were within +3 m and -2 m of the max bin 

level were kept for further processing. The photons were then quantitatively and 

spatially segmented based on a maximum number of photons in a segment and a ~100 

m distance threshold value. Segments consist of 50 photons for "strong" beams and 25 

photons for "weak" beams where the photons in each segment are within ~100 m from 

each other. Segments containing less than 50 ("strong" beam) or 25 ("weak" beam) 

photons were removed from further processing. A histogram peak filter was run on each 

set of segmented (50 or 25) photons in order to remove false subsurface water signals 

(displayed in Figure 2). This peak filter entails histogramming the photons for each 

segment into 5 cm bins and then determining the three highest frequency bins. The bins 

containing less than 33% of the maximum frequency bin were removed. The water level 

of the maximum frequency bin of the remaining three bins was selected in order to 

utilize the bin that is typically associated with the actual surface reflectance (and not the 

sub surface reflectance photons). However, the water level of the second most frequent 

bin was selected if it was > 55 cm than the most frequent bin. This was done in case the 

segment's photons exhibited a higher number of pulses within a sub-surface return bin 

as compared to the actual surface return bin. Only photons in this segment that were 

within ±50 cm of the water level from the selected maximum frequency bin were kept for 

additional processing. A subsequent filtering step was applied on the segments where 

the photons with an absolute deviation outside of the median absolute deviation were 

removed from further processing. The final segment water levels were assigned by 

taking the mean of the remaining photons within each segment.  



	 131	

These segments were then clustered by along-track distance and water level 

using a density-based spatial clustering of applications with noise (DBSCAN) method 

with an epsilon value of 50 and a minimum segment sample setting of 1 [29]. The 

epsilon value is analogous to the maximum distance between two segments for one 

segment to be considered within the neighborhood of the other segment. Prior to 

clustering, the segments' latitudes were normalized such that an along-track distance of 

~500 m was akin to ~50 in the data. This allowed the epsilon value of 50 to 

appropriately cluster the segments by their spatial distance values of 50 cm (water 

level) and ~500 m (along-track distance). Clusters consisting of only one segment were 

removed from the processing workflow. The mean cluster water levels were determined 

from the individual segments within each cluster. Clusters whose means that were 

outside of two standard deviations from the all-segment mean and outlier clusters that 

bring the all-cluster standard deviation above 20 cm were removed from further 

processing. Clusters with a mean absolute deviation greater than 2.5 cm were further 

filtered such that segments in a cluster whose water levels were outside of ±5 cm from 

the water level at the peak of the Gaussian-smoothed non-parametric kernel density 

estimation derived from the intra-cluster segment water levels were removed and a new 

cluster mean was derived. Otherwise, the previous cluster mean was used. The final 

lake level for the track was determined by the median of all remaining cluster water level 

values for each beam type. Figure 2 highlights the output of this workflow and displays 

photons, segments, and clusters for two example "strong" beam tracks. 

 

2.4 In situ Gage Level and Altimeter Water Level Comparison 
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USGS surface water gage locations and their IDs were acquired from the USGS 

NWIS for twenty parameter codes related to surface water levels (61055, 62615, 00062, 

72292, 99064, 72277, 62600, 72293, 62614, 99065, 72264, 99020, 62617, 00065, 

72214, 72020, 30211, 62616, 30207, 72275). These 765 different gages were manually 

matched to their corresponding lake or reservoir in the initial static waterbody mask that 

was described at the beginning of Section 2.2. An automated spatial matching approach 

was considered, but a manual approach was eventually decided upon. This was mostly 

due to the occasional poor accuracy of the reported gage coordinates used as an input 

into the minimum distance based spatial matching approach. The 377 different 

centroids for each lake in our custom static waterbody mask that have both IS-2 and 

gage water levels are plotted in light blue within Figure 1. All available temporally 

coincident in situ water level readings for each waterbody with an active water level 

gage were acquired from the NWIS via the hydrofunctions python package from Martin 

Roberge and contributors (<https://github.com/mroberge/hydrofunctions>). Initial 

analysis of the gage levels sought to convert the many different water height datums to 

a uniform vertical datum to directly compare to the spatially and temporally overlapping 

water levels derived from the IS-2 processing workflow. However, this method was 

abandoned due to the poor quality of many of the gages' metadata. Most of the gages' 

vertical datum offsets were not precise or accurate enough to directly compare to the 

IS-2 water levels. Instead, we compared temporally coincident relative water level 

changes from the gages and the IS-2 water level products. Relative water level changes 

were derived for each of the gages’ temporally overlapping IS-2 date pairs. The IS-2 

acquisition times were converted to local gage times in order to acquire the proper 
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coincident gage readings. Further, only gage readings acquired within 24 hours from 

their corresponding IS-2 granule's acquisition time were utilized in the comparison. 

Lastly, when both daily values (DVs) and instantaneous values (IVs) were available for 

a water level gage the temporally closest between the two IVs and DVs as compared to 

the IS-2 data acquisition time was used. This allowed for the utilization of the temporally 

closest gage readings to be compared to their IS-2 water level counterparts. These 

relative water level changes from temporally overlapping USGS gage data were 

ultimately used to compare to the IS-2 relative water level changes in order to assess 

the accuracy of our ATL03-derived water level changes as described in the workflow in 

in the previous section. 

 

3. Results 

3.1 Altimeter Water Levels and Storage 

Water levels were successfully derived using the workflow described in Section 

2.3 for 6,168 different lakes within the CONUS. Approximately 79% (4,845) of those 

lakes had more than a single day's IS-2 water level measurement allowing for a time 

series of water level changes. It is not practical to display to the reader the entirety of 

our water level results from this study in static graphs. However, the results from all 

~6,000 lakes and reservoirs examined in this study are viewable via an online 

interactive website where an interested reader may better understand the 

spatiotemporal differences in water level/storage changes at this scale 

<https://icesat2waterlevelmapping.s3-us-west-1.amazonaws.com/overViewMap.html>. 

The link provides an overview map showing the location of all 6,168 lakes in this study. 
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Selecting an individual lake allows the user to view the interactive water level change 

time series separated by track and beam type as well as the interactive daily data plots 

for each date in the time series. These daily plots display the ATL03 photons, the 

segments, and their clusters as described in Section 2.3 and are separated by track and 

beam type for a single date for the selected lake. Two static examples of the daily data 

plots are provided in Figure 2 for a "strong" beam of a single track for two separate 

waterbodies. This figure shows two example tracks broken down by their filtered 

photons, segmented photons, and clustered segments. Further, each individual daily 

date pages links to an interactive map where the beam segments for this date are 

overlaid on a true-color basemap. We also provide sample water level time series from 

four reservoirs and four lakes examined in this study along with their in situ gage water 

levels in Figure 3. The location of the waterbodies plotted in Figures 2 and 3 are 

denoted within Figure 1 (white circles). The complete IS-2 derived water level results 

from our processing workflow are available at the previously mentioned link. An 

examination of lake IDs 1742 and 3370 within Figure 3 provides evidence that our 

processing methodology is capable of resolving water level changes at least at the 

decimeter scale. 
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Figure 2. Example ATL03 photons, segmented photons, and clustered segments for a 

daily data plot at an example lake and reservoir. Each subplot is for a single "strong" 

beam track and visually shows the photon to cluster hierarchy of our processing 

workflow. Red photons are filtered outliers, black photons are not used in the 

segmentation, blue photons are assigned to a segment, segments are colored based on 

their assigned cluster, and clusters consist of those segments of the same color. The 

thick blue/black horizontal line is the assigned water level for that track based on the 

cluster median. 
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Figure 3. Comparison of IS-2 and gage derived water level time series for eight 

selected reservoirs and lakes. The first row consists of reservoirs and the second row 

consists of natural lakes. IS-2 water levels (blue) are orthometric (EGM2008) and gage 

water (red) levels are based on the individual gages' reporting datum. IS-2 water levels 

are plotted on the first y-axis (left) and the gage water levels are plotted on the second 

y-axis (right).  

 

3.2 In situ Gage Level and Altimeter Water Level Comparison 

There are 55,909 temporally overlapping in situ and IS-2 derived ("strong" beam 

only) relative water level change measurements from 611 unique dates and 347 

different gaged lakes in our database. A scatter plot showing the relative water level 

measurement comparisons for all ~56,000 of these points is plotted in Figure 4 (R2 = 

0.96) with a notable positive correlation. Two zoomed insets (-1 m to 1 m and -0.5 m to 

0.5 m) are provided in order to show a more focused comparison centered on the origin. 

The IS-2 water level changes were less than their in situ gages counterparts in roughly 
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52% of the gage and "strong" beam IS-2 comparisons while around 48% were more 

than the gaged water level measurements. The mean (median) absolute residual 

difference between the two products is ~14 cm (~7 cm) with a standard deviation of ~25 

cm. Further, these residuals match quite well with other IS-2 water level studies [20]. 

This provides further evidence about the quality of our ATLAS derived water level 

products described herein. 

 

Figure 4. Gage derived relative water level changes versus "strong" beam IS-2 derived 

relative water level changes. The units for the main plot and the two subplots are in 

meters. The one-to-one line is plotted in red. Two zoomed inset maps are present and 

are focused at the origin point 0,0. The water level comparisons in the upper-left inset 

range from -1 m to 1 m and the comparisons in the lower-right range from -0.5 m to 0.5 

m. The IS-2 water level changes are from the ATLAS "strong" beams only. 

 

We plot a frequency histogram of those differences in Figure 5 in order to better 

examine the spread of the relative water residuals. This plot shows that ~86% (47,914) 
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of the 55,909 temporally overlapping "strong" beam IS-2 derived water level change 

measurements are within ±25 cm of their gaged counterparts. Further, ~60% (33,522) 

and ~37% (20,735) of the IS-2 water level changes are within ±10 and ±5 cm of their 

corresponding in situ gaged measurements, respectively. It is evident that the vast 

majority of our IS-2 derived water level changes are quite accurate as compared to their 

temporally overlapping in situ gaged counterparts. These results are proof positive that 

IS-2 ATLAS photons can meaningfully monitor water level changes at the continental 

scale for a variety of surface waterbody types. 

 

Figure 5. Frequency histogram of the residual differences from the "strong" beam IS-2 

and gaged relative water level changes. Each bin is 50 cm wide and is centered on the 

0 cm residual difference. Note the y-axis unit is the percentage of IS-2 and gaged 

comparisons with residual water level differences within each particular bin's range. The 

y-axis is on a base 10 logarithmic scale in order to show the lower frequency bins at the 

tails. The IS-2 water level changes are from the ATLAS "strong" beams only. 

 

4. Discussion 
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4.1 Altimeter Water Levels 

 Water levels were successfully determined for 6,168 lakes within the CONUS 

using the methodology described in Section 2.3. We note that this methodology uses 

the global geolocated ATL03 photons as the main IS-2 input and that these photons are 

the basis for higher level IS-2 products (e.g. ATL08 and ATL13). The ATL03 photons 

were utilized in this study as it allows for complete control over the associated 

waterbody mask used as the initial photon spatial filter as well as for control over 

segmenting and clustering of the photons. However, this does come with drawbacks as 

the shear volume of ATL03 data is much larger than the post-processed and segmented 

higher-level products (e.g. ATL08). These higher-level IS-2 products would be less 

computationally expensive to download and process as compared to the ATL03 data. 

However, the user would then be reliant on their post-processing segmenting algorithms 

(e.g. ATL08 or ATL13) as well as their waterbody mask (e.g. ATL13). We note that 

some researchers have had success using the ATL08 products for water level studies 

[20]. Using the ATL08 product still allows for the utilization of a custom waterbody mask. 

However, the user is dependent on the segmented photons provided in that product.  

We note that water level errors can occur during the second spatial filtering step 

in our workflow where the temporally closest DSWE product is used to further filter out 

ATL03 photons that do not fall within areas actively classified as surface water. These 

errors can appear for waterbodies that see large fluxes in areal extent between IS-2 

data acquisitions and their temporally closest DSWE acquisition (e.g. some reservoirs 

and ephemeral lakes). In particular this can happen when ATL03 photons fall on regions 

of inactive surface water within the initial waterbody mask and those regions 
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subsequently fill in with water during the time between the IS-2 photon acquisition and 

the temporally closest DSWE acquisition. In those cases, the DSWE will not filter out 

the photons because the workflow believes that they are over active water regions. 

Future work involves increasing the number of remotely sensed datasets (e.g. Planet 

and Sentinel) used in the secondary spatial filtering step in order to reduce the temporal 

lag between the IS-2 data acquisition and the acquisition of the satellite derived active 

surface water check data. This will help to alleviate the aforementioned issue. 

The benefits of our photon filtering, segmenting, and clustering technique are 

highlighted in Figure 2. These two different examples show how this methodology is 

able to determine the individual track water level by automatically removing outlier 

photons and appropriately grouping the remaining photons into meaningful segments 

and clusters. For example, the bottom plot shows the along-track water levels for a 

single "strong" beam acquired over a reservoir in Georgia. The data gaps present in the 

along-track direction of the IS-2 path for this track denote regions where the IS-2 

overpass goes through several "fingers" of the reservoir where the pulses received at 

the sensor alternate between water photons and land photons. These types of 

overpasses are more complicated than a single continuous track through water (as in 

the top plot within the same figure). This alternating land-water overpass example 

highlights the robustness of our segmenting and clustering methodology. It is also 

evident in both plots within Figure 2 that there are multiple surface returns apparent 

around -2 m and -4 m from the actual water level. These double echoes are a known 

issue that often occurs over smooth open water surfaces and is likely caused by after-
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pulses or electronic noise after the primary surface return [30]. These two plots within 

Figure 2 further highlight the robustness of our IS-2 water level workflow. 

Our workflow separates water level change products into both "strong" and 

"weak" beams. We compared the IS-2 water level from both the "strong" and "weak" 

beams for the 88,046 different water level measurements that overlap with the gage 

data and found that the mean (median) absolute residual difference between the 

"strong" and "weak" beam water levels is ~4 cm (~2 cm) with a standard deviation of ~8 

cm. Figure 6 shows a frequency histogram of the spread of "strong" and "weak" beam 

water level residuals. This plot shows that ~95% (83,219) of the 88,046 overlapping 

"strong" and "weak" beam IS-2 derived water level measurements are within ±10 cm of 

each other. Further, ~53% (46,540) and ~25% (22,086) of these "strong" and "weak" 

beam IS-2 water levels are within ±2.5 and ±1 cm of each other, respectively. The 

"strong" beam water levels are less than their "weak" beam water level counterparts in 

around 65% (56,822) of these beam comparisons. The majority of the "strong" beam 

water levels are likely lower than their "weak" beam counterparts due to the increased 

energy (~4x) of the "strong" photons as compared to the "weak" photons. This 

increased energy likely allows for more penetration into the water's subsurface and 

slightly decreases (or pulls down) the water levels for the "strong" beams. This 

comparison provides strong evidence for the utilization of both beam types for water 

level change analyses, assuming that the potential several centimeter difference 

between the two beams is acceptable for the particular use case.  
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Figure 6. Frequency histogram of the residual differences from the "strong" beam and 

"weak" beam IS-2 derived water levels. Each bin is 10 cm wide and is centered on the 0 

cm water level difference. Note the y-axis unit is the percentage of "strong" beam and 

"weak" beam comparisons with residual water level differences within each particular 

bin's range. The y-axis is on a base 10 logarithmic scale in order to show the lower 

frequency bins at the tails. 

 

4.2 In situ Gage Level and Altimeter Water Level Comparison 

 Figures 4 and 5 show a scatter plot of the relative water level changes from in 

situ gages and IS-2 derived water levels from "strong" beams only as well as a 

frequency histogram of those relative water level changes, respectively. We compared 

the relative water level changes instead of the individual water levels due to the fact that 

the absolute water level readings from many of the gages were not precise enough to 

directly compare to their IS-2 derived water level counterparts. For example, many gage 

readings are given in a local vertical datum, and in the best cases, the datum offsets are 

provided in the gages' metadata. These offsets would allow those measurements to be 
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directly comparable to the IS-2 derived water levels that are in a known vertical datum. 

However, we find that even in the gages that do provide vertical datum offsets the 

accuracy of those offsets is not known or is not precise enough for a trustworthy IS-2 

comparison. Therefore, we have chosen to compare the relative water level differences 

between the temporally overlapping gage measurements and our IS-2 water level 

change results. These gage datum differences are evident in Figure 3 where the IS-2 

water level and gage water level time series are plotted for eight bodies of water. The 

second y-axis (right) shows the gage water level and it is evident that the gage datums 

are offset from the orthometric heights of the IS-2 time series. We expect these two y-

axes to be offset as the gage datums have not been converted due to the issues 

mentioned at the beginning of this paragraph. Using the relative water level differences 

between two coincident dates allows us to disregard this datum-offset issue and still 

provides for a meaningful and direct accuracy assessment between the gage derived 

and the IS-2 derived water levels. Further, since we are comparing the relative water 

level change accuracy (i.e. the water level change from Time A to Time B) the actual 

water level differences are likely less than the reported 14 cm (mean) and 7 cm 

(median) as the uncertainty and error of the direct water level comparisons are 

effectively doubled when comparing the relative water level changes. 

 In order to glean a better understanding of the relative gage and IS-2 derived 

water level change differences we separated the waterbodies into two different 

categories: 1) natural lakes and 2) reservoirs. Comparison statistics for these two types 

of waterbodies were then calculated and we found that the mean (median) absolute 

residual differences between the two IS-2 waterbody categories and the gage products 
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are ~19 cm (~7 cm) and ~13 cm (~5 cm) for the "natural lake" and "reservoir" 

classifications, respectively. We note that ~87%, ~60%, ~37% and ~91%, ~75%, ~51% 

of the temporally overlapping "strong" beam IS-2 derived water level change 

measurements are within ±25, ±10, and ±5 cm of their corresponding in situ gaged 

measurements for the "natural lake" and "reservoir" classifications, respectively. This 

analysis shows that waterbodies classed as reservoirs tend have more accurate results 

as compared to their gage-derived relative water level changes. Future work entails 

classifying waterbodies using a more detailed classification scheme and taking into 

account seasonality of these waterbodies. 

 Further, in many cases we do not expect the water level changes from the IS-2 

data and the in situ gage data to be the same. The gage readings are merely a water 

level snapshot at a single location on the waterbody's surface. Lake and reservoir water 

levels are highly dynamic across the water's surface and this dynamism leads to uneven 

water elevations for the waterbody. To that end, along-track IS-2 photons are collecting 

surface water return photons through a cross-section of the waterbody, and these 

surface water photons will have different water elevations as caused by the multitude of 

factors that allow for the uneven surface water levels. These factors include wind speed 

and direction, gravity effects, seiches, pressure oscillations, as well as lake connectivity 

and are the cause for uneven water levels and slopes across a given body of water. A 

waterbody is not expected to have a uniformly flat surface and a water level 

measurement at one location within a lake or a reservoir is not expected to be the same 

measurement at a different location within the same body of water. So, we expect there 
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to be some differences in the IS-2 water levels and the gage water levels presented in 

Figures 3 – 5.  

 The gage and IS-2 comparisons shown in Figures 4 - 5 and discussed in the 

preceding paragraphs as well as in Section 3.2 utilize IS-2 water level changes from 

ATLAS "strong" beams only. In comparison to those results, there are 44,308 

temporally overlapping in situ and IS-2 derived ("weak" beam only) relative water level 

change measurements from 607 unique dates and 340 different gaged lakes in our 

database. A scatter plot showing the relative water level measurement comparisons for 

all ~44,000 of these "weak" points is plotted in Figure S1 (R2 = 0.96). Similar to the 

"strong" gage comparisons, the IS-2 water level changes were less than their gaged 

counterparts for roughly 52% of the gage and "weak" beam comparisons, while around 

48% were more than the gaged water level measurements. The mean (median) 

absolute residual difference between the two products is ~15 cm (~8 cm) with a 

standard deviation of ~26 cm. These results are around 1 cm greater than their "strong" 

beam gage comparison counterparts. Figure S2 shows a frequency histogram of the 

spread of relative water level change residuals. This plot shows that ~85% (37,874) of 

the 44,308 temporally overlapping "weak" beam IS-2 derived water level change 

measurements are within ±25 cm of their gaged counterparts. Further, ~59% (26,001) 

and ~35% (15,430) of the IS-2 water level changes are within ±10 and ±5 cm of their 

corresponding gaged measurements, respectively. This comparisons between the 

"weak" beam and gage derived relative water level changes as well as the IS-2 derived 

"strong" and "weak" beam water level residual comparisons in Figure 6 show that the 

methodology presented herein is capable of providing accurate water level changes 
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from both types of ATLAS beams. This is important as it means that both "strong" and 

"weak" beams can be utilized to derive water level changes, which implies that more 

waterbodies can be investigated and that more water level data points can be derived 

as compared to a single "strong" beam analysis only. 

 

5. Conclusion 

 This research has highlighted an automated cluster computing workflow that 

utilizes IS-2 ATLAS ATL03 photons to accurately determine water level changes for all 

waterbodies > 1 km2 in the CONUS. To this end, water levels were successfully derived 

for 6,168 different lakes and reservoirs using the methodology described herein. A 

comparison of relative water level changes between in situ gage measurements and our 

IS-2 water level changes showed an absolute mean (median) residual of ~14 cm (~7 

cm) with a standard deviation of ~25 cm. Around 86% of the temporally overlapping 

"strong" beam IS-2 derived water level change measurements were within ±25 cm of 

their gaged counterparts. Further, ~60% and ~37% of these IS-2 water level changes 

were within ±10 and ±5 cm of their corresponding in situ gaged measurements. A 

comparison of the "strong" and "weak" beam water level measurements showed that 

the mean (median) absolute residual differences between the two beams was ~4 cm 

(~2 cm) and had a standard deviation of ~8 cm. Around 95% of the "strong" and "weak" 

beam IS-2 derived water level measurements were within ±10 cm of each other. An 

interactive website was created so that interested readers may better understand the 

spatiotemporal differences in lake and reservoir level changes at this scale. This 

research was undertaken in order to provide baseline water level monitoring on a much 
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larger scale than is traditionally possible with in situ monitoring. Further, knowledge of 

the accuracy of these remotely sensed spaceborne laser altimeter water level products 

validates the quality of the IS-2 ATLAS platform for use in future water level monitoring 

studies. 
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Supplementary Material 

 

Figure S1. Gage derived relative water level changes versus "weak" beam IS-2 derived 

relative water level changes. The units for the main plot and the two subplots are in 
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meters. The one-to-one line is plotted in red. Two zoomed inset maps are present and 

are focused at the origin point 0,0. The water level comparisons in the upper-left inset 

range from -1 m to 1 m and the comparisons in the lower-right range from -0.5 m to 0.5 

m. The IS-2 water level changes are from the ATLAS " weak " beams only. 

 

 

Figure S2. Frequency histogram of the residual differences from the "weak" beam IS-2 

and gaged relative water level changes. Each bin is 50 cm wide and is centered on the 

0 cm residual difference. Note the y-axis unit is the percentage of IS-2 and gaged 

comparisons with residual water level differences within each particular bin's range. The 

y-axis is on a base 10 logarithmic scale in order to show the lower frequency bins at the 

tails. The IS-2 water level changes are from the ATLAS "weak" beams only. 
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Conclusion 

This dissertation sought to provide a better understanding of some of the 

mechanisms, magnitudes, and effects behind large-scale lacustrine changes. This work 

utilized remote sensing datasets from spaceborne optical sensors and lidar altimeters, 

in situ water level measurements, and localized Earth models in order to increase that 

understanding. A combination of products derived from both in situ data and remotely 

sensed spaceborne datasets coupled with modern modeling and computational 

capabilities helped to provide the means to paint a more complete picture of the diverse 

connections between the magnitudes, mechanisms, and effects of large-scale lacustrine 

changes. 

In particular, the first two chapters examined the magnitudes of change and their 

effects on the surrounding lithosphere at the Grand Ethiopian Renaissance Dam 

(GERD), a large reservoir in Ethiopia. The mechanisms behind these changes are 

related to direct anthropogenic impacts (e.g. Dam building and riverine impoundment). 

A number of remotely sensed digital surface models (DSMs) were analyzed and the 

most accurate surface model was determined by its comparison to spaceborne altimeter 

data. The areal extent and volumetric content for the GERD impoundment at 1 m water 

level increments (from 500 to 640 m) was calculated and hypsometric curves for water 

level versus areal extent and water load along with areal extent versus water load were 

derived. Cubic and quadratic fits of these curves were calculated, and very high R-

squared values were found for each. The associated coefficients were used to derive 

areal extent and volumetric content at sub-meter water level changes (e.g., 0.001 m) for 

each day in the GERD filling and seasonal operational scenarios. To that end, daily 
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water level, areal extent, water storage, inflow, and outflow values were created for 55 

different filling scenarios as well as for 5 different operational strategies at the GERD. 

The hydrologic load fluxes were found to be highly dependent on the chosen filling and 

operational strategies. The accumulated annual reservoir storage during the initial 

impoundment directly affects the time it takes to fill the reservoir to its maximum water 

level of 640 m, and seasonal reservoir operations have a large effect on the amplitude 

of seasonal hydrologic load fluctuations. The daily hydrologic load changes were used 

as the main inputs into cluster computing workflows where daily elastic deformation and 

Coulomb stresses were determined for the different impoundment and operational 

strategies.  

The elastic responses to several filling and operational strategies for the GERD 

were modeled using a localized spherically symmetric, non-rotating, elastic, and 

isotropic (SNREI) Earth model. The amplitude and extent of the flexural response was 

mostly dependent on the underlying rheology as well as the timing and amount of the 

hydrologic forcing. The marked seasonal hydrologic regime at the GERD impoundment 

was found to play a major role in the temporal dynamics of the load-induced flexural 

response for the different filling scenarios that were investigated. The overall magnitude 

of the vertical and horizontal displacements for the five examined operational scenarios 

were highly varied. The deformation was found to be dependent on the input natural 

hydrologic variables (e.g., inflow, seepage, actual ET) as well as the different 

operational variables (i.e., outflow/reservoir releases as they are related to hydropower 

generation). Subsequently, the annual load density along with the varied reservoir inflow 

and outflow rates and release timings were found to affect the maximum accumulated 
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seasonal displacement as well as the distance with which the flexural response 

occurred away from the associated hydrologic load centroid. The magnitudes of the 

hydrologic-induced deformation are directly related to the size and timing of reservoir 

fluxes, and an increased knowledge of the extent and magnitude of this deformation 

provides meaningful information to stakeholders so that they may better understand the 

effects from many different impoundment and operational strategies. 

The same hydrologic load arrays for the GERD were used to calculate the 

Coulomb stress on an optimal plane for each full-resolution cell (~30 m x ~30 m) in the 

model domain at 1 km depth increments from the surface (0 km) down to 25 km. All 

calculations were undertaken in an elastic half-space with a model domain of 300 km x 

300 km x 25 km and at the full cell resolution. The stress fields were computed for the 

same impoundment and operational scenarios that were utilized in the elastic 

deformation calculations. Marked changes in hydrologic loads during impoundment and 

seasonal operations caused notable variations in the location of the weighted load 

centroids. These centroids mark the location of the maximum load for a given water 

level and are an important variable with respect to spatiotemporal changes in the 

stresses applied on the underlying rocks. The motion of the load centroid can be 

thought of as a proxy for the changes in the location of where the maximum stresses 

are applied on the Earth's crust. The load grids for each water level of the impoundment 

were used to calculate the individual load centroids using a weighted mean center 

algorithm where the weight of the cell was assigned the water level at that location. The 

daily water levels for each of the 55 different impoundment scenarios were employed to 

calculate the accumulated annual load centroid motion for each filling scenario. 
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Similarly, the daily-accumulated annual weighted load centroid motion was calculated 

for the five separate operational strategies. 

 The main driver behind the load centroid motion was the annual, accumulated 

daily reservoir storage change (both positive and negative) where an increased volume 

change caused an increase in the motion of the weighted hydrologic load centroid. It 

was found that the annual operational scenarios with a 590 m starting water level had 

larger stress regimes as compared to their 622 m water level start counterparts. These 

differences were attributed to the increased load per unit area for the 590 m data runs. 

The Coulomb stress from a more condensed seasonal reservoir load was found to be 

larger than the Coulomb stress as calculated from the same hydrologic load with less 

load per unit area. Further, there was also an increased load centroid motion for the 590 

m water level start scenarios. This was attributed to the increased range of annual water 

level and areal extent changes as compared to the 622 m water level starts. Marked 

differences in the Coulomb stresses and load centroid motions were found for the five 

different operational scenarios. These variations were attributed to the hydrologic load 

per unit area of the seasonal reservoir loads for each of the annual operations, and, in 

part to the initial seasonal water level. In other words, a reduction in the seasonal 

hydrologic load per unit area or an increased initial seasonal water level would likely 

reduce both the number of cells with notable Coulomb stresses and the accumulated 

annual centroid motion. The spatial patterns and amplitudes of these stress tensors 

were closely linked to both the size and timing of GERD inflow/outflow rates, and an 

improved understanding of the magnitude and extent of these stresses provides useful 
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information to water managers in order to better understand potential reservoir triggered 

seismic events from several different operational and impoundment strategies. 

The third chapter examined the magnitude of water level changes for all waterbodies > 

1 km2 within the contiguous United States (CONUS) as derived from spaceborne lidar 

altimeter data products using an automated cluster computing workflow. Here, the 

mechanisms behind these changes are related to both direct and indirect anthropogenic 

impacts and are quite diverse across the landscape. A static waterbody mask was used 

to spatially filter all ICESat-2 (IS-2) photons into their respective spatially overlapping 

waterbody extents. A dynamic spatial filtering process was then applied on the data 

such that photons that made it through the initial static spatial filtering process but did 

not actually fall within regions in which surface water was present during the time of the 

individual IS-2 granule acquisitions were removed. Outlier photons were removed based 

on their relationship to the local mean DEM value as well as a bin histogramming 

technique. The photons were then quantitatively and spatially segmented based on a 

maximum number of photons in a segment and a ~100 m distance threshold value. 

Segmented photons were then filtered using a histogram peak and median absolute 

deviation approach. The segments were then clustered by along-track distance and 

water level using a density-based spatial clustering of applications with noise 

(DBSCAN) method. Clusters were removed if they did not meet certain standard 

deviation and median absolute deviation criteria. The final water level for an individual 

photon track was determined by the median of all remaining cluster water level values 

for each of the two beam types ("strong" and "weak"). Finally, relative water level 

changes from USGS gage data were compared with their temporally and spatially 
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coincident IS-2 derived counterparts in order to assess the accuracy of the altimeter-

based water level changes. An interactive website was created so that interested 

readers may better understand the spatiotemporal differences in lake and reservoir level 

changes at this scale. This research was undertaken in order to provide baseline water 

level monitoring on a much larger scale than is traditionally possible with in situ 

monitoring. Further, knowledge of the accuracy of these remotely sensed spaceborne 

laser altimeter water level products validates the quality of the IS-2 ATLAS platform for 

use in future water level monitoring studies. 




