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Abstract<br>Reliable Prediction and Decision-Making in Sequential Environments<br>by<br>Paria Rashidinejad<br>Doctor of Philosophy in Electrical Engineering and Computer Sciences<br>University of California, Berkeley<br>Professor Stuart Russell, Chair

Building autonomous agents that learn to make predictions and take actions in sequential environments is a central problem in artificial intelligence, with applications as diverse as personalized medicine, self-driving cars, finance, and scientific discovery. Despite impressive success in certain areas such as natural language, games, and robotic demonstrations, sequential prediction and decision-making remains challenging in the absence of known models, accurate environment simulators, short-range dependencies, and large and diverse datasets.

In this thesis, we formulate problems to capture challenging yet prevalent settings encountered in the real-world. Given the formulations, we then design reliable and efficient learning algorithms, leveraging recent advances in statistics and optimization. In the first part of the thesis, we consider the problem of learning to make predictions in unknown and only partially observed linear dynamical systems. Contrary to prior predictive models which fail in the presence of long-range dependencies, we design an algorithm that provably returns near-optimal predictions regardless of the system's degree of stability and forecast memory.

In the second part, we shift our attention to reinforcement learning (RL), the problem of learning to make decisions in an unknown sequential environment. We start by focusing on the offline setting, where the agent is only provided with a previously-collected dataset of interactions and does not have further access to the environment. We propose a new framework to study offline learning problems given datasets of any composition, ranging from expertonly to uniform coverage, and thus unifying two main offline learning paradigms: imitation learning and vanilla offline RL. Equipped with this framework, we design an algorithm based on pessimism in the face of uncertainty and prove that it is nearly optimal for any, possibly unknown dataset composition.

We then turn to the online setting, where the agent learns while interacting with the environment. In this setting, the agent faces a dilemma in each step: whether it should exploit the current knowledge and select a seemingly optimal action or it should explore and visit differ-
ent regions of the environment. We propose a framework that unifies common exploration methods by adding an adaptive regularizer to the standard RL objective. We show that a particular regularizer design yields a simple optimistic exploration strategy that enjoys fast optimization and efficient exploration, achieving state-of-the-art performance in several locomotion and navigation tasks when combined with deep neural networks.

To Mom, Dad, Maryam, and Amin
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## Chapter 1

## Introduction

One of the central expressions of intelligence is the ability to complete tasks in the pursuit of certain goals in an environment, perceived through measurements. This thesis is concerned with designing artificially intelligent agents that reliably complete tasks in environments of sequential nature. This specification involves three components: a sequential environment or a dynamical system evolving over a dimension (often time), a task specifying the type of goal being pursued, and a criteria evaluating the goodness of an executed solution.

Consider for instance a sequential environment evolving over time. One example of the above specification is the task of making predictions about future observations given all available measurements with the criteria of achieving minimal regret, which compares agent's performance to that of an idealized benchmark. Another example is the task of learning a policy for manipulating the environment through a set of actions so as to maximize a notion of expected return.

When the mathematical laws governing the evolution of the environmental variables and their connections to the measurements are known, finding the best solution to complete the task becomes a purely computational problem. The optimal solution depends on all available measurements and yields the highest goodness, based on a scalar criteria. In the majority of cases, however, some aspects of environment evolution are unknown. For instance, unknown perturbations might be affecting the measurements and parameters describing the evolution or even the mathematical laws of evolution themselves might be unknown. This is where learning comes into the picture.

Learning refers to the process of building one or more mathematical models from available measurements. In sequential tasks, while model learning is most commonly referred to estimating the environment dynamics, learning in principle can be used to build other taskrelevant models such as predictive models or policies.

Different modeling and learning algorithms may be designed to solve similar tasks. One central aspect that differentiate learning algorithms is their sample complexity, which refers to the number of samples required for a specific algorithm to reach a desired level of performance. Empirical evaluations on a set of tasks can be used to assess the sample complexity of algorithms. While such evaluations are flexible, comparing learning algorithms solely
based on the them and on limited sets of tasks have drawbacks. For example, recent studies suggest that the performance of many algorithms are not robust to the changes in their implementation, hyperparameters, or random seeds (Islam et al., 2017; Fortunato et al., 2018; Ilyas et al., 2019). On the flip side, theoretical finite-sample complexity alleviate such issues and deliver insights into the performance and reliability of learning algorithms, often by providing upper and lower bounds on the number of samples required to reach a performance guarantee.

Recent years have observed machine learning algorithms achieving impressive performance in certain domains. Examples include OpenAI's GPT-3, a language model that produces human-like text, and DeepMind's AlphaGo, a reinforcement learning agent that has beat the world's champion in the game of Go. These success stories, however, often rely on access to enormous and diverse datasets, expert demonstrations, or accurate simulators of the environment. Such requirements and lack of theoretical foundations for algorithms are among the reasons that preclude reliable integration of AI into many important applications.

Take AI for physiological monitoring as an example. The sequential environment of human physiology does not satisfy common statistical assumptions, exhibiting non-stationarity and long-term dependencies (Ghassemi et al., 2015; Alaa et al., 2017; Wiens et al., 2019; Rashidinejad et al., 2020a). Healthcare data are often small and sporadic due to the costs of expert labels, scarcity of certain physiological conditions, and irregular measurement times. These datasets are also relatively narrow, as data are collected by specific policies, and further data collection, for instance by exploring various treatment options, is heavily restricted. Furthermore, AI for physiological monitoring needs to be reliable, safe, explainable, and personalizable.

In the quest to build AI that can be integrated into the real world, in this thesis we formulate problems and design algorithms towards reliable prediction and decision-making in sequential environments.

## Thesis roadmap

This thesis is based on three of the author's publications on prediction and decision-making in sequential environments. The rest of this chapter is dedicated to an overview of notations and a synopsis of technical contributions and results.

Section 1.1 of this introduction summarizes the problem formulation, techniques, and results of the work Rashidinejad et al. (2020c) on learning to make predictions in an unknown and partially-observed linear dynamical system (LDS), one of the most commonly used sequential models. The main contribution of this work is presenting the first provably sampleefficient prediction algorithm, whose regret is independent of both system's degree of stability and forecast memory. A detailed discussion of the algorithm and technical contributions are deferred to Chapter 2.

Section 1.2 outlines contributions on learning to make decisions in an unknown Markov decision process (MDP), a commonly used sequential model in reinforcement learning (RL). Policy learning is considered under two settings. The first setting is offline RL, in which
learning is based on access to only a previously-collected dataset of interactions. A new framework is proposed for studying offline learning problems which admit datasets with any composition, ranging from expert-collected to uniform coverage. Given this framework, we propose a new algorithm and conduct an extensive study of finite-sample properties of the algorithm as well as information-theoretic limits under a variety of settings. A more in-depth discussion of the offline setting is presented in Chapter 3, which is a lightly edited version of the publication Rashidinejad et al. (2021).

Online RL is the second setting considered, in which learning occurs while interacting with the environment. The online setting brings about a key question on the trade-off between exploring the environment and exploiting the already acquired knowledge. As detailed in Chapter 4, we frame this trade-off as adding a regularizer to the standard RL objective and proposing a new exploration algorithm that enjoys convergence guarantees and sample efficient exploration on a variety of navigation and locomotion tasks. This chapter is based on the publication Zhang et al. (2021b).

We conclude the thesis by reviewing open challenges and discussing promising avenues for future work in Chapter 5.

## Notation

We denote the space of reals by $\mathbb{R}$, the space of $n$-dimensional real vectors by $\mathbb{R}^{n}$, and the space of $n \times m$-dimensional real matrices by $\mathbb{R}^{n \times m}$. We use calligraphy letters to denote sets and given a set $\mathcal{S}$, we write $|\mathcal{S}|$ to represent the cardinality of $\mathcal{S}$. The probability simplex over a set $\mathcal{S}$ is denoted by $\Delta(\mathcal{S})$.

Vectors are denoted by small letters and are assumed to be column vectors except for the probability and measure vectors. We denote by $\|\cdot\|_{2}$, the Euclidean norm of vectors. For two $n$-dimensional vectors $x$ and $y$, we use $x \cdot y=x^{\top} y=\langle x, y\rangle$ to denote their inner product and $x \leq y$ to denote the element-wise inequality $x_{i} \leq y_{i}$ for all $i \in\{1, \ldots, n\}$. The vertical concatenation of $x_{1}, \ldots, x_{t} \in \mathbb{R}^{n}$ is written as $x_{1: t} \in \mathbb{R}^{n t}$. We use $x_{t}(i)$ to refer to the $i$-th element of the vector $x_{t}=\left[x_{t}(1), \ldots, x_{t}(n)\right]^{\top}$.

Throughout this text, matrices may be denoted by capital, small, or calligraphy letters. The spectral radius of a square matrix $A$ is denoted by $\rho(A)$. We denote by $\|A\|_{2}$, the operator two norm of the matrix $A$. The eigenpairs of an $n \times n$ matrix are written as $\left\{\left(\sigma_{j}, \phi_{j}\right)\right\}_{j=1}^{n}$ where $\sigma_{1} \geq \ldots \geq \sigma_{n}$ are the eigenvalues and $\left\{\phi_{j}\right\}_{j=1}^{k}$ are the top $k$ eigenvectors. The horizontal concatenation of matrices $A_{1}, \ldots, A_{n}$ with appropriate dimensions, is denoted by $\left[A_{i}\right]_{i=1}^{n}=\left[A_{1}|\ldots| A_{n}\right]$. The Kronecker product of matrices $A$ and $B$ is denoted by $A \otimes B$. Identity matrix of dimension $n$ is represented by $I_{n}$.

We write $x \lesssim y$ when there exists a constant $c>0$ such that $x \leq c y$ and we write $x \lesssim b y$ when $c$ is a constant that only depends on $b$. We use the notation $x \asymp y$ if constants $c_{1}, c_{2}>0$ exist such that $c_{1}|x| \leq|y| \leq c_{2}|x|$ and write $x \asymp_{b} y$ if $c_{1}, c_{2}>0$ only depend on $b$. We write $x \vee y$ to denote the supremum of $x$ and $y$. We write $f(x)=O(g(x))$ if there exists some positive real number $M$ and some $x_{0}$ such that $|f(x)| \leq M g(x)$ for all $x \geq x_{0}$. We use
$\widetilde{O}(\cdot)$ to be the big- $O$ notation ignoring logarithmic factors. We write $f(x)=\Omega(g(x))$ if there exists some positive real number $M$ and some $x_{0}$ such that $|f(x)| \geq M g(x)$ for all $x \geq x_{0}$.
$x:=y$ is used when quantity $x$ is taken to be equal to quantity $y$ by definition. Given a probability distribution $p$, we write $x_{1}, \ldots, x_{n} \sim p$ if random variables $x_{1}, \ldots, x_{n}$ are drawn independently and identically distributed from distribution $p . \mathbb{E}[X]$ and $\mathbb{V}[X]$ respectively denote the expected value and variance of random variable $X$.

### 1.1 Learning to make predictions

Chapter 2 considers partially-observed linear dynamical system (LDS), one of the most popular sequential environments, whose evolution is described as:

$$
\begin{align*}
h_{t+1} & =A h_{t}+B x_{t}+\eta_{t},  \tag{1.1}\\
y_{t} & =C h_{t}+D x_{t}+\zeta_{t} .
\end{align*}
$$

Here, $h_{t}$ is the latent (hidden) state, $x_{t}$ is the control input, $y_{t}$ is the observation, and $\eta_{t}$ and $\zeta_{t}$ respectively denote the process and measurement noise vectors with covariance matrices $Q$ and $R$. Matrix $A$ is the transition matrix and controls how fast the process mixes-i.e., how fast the marginal distribution of $y_{t}$ becomes independent of $y_{1}$. Furthermore, matrix $A$ determines whether the above LDS is stable $\rho(A)<1$, marginally stable $\rho(A)=1$, or unstable $\rho(A)>1$, with $\rho(A)$ determining the system's degree of stability. At any step, our goal is to make reliable predictions about observation $y_{t+1}$ given system input $x_{t+1}$ and the causal history, i.e. all past observations $y_{1}, \ldots, y_{t}$ and inputs $x_{1}, \ldots x_{t}$.

If the system parameters, which are matrices $A, B, C, D$ and noise covariance matrices $Q$ and $R$, are known, the optimal linear ${ }^{1}$ predictions are given by the celebrated Kalman filter. The recursive representation of the (stationary) Kalman predictive model also obeys a linear law

$$
\begin{align*}
h_{t+1 \mid t} & =G h_{t \mid t-1}+K y_{t}+(B-K D) x_{t}, \\
y_{t+1 \mid t} & =C h_{t+1 \mid t}+D x_{t+1} \tag{1.2}
\end{align*}
$$

where $h_{t+1 \mid t}$ and $y_{t+1 \mid t}$ denote the optimal state and observation predictions, respectively. Here, matrix $K$ is called the (predictive) Kalman gain and matrix $G:=A-K C$ is called the closed-loop matrix, known to be marginally stable $\rho(G) \leq 1$. Notice that for the LDS that describes the Kalman predictive model, $G$ determines the forecast memory of the system, i.e. how many past data points are ought to be considered to make a sound prediction.

If the system parameters are unknown, a common approach is to first estimate system parameters from data, which is referred to as system identification, and then make predictions using the Kalman formula. Direct identification of system (1.1), however, requires solving a

[^0]non-convex optimization problem via classical algorithms such as expectation maximization (EM), for which finite-sample guarantees are difficult.

Recently, several algorithms are developed that enjoy theoretical guarantees, yet these predictors either do not converge to the optimal predictions of a Kalman model in hindsight or their prediction error increases with system's degree of stability $\rho(A)$ and/or forecast memory $\rho(G)$. Indeed, the majority of popular prediction algorithms, such as the ones based on recurrent networks, effectively predict based on a finite lookback window only (Miller and Hardt, 2018), despite the ubiquity of long-range dependencies in many areas such as econometrics, linguistics, medicine, and climate sciences (Doukhan et al., 2002; Beran, 2017).

As laid out in detail in Chapter 2, we are interested in developing a reliable prediction algorithm even with the existence of long-range dependencies. More formally, we want the cumulative performance of the algorithm's predictions $\hat{y}_{t t t-1}$ compared to the Kalman predictions in hindsight $y_{t \mid t-1}$ defined as

$$
\begin{equation*}
\operatorname{Regret}(T):=\sum_{t=1}^{T}\left\|y_{t}-\hat{m}_{t}\right\|_{2}^{2}-\left\|y_{t}-m_{t}\right\|_{2}^{2} \tag{1.3}
\end{equation*}
$$

to be sublinear in $T$ with high probability.
We introduce the prediction algorithm illustrated in Figure 1.1, named SLIP (spectral LDS improper predictor), which relies on two key observations described below.

Bypassing system identification. Since our goal is to design a predictor, we bypass the difficult system identification step and instead learn a computational process that directly approximates the Kalman predictor. To achieve this, we take a look at the expansion of the recursive formula for the Kalman predictor:

$$
\begin{equation*}
y_{t \mid t-1}=\sum_{i=1}^{t-1} C G^{t-i-1} K y_{i}+\sum_{i=1}^{t-1} C G^{t-i-1}(B-K D) x_{i}+D x_{t} \tag{1.4}
\end{equation*}
$$

From expansion above, it is apparent that first, the least-squares objective is non-convex in the predictor parameters $C, G, K, B, D$, and second, the optimal predictions are linear in current input $x_{t}$ and causal history $y_{1: t-1}, x_{1: t-1}$.

Convex relaxation. Proper learning is learning from the original hypothesis class $\mathcal{H}$. In the case of linear dynamical systems, original hypothesis class refers to the system parameters $\mathcal{H}=\{A, B, C, D, Q, R\}$ and identifying these parameters is a non-convex problem as discussed earlier. On the other hand, in improper learning paradigm, one may reparameterize the hypothesized model class by an alternative class $H$, which is often a relaxation that results in an easier optimization problem or improved computational efficiency. To meet our goal on theoretical guarantees, we resort to improper learning by slightly overparameterizing the Kalman predictive model and conducting a convex relaxation.


Figure 1.1: Block-diagram of the SLIP algorithm. First, given a horizon $T$, a set of $k$ spectral filters are computed via the spectral decomposition of a particular Hankel matrix. Then, at every step, a feature vector is constructed by stacking quantities obtained by convolving previous observations and inputs with each spectral filter. The predictions are computed by multiplying the feature vector with a parameter matrix. Upon receiving the observations, the parameters are updated by minimizing a regularized least squares loss.

To ensure a good performance, the overparameterization for convex relaxation should first, be accurate and approximate the Kalman predictive model closely, and second, be tight and avoid introducing too many parameters. Accomplishing both of these goals at once may not always be possible and the two goals may even be at odds, resulting in a form of bias-variance tradeoff. We investigate the possibility of a tight convex relaxation by analyzing a generalized version of Kolmogorov $k$-width of the Kalman predictor coefficient set. The Kolmogorov $k$-width measures how well a set can be approximated by a lowdimensional linear subspace (Pinkus, 2012). Unlike other complexity notions, Kolmogorov width measures the approximation error in terms of the worst-case error, which provides a uniform upper bound on the convex relaxation error regardless of the ground truth values of the LDS parameters in a particular instance.

Our first result regarding the feasibility of conducting a tight convex relaxation is presented below.

Theorem 1.1 (Kalman predictor $k$-Width, Informal). The following statements hold for the stationary Kalman predictor in (1.2) with $\rho(A) \leq 1$ :

1. For a general closed-loop matrix $G$ with $\rho(G) \leq 1$, linear subspaces cannot be exploited to efficiently approximate the Kalman predictions.
2. Restricting $G$ to be diagonalizable with real eignevalues, the Kalman predictor can be approximated efficiently via fixed known filters.

The above theorem states that a tight convex relaxation of the Kalman predictive model, uniformly for any LDS with $\rho(A) \leq 1$ and $\rho(G) \leq 1$, is possible provided that the closedloop matrix $G$ is diagonalizable with real eigenvalues. Although a tight convex relaxation is necessary, it is not sufficient to ensure accurate learning and sublinear regret.

Analyzing the regret of the SLIP algorithm relies on understanding the finite sample properties of regularized least-squares in the presence of non-independent sequential data potentially generated by a system that is only marginally stable. Colloquially speaking, unlike the common assumptions of bounded feature norms, in marginally stable systems the feature norm can grow (polynomially) over time. This precludes using a mixing time argument, which is one of the most established techniques in statistics for handling nonindependent sequential processes (Yu, 1994).

Informally, the mixing time of a sequence refers to the smallest window $\tau$ such that the elements that are at least as far apart as $\tau$ become "almost statistically independent". For the predictor in (1.4) with $\rho(G)<1$, mixing time is related to the spectral norm of $G$ according to $1 /(1-\rho(G))$. This is due to the fact the definition of spectral norm ensures $\left\|G^{i}\right\| \approx \rho(G)^{i}$ and thus at any step $t$ one can neglect the data received much earlier than $t-1 /(1-\rho(G))$. The mixing time technique argues that subsequences separated by $\tau$ are nearly statistically independent and thereby the estimation rates becomes analogous to those in i.i.d. systems, multiplied by a factor proportional to the mixing time. Hence, if a predictor has a uniform regret guarantee independent of the mixing time, the analysis must exploit arguments other than mixing time to establish the regret bound.

We obtain a uniform regret guarantee for the SLIP algorithm by decomposing the regret into several interpretable terms and bounding them separately. The key techniques that we use in our analysis are: (1) self-normalizing martingale properties and concentration results such as the ones given in Abbasi-Yadkori et al. (2011), and (2) block martingale small-ball condition which we establish for the feature process. The second technique is inspired by recent works of Mendelson (2014); Simchowitz et al. (2018), in which conditions other than concentration are shown that can also facilitate efficient learning. The following theorem gives an informal statement of the regret guarantee for the SLIP algorithm.

Theorem 1.2 (SLIP regret, Informal). Assume $G$ is diagonalizable with real eignevalues and set the number of filters to $k \asymp \log ^{2} T$. Under mild assumptions,

$$
\operatorname{Regret}(T):=\sum_{t=1}^{T}\left\|y_{t}-\hat{m}_{t}\right\|_{2}^{2}-\left\|y_{t}-m_{t}\right\|_{2}^{2} \lesssim \operatorname{polylog}(T)
$$

with high probability, uniformly for all $\rho(A) \leq$ and $\rho(G) \leq 1$.
In addition to theoretical results, we present empirical evaluations in Chapter 2 showing that SLIP significantly improves prediction accuracy compared to state-of-the-art methods.

### 1.2 Learning to make decisions

In this section, we consider decision-making in sequential environments. One of the primary frameworks to study sequential decision-making is reinforcement learning, whose goal is maximize a cumulative reward objective. RL is closely related to the field of optimal control, which is concerned with setting control inputs to satisfy a scalar objective. Furthermore, a large part of neuroscience is devoted to understanding how the brain makes decisions which is related to the neurotransmitter dopamine and its role resembles that of the reward in RL. The RL framework is very general and can capture many problems arises in practice; to the extent that a recent paper by Silver et al. (2021) hypothesizes that the reward maximization objective alone contains many or possibly even all the goals of intelligence.

What differentiates reinforcement learning from supervised learning is that the only supervision in RL is a reward signal, which provides a partial feedback and causes a credit assignment problem. The partial (or bandit) feedback refers to the fact that the agent only observes the reward signal on the actions it takes and not on other possible actions that it could have chosen. The credit assignment problem refers to the fact that earlier decisions may have delayed consequences, affecting the future states, available choices, and rewards.

These aspects alongside difficulties of data collection (exploration) and insufficient data coverage, makes the RL setting significantly more challenging than supervised learning. Indeed, the current successful RL-based programs are heavily restricted. For example, AlphaGo, the first program that has defeated the Go world champion, leverages known environment dynamics and finds a policy based on over 10 million self-plays. Other examples such as AlphaStar for Start Craft II or OpenAI Five for Dota 2 are trained over 10,000 years of the AI playing the game with itself. Despite the capacity that RL offers, obtaining such large amounts of data in many real applications is completely prohibitive, which motivates this thesis to investigate the challenges RL faces in practice.

We study RL in fully-observed Markov decision processes (MDPs), one of the most commonly-used sequential environments. In MDPs, upon taking an action $a$ from an (observable) state $s$, the agent receives a (possibly random) reward $r$ and transitions to the next state $s^{\prime}$. Over time, this procedure generates a sequence $\left\{s_{t}, a_{t}, r_{t}\right\}_{t \geq 0}$. A policy $\pi$ specifies which actions should be taken at any state. We write a deterministic policy as $a=\pi(s)$, which is a map from states to actions, and a stochastic policy as $a \sim \pi(\cdot \mid s)$, which defines a distribution over actions in each state. We consider the discounted infinite horizon setting, where a policy is ran for an infinite horizon and future rewards are discounted by a factor of $\gamma \in[0,1)$ per time step. Any policy $\pi$ induces a discounted occupancy or visitation distribution $d^{\pi}(s, a)$, which roughly characterizes the probability (density) ( $s, a$ ) is occupied by $\pi$. We refer the reader to Section 3.1.1 for more formal definitions.

The RL objective (also called the return) is to find a policy that maximizes the expected cumulative discounted reward specified below:

$$
\begin{equation*}
J(\pi):=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r_{t} \mid \pi\right]=\frac{1}{1-\gamma} \mathbb{E}_{s, a \sim d^{\pi(\cdot,)}}[r(s, a)] \tag{1.5}
\end{equation*}
$$

In the equation above, the second inequality gives an equivalent characterization of the RL objective - the reward averaged over the policy occupancy distribution and multiplied by the total amount of time spent in the environment, i.e. the effective horizon $1 /(1-\gamma)$. We denote the optimal policy by $\pi^{\star} \in \arg \max J(\pi)$. Given any target policy ${ }^{2} \pi$, the expected sub-optimality of a learned policy $\hat{\pi}$ with respect to (or competing with) $\pi$ is

$$
\begin{equation*}
\mathbb{E}[J(\pi)-J(\hat{\pi})], \tag{1.6}
\end{equation*}
$$

where the expectation is taken with respect to all the randomness, namely in the data generation procedure or the algorithm.

In what follows, we describe challenges faced by RL in two learning modes of sequential decision-making: learning from a fixed dataset of prior interactions and learning while interacting with the environment.

### 1.2.1 Decision-making from a dataset

In this section, we study RL in the offline or batch setting, where the agent's goal is to achieve competence in a task using only a previously-collected dataset of interactions without further access to the environment. We denote this dataset by $\mathcal{D}=\left\{\left(s, a, r, s^{\prime}\right)\right\}$ which consists of $N$ tuples of state, action, reward, and next state. As discussed earlier, RL in the current stage has a high data demand and thus, offline RL plays a critical role for exploiting previouslycollected data. Furthermore, offline RL avoids interactive exploration which can be costly, dangerous, or even impossible in many real applications (Levine et al., 2020).

One the main challenges in learning from offline data is handling different types of datasets. There are two main categories of methods that are applied based on the composition of the offline dataset. The first one is imitation learning or behavioral cloning, which is suitable for data collected by an expert and is a supervised learning method. In theory, imitation learning achieves a sub-optimality that decays according to $1 / N$, with $N$ being the number of samples, and in practice, it is observed to succeed with relatively few samples (Vinyals et al., 2019; Salimans and Chen, 2018). The second category is vanilla offline RL which requires the dataset to cover states and actions uniformly, both from theoretical and practical standpoints. In practice, generic offline RL algorithms are observed to perform poorly for narrower datasets, such as the ones that include human demonstrations or are collected by handcrafted policies (Levine et al., 2020).

Yet, real datasets often deviate from the two extremes of expert-only and uniform coverage and the exact composition of the dataset can be unknown apriori. To bridge this gap, we present a new offline RL framework that smoothly interpolates between the two extremes of data composition, hence unifying imitation learning and vanilla offline RL. The new framework is centered around a weak version of the concentrability coefficient that measures the deviation of the behavior policy to the expert policy alone. Specifically, denoting by $\mu$ the

[^1]distribution over state-action pairs in the data, we define the single policy concentrability coefficient $C^{\pi}$ for policy $\pi$ as
\[

$$
\begin{equation*}
\max _{s, a} \frac{d^{\pi}(s, a)}{\mu(s, a)} \leq C^{\pi} . \tag{1.7}
\end{equation*}
$$

\]

For an expert policy $\pi, C^{\pi}=1$ denotes an expert-only dataset whereas $C^{\pi}>1$ indicates that the dataset includes spurious samples. For an optimal policy $\pi^{\star}$, finite $C^{\star}:=C^{\pi^{\star}}$ is the weakest concentrability requirement, that has only appeared in characterizing the sample complexity of online RL algorithms (Scherrer, 2010). Prior to this, offline RL algorithms required "uniform" coverage such as by assuming a uniform concentrability coefficient $\max _{\pi} C^{\pi} \leq C$ (Chen and Jiang, 2019) or uniformly lower bounded data distribution (Sidford et al., 2018a; Agarwal et al., 2019a).

Under this new framework, we further investigate the question on algorithm design: can one develop an algorithm that achieves a minimax optimal rate and also adapts to unknown data composition? We make progress in answering this question by analyzing an offline learning algorithm based on pessimism in the face of uncertainty developed by constructing lower confidence bound (LCB) in the tabular setting. We study finite-sample properties of LCB as well as information-theoretic limits in multi-armed bandits (MAB), contextual bandits (CB), and Markov decision processes (MDPs), with an overview of results presented below.

Multi-armed bandits We start by studying offline learning in the MAB setting, in which we are provided with a dataset of arms and sampled random rewards $\left\{\left(a_{i}, r_{i}\right)\right\}$ and our goal is to find an arm $\hat{a}$ so as to minimize the suboptimality.

A natural option would be to compute the empirical average reward $\hat{r}(a)$ for each arm and then choose the arm with the maximum average reward: $\hat{a} \in \arg \max _{a} \hat{r}(a)$. Intuitively, however, the empirical average reward can be inaccurate for the arms with a small number of samples, which may result in suboptimal arms getting picked despite having a smaller true mean reward. We confirm this intuition by proving the following theorem.

Theorem 1.3 (Best empirical arm fails, Informal). There exist bandit problems where the best empirical arm fails to achieve a sub-optimality that decays with sample size $N$.

Building on our intuition, we can take a different approach and instead be pessimistic about the rewards of the arms with fewer samples in the dataset. We apply pessimism by penalizing the empirical reward according to the confidence bound, i.e. constructing a lower confidence bound (LCB), and then choose the arm that maximizes the LCB. We pick the following specific LCB construction which is based on Hoeffding's inequality:

$$
\begin{equation*}
\hat{a} \in \arg \max \hat{r}(a)-\frac{L}{\sqrt{N(a) \vee 1}}, \tag{1.8}
\end{equation*}
$$

where $L$ is a constant affecting the degree of penalty. We show that, unlike the best empirical arm, the LCB approach of (1.8) is convergent for all data compositions.
dataset composition


Figure 1.2: Left (expert data): Penalty in LCB eliminates sub-optimal arms with no samples and thus LCB acts similar to imitation learning. Right (uniform coverage data): Best empirical arm and LCB differ by a constant, therefore LCB acts similar to vanilla offline bandits. Middle (mixed data): LCB works well in the middle region while imitation learning and best empirical arm can fail.

Theorem 1.4 (LCB in MAB converges for any data composition, Informal). For all $C^{\star} \geq 1$, the suboptimality of the $L C B$ algorithm is $\widetilde{O}\left(\sqrt{\frac{C^{\star}}{N}}\right)$.

Figure 1.2 provides further intuition on how the LCB approach works across the dataset composition. We further analyze the information theoretic limits of offline learning in MAB, with an schematic representation of the results provided in Figure 1.3. In summary, we find that while the LCB algorithm works well across the data composition, it cannot achieve the information theoretic limit in the MAB setting, regardless of how one sets the parameter $L$.

Contextual bandits. Contextual bandits (CB) comprise of $S$ separate MAB problems with an offline dataset of the form $\left\{\left(s_{i}, a_{i}, r_{i}\right)\right\}$. To extend the LCB algorithm to the CB setting, we simply select the arm with maximum LCB in each state (context):

$$
\begin{equation*}
\hat{\pi}(a)=\arg \max \hat{r}(s, a)-\frac{L}{\sqrt{N(s, a) \vee 1}} . \tag{1.9}
\end{equation*}
$$

We analyze the LCB performance upper bound and the information-theoretic limit of offline learning in CB and prove the following theorem.

Theorem 1.5 (LCB is adaptively optimal in CB, Informal). For all $C^{\star} \geq 1$ and provided that $S>1$, the suboptimality of the $L C B$ algorithm for contextual bandits is $\widetilde{O}\left(\sqrt{\frac{S\left(C^{*}-1\right)}{N}}+\frac{S}{N}\right)$, which matches the information-theoretic lower bound up to logarithmic factors.


Figure 1.3: Summary of offline learning results in the MAB setting. While LCB achieves a decaying rate for all $C^{\star}$, the rate matches the information-theoretic lower bound for $C^{\star} \geq 2$. The case of $C^{\star} \in[1,2)$ corresponds to $\mu\left(a^{\star}\right)>1 / 2$, i.e. the optimal arm has more than $50 \%$ probability in data distribution. If such knowledge is provided, one can choose the most played arm, which nearly achieves the information-theoretic limit with the rate $\exp (-N)$. This is in contrast to the LCB that has a performance lower bound that is only polynomial in $N$.

The above theorem shows that going beyond the single state case of MAB, the LCB algorithm becomes adaptively optimal. This is due to the fact that the information-theoretic lower bound of offline learning in CB no longer has an exponential convergence rate in the sample size. Figure 1.4 gives a schematic representation of this result. In addition, the LCB performance rate in Theorem 1.6 reveals that as $C^{\star}$ increases from 1, the sub-optimality rate smoothly transitions from $1 / N$, akin to rates in imitation learning, to $1 / \sqrt{N}$, akin to rates in vanilla offline RL.


Figure 1.4: Summary of offline learning results in the CB setting. The LCB algorithm achieves adaptive optimal rates (up to logarithmic factors) in CB with at least two contexts.

Infinite-horizon MDPs. For the MDP setting, we incorporate LCB with the vanilla value iteration algorithm (Sutton and Barto, 2018). Let $V: \mathcal{S} \rightarrow V_{\max }$ and $Q: \mathcal{S} \times \mathcal{A} \rightarrow V_{\max }$ define scalar functions, called value function and Q-function, respectively, with $V_{\max }:=1 /(1-\gamma)$ denoting the effective horizon. The vanilla value iteration algorithm repeats the following update until convergence:

$$
\begin{aligned}
Q(s, a) & \leftarrow r(s, a)+\gamma \mathbb{E}_{s^{\prime} \sim P(\cdot \mid s, a)}\left[V\left(s^{\prime}\right)\right] \\
V(s) & \leftarrow \max _{a} Q(s, a)
\end{aligned}
$$

The induced greedy policy from the Q-function, i.e. $\pi(s)=\arg \max _{a} Q(s, a)$ is then returned by the algorithm. We modify the above update by first swapping the unknown rewards and expectation over next states with their empirical counterparts and and then subtracting a penalty from the Q -function to account for the statistical fluctuations of the empirical estimate:

$$
\begin{aligned}
Q(s, a) & \leftarrow \hat{r}(s, a)+\gamma \hat{\mathbb{E}}_{s^{\prime} \sim P(\cdot \mid s, a)}\left[V\left(s^{\prime}\right)\right]-\frac{L V_{\max }}{\sqrt{m(s, a) \vee 1}}, \\
V(s) & \leftarrow \max _{a} Q(s, a) .
\end{aligned}
$$

Here, $m(s, a)$ is the number of samples on state-action pair $(s, a)$. We also add two more tricks to the algorithm, namely data splitting and monotonic update, which gives the full value iteration with lower confidence bound (VI-LCB). Similar to the offline bandits, we analyze both the LCB upper bound and information-theoretic lower bounds in the offline RL setting as stated below.

Theorem 1.6 (VI-LCB is almost adaptively optimal, Informal). For all $C^{\star} \geq 1$ the suboptimality of any offline RL algorithm is

$$
\gtrsim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}+\frac{S}{(1-\gamma) N}\right),
$$

and VI-LCB nearly achieves the above rate.
Figure 1.5 summarizes our findings for the offline RL setting. As the figure shows, VILCB algorithm achieves adaptive optimal rates for $C^{\star} \approx 1$ and $C^{\star}=1+\Omega(1)$. We have a gap in the middling region between the LCB upper bound and information-theoretic lower bound. However, we conjecture that this gap is due to our upper bound analysis and the VI-LCB algorithm enjoys adaptive optimality. We verify the conjecture in a simple example and discuss challenges faced in the analysis and potential methods to address the difficulty.

Figure 1.6 provides intuition on the type of analysis required for showing the fast rates and adaptive optimality of LCB. Consider the offline learning problem in the MAB setting with the true rewards plotted in blue in Figure 1.6. If one ensures that the empirical rewards closely estimate the true rewards, then the algorithm is likely to return the optimal arm, as


Figure 1.5: Summary of offline learning results in the MDP setting. The VI-LCB algorithm nearly achieves adaptive optimal rates.
is the case in Figure 1.6(a). However, this requirement is rather stringent and our analysis reveals that this requirement yields the slow rate of $1 / \sqrt{N}$. It is possible for the pessimistic reward estimates to not be accurate but be accurate enough so that the algorithm picks the optimal arm. An example of this case is shown in Figure 1.6(b), which is the basis of our analysis in the CB setting for establishing the adaptive optimality of LCB (Section 3.8). Lastly, the case where the algorithm returns a slightly sub-optimal arm within the error tolerance is also acceptable. Accounting for this case yields an even tighter rate, which is the basis of the analysis of the example in which we verify the conjecture (Section 3.10.6).

(a) Reward (value) guarantee

(b) Policy guarantee

(c) Negligible sub-optimality guarantee

Figure 1.6: LCB analysis techniques. A reward or values guarantee can give the slow rate of $1 / \sqrt{N}$ whereas a policy-based guarantee can give rates faster than $1 / \sqrt{N}$.

### 1.2.2 Decision-making during interactions

The interactive mode, often called online RL, is considered the classical setting in reinforcement learning, where the agent aims at learning a policy with maximum cumulative reward
while interacting with the environment. During interactions, the agents needs to balance between exploring the environment further (to discover strategies with higher reward) and exploiting its current knowledge of the environment. ${ }^{3}$ Effective exploration remains challenging, particularly in high dimensional environments that provide little feedback. In such cases, successful exploration methods often rely on manually designing dense rewards which are reliant on the problem-specific domain knowledge (Brockman et al., 2016).

A common strategy to conduct exploration is based on intrinsic motivation. Literature provide justifications for using intrinsic motivation from different angles, often related to novelty seeking. One angle is inspired by an analogy with neuroscience studies (Chentanez et al., 2004) showing that dopamine, a neuromodulator related to reward learning, plays a key role for intrinsic motivational behavior control associated with novelty and exploration (Dayan and Balleine, 2002; Kakade and Dayan, 2002). Another angle is the optimism in the face of uncertainty which is based on by statistical learning (Yang et al., 2020b; Azar et al., 2017). Other angles include curiosity (Pathak et al., 2017), gaining information (Russo and Van Roy, 2014; Nikolov et al., 2018), and empowerment (Klyubin et al., 2005a,b).

Intrinsic motivation is often done by adding an intrinsic reward (bonus) is added to the extrinsic reward from the environment to guide exploration. Provable methods of this category are usually based on constructing upper confidence bounds via concentration inequalities such as Hoeffding or Bernstein inequalities. However, it remains unclear how to construct confidence bounds for nonlinear function approximators such as neural network. Furthermore, Bernstein-based bonus achieves near-optimal performance in tabular setting by exploiting value function variance information and problem structure (Zanette and Brunskill, 2019) but, computing variance of the value function is difficult for nonlinear function. Exploration methods that can be combined with nonlinear function approximation such as random network distillation (Burda et al., 2018b), pseudo-counts (Bellemare et al., 2016), and curiosity (Pathak et al., 2017) are still sample inefficient and can suffer from issues such as "noisy TV", in which the agent is distracted by aleatoric uncertainty, forgetting, or getting stuck in locally optimal policies (Agarwal et al., 2020a).

Adaptive regularization to guide exploration. In the work (Zhang et al., 2021b), we pose the exploration and exploitation dilemma by adding an adaptive regularizer to the standard RL objective to guide exploration. In particular, viewing that the second objective in (1.5) as a function of $d^{\pi}$, we define the new regularized objective as

$$
\begin{equation*}
\max _{d^{\pi} \in \mathcal{K}} L_{k}\left(d^{\pi}\right)=\max _{d^{\pi} \in \mathcal{K}} \underbrace{\frac{1}{1-\gamma} \mathbb{E}_{s, a \sim d^{\pi}}[r(s, a)]}_{\text {exploitation }}+\tau_{k} \underbrace{R\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)}_{\text {exploration }} . \tag{1.10}
\end{equation*}
$$

[^2]Here, $d^{\pi}$ is the occupancy of the current policy, belonging to a set $\mathcal{K}$ of all valid policy occupancies in the environment, and $d^{\pi_{1}}, \ldots, d^{\pi_{k}}$ are occupancies are previous policies. The above framework admits many popular exploration methods such as the ones that depend on prior visitation counts (Bellemare et al., 2016; Zhang et al., 2020d) or intrinsic rewards that originate from entropy-based exploration (Zhang et al., 2021a).

We next propose a particular regularizer to conduct exploration. Define policy cover $\rho_{\text {cov }}^{k}(s, a)$ to be an average of previous policy occupancies, capturing the already explored regions. Then, we design our regularizer to maximize deviation (MADE) from policy cover:

$$
\begin{equation*}
\underbrace{R\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)}_{\text {exploration }}:=\sum_{s, a} \sqrt{\frac{d^{\pi}(s, a)}{\rho_{\mathrm{cov}}^{k}(s, a)}} \tag{1.11}
\end{equation*}
$$

The specific regularizer above has several favorable properties: (1) it is concave in $d^{\pi}$, (2) its optimum has the form $d^{\pi}(s, a)=\frac{1}{\rho_{\operatorname{Cov}}^{k}(s, a)}$, thus the next policy occupies the less explored regions, and (3) applying the Frank Wolfe algorithm to solve the constrained optimization problem (1.11) implies the following intrinsic reward:

$$
\begin{equation*}
\frac{\tau_{k}}{\sqrt{d^{\pi_{\mathrm{mix}}, k}(s, a) \rho_{\mathrm{cov}}^{k}(s, a)}}, \tag{1.12}
\end{equation*}
$$

where $d^{\pi_{\text {mix }}, k}$ is roughly an average of prior policy occupancies with geometrically distributed weights and $\rho_{\text {cov }}^{k}(s, a)$ is prior policy occupancy average. For a practical implementation, we substitute $d^{\pi_{\text {mix }}, k}$ and $\rho_{\text {cov }}^{k}(s, a)$ with their empirical estimates.

Taking a closer look in the special case of tabular parameterization, we have $\hat{\rho}_{\text {cov }}^{k}(s, a)$ proportional to the prior visitation count $N_{k}(s, a)$. Thus, the the intrinsic reward (1.12) applies a simple modification to the count-based methods:

$$
\begin{equation*}
\propto \underbrace{\frac{1}{\sqrt{d^{\pi_{\text {mix }}, k}(s, a)}}}_{\text {correction term }} \underbrace{\frac{\tau_{k}}{\sqrt{N_{k}(s, a)}}}_{\text {count-based bonus }} \tag{1.13}
\end{equation*}
$$

To combine the intrinsic reward (1.12) with deep neural network parameterization, one can use any method used for approximating the count-based bonus such as RND (Burda et al., 2018b) and multiply it by the correction term. In our experiments, we approximate $d^{\pi_{\text {mix }}, k}$ using a variational autoencoder trained over a fixed-length dataset of prior interactions, often referred to as the replay buffer (Zhang and Sutton, 2017; Lillicrap et al., 2015; Andrychowicz et al., 2017).

Empirical findings. We conduct experiments both in tabular setting and online RL benchmark tasks to evaluate the performance of the MADE exploration method. A summary of our findings is presented below.

- MADE exploration improves over count-only exploration (Hoeffding bonus) in tabular setting, acting similar to the information-theoretically optimal Bernstein bonus without requiring value function variance estimation. We observe this performance regardless of the type of RL algorithm combined with MADE exploration.
- The regularization in MADE objective seems to offer improvements on optimization landscape, increasing the rate of convergence to the optimum. We observe this phenomenon in the tabular chain MDP of Agarwal et al. (2019b), where the optimization rate of policy gradient method is improved exponentially over the vanilla version without regularization.
- Implemented with deep neural networks, MADE exploration method beats state-of-theart methods by a large margin in a variety of locomotion and navigation benchmark tasks, both when paired with model-free or model-based RL algorithms.


## Chapter 2

## Learning to Predict under Long-term Dependencies

In this chapter, we take a look at the prediction problem in a popular sequential environment called linear dynamical systems (LDS). Predictive models based on LDS have been successfully used in a wide range of applications with a history of more than half a century. Example applications in AI-related areas range from control systems and robotics (Durrant-Whyte and Bailey, 2006) to natural language processing (Belanger and Kakade, 2015), healthcare (Parker et al., 1999), and computer vision (Chen, 2011; Coskun et al., 2017). Other applications are found throughout the physical, biological, and social sciences in areas such as econometrics, ecology, and climate science.

Recall that the evolution of a discrete-time LDS is described by the following state-space model with $t \geq 1$ :

$$
\begin{aligned}
h_{t+1} & =A h_{t}+B x_{t}+\eta_{t}, \\
y_{t} & =C h_{t}+D x_{t}+\zeta_{t},
\end{aligned}
$$

where $h_{t}$ are the latent states, $x_{t}$ are the inputs, $y_{t}$ are the observations, and $\eta_{t}$ and $\zeta_{t}$ are process and measurement noise, respectively.

When the system parameters are known, the optimal linear predictor is the Kalman filter. When they are unknown, a common approach for prediction is to first estimate the parameters of a Kalman filter and then use them to predict system evolution. Direct parameter estimation usually involves solving a non-convex optimization problem, such as in the expectation maximization (EM) algorithm, whose theoretical guarantees may be difficult (Yu et al., 2018). Several recent works have studied finite-sample theoretical properties of LDS identification. For fully observed LDS, it has been shown that system identification is possible without a strict stability $(\rho(A)<1)$ assumption, where $\rho(A)$ is the spectral radius of A (Simchowitz et al., 2018; Sarkar and Rakhlin, 2018; Faradonbeh et al., 2018). For partially observed LDS, methods such as gradient descent (Hardt et al., 2018) and subspace identification (Tsiamis and Pappas, 2019) are developed, whose performances degrade polynomially when $\rho(A)$ is close to one.

We focus on constructing predictors of an LDS without identifying the parameters. In the case of a stochastic LDS, the recent work of Tsiamis and Pappas (2020) is most related to our question. Their method performs linear regression over a fixed-length lookback window to predict the next observation $y_{t}$ given its causal history. Without using a mixing-time argument, Tsiamis and Pappas (2020) showed logarithmic regret with respect to the Kalman filter in hindsight even when the system is marginally stable $(\rho(A) \leq 1)$. However, the prediction performance deteriorates if the true Kalman filter exhibits long-term forecast memory.

To illustrate the notion of forecast memory, we recall the recursive form of the (stationary) Kalman filter for $1 \leq t \leq T$, where $T$ is the final horizon (Kailath et al., 2000, chap. 9):

$$
\begin{align*}
\hat{h}_{t+1 \mid t} & =A \hat{h}_{t \mid t-1}+B x_{t}+K\left(y_{t}-C \hat{h}_{t \mid t-1}-D x_{t}\right)  \tag{2.1}\\
& =(A-K C) \hat{h}_{t \mid t-1}+K y_{t}+(B-K D) x_{t}, \tag{2.2}
\end{align*}
$$

where $\hat{h}_{t \mid t-1}$ denotes the optimal linear predictor of $h_{t}$ given all the observations $y_{1}, y_{2}, \ldots, y_{t-1}$ and inputs $x_{1}, x_{2}, \ldots, x_{t-1}$. The matrix $K$ is called the (predictive) Kalman gain. ${ }^{1}$ The Kalman predictor of $y_{t}$ given $y_{1}, y_{2}, \ldots, y_{t-1}$ and $x_{1}, x_{2}, \ldots, x_{t}$, denoted by $\hat{y}_{t \mid t-1}$, is $C \hat{h}_{t \mid t-1}+$ $D x_{t}$. Assume that $\hat{h}_{1 \mid 0}=0$. By expanding Equation (2.2), we obtain

$$
\begin{equation*}
m_{t} \triangleq \hat{y}_{t \mid t-1}=\sum_{i=1}^{t-1} C G^{t-i-1} K y_{i}+\sum_{i=1}^{t-1} C G^{t-i-1}(B-K D) x_{i}+D x_{t} \tag{2.3}
\end{equation*}
$$

where $G=A-K C$. In an LDS, the transition matrix $A$ controls how fast the process mixes - i.e., how fast the marginal distribution of $y_{t}$ becomes independent of $y_{1}$. However, it is $G$ that controls how long the forecast memory is. Indeed, it was shown in Kailath et al. (2000, chap. 14) that if the spectral radius $\rho(G)$ is close to one, then the performance of a linear predictor that uses only $y_{t-k}$ to $y_{t-1}$ for fixed $k$ in predicting $y_{t}$ would be substantially worse than that of a predictor that uses all information $y_{1}$ up to $y_{t-1}$ as $t \rightarrow \infty$. Conceivably, the sample size required by the algorithm of Tsiamis and Pappas (2020) explodes to infinity as $\rho(G) \rightarrow 1$, since the predictor uses a fixed-length lookback window to conduct linear regression.

The primary reason to focus on long-term forecast memory is the ubiquity of long-term dependence in real applications, where it is often the case that not all state variables change according to a similar timescale ${ }^{2}$ (Chatterjee and Russell, 2010). For example, in a temporal model of the cardiovascular system, arterial elasticity changes on a timescale of years, while the contraction state of the heart muscles changes on a timescale of milliseconds.

[^3]Designing provably computationally and statistically efficient algorithms in the presence of long-term forecast memory is challenging, and in some cases, impossible. A related problem studied in the literature is the prediction of auto-regressive model with order infinity: $\operatorname{AR}(\infty)$. Without imposing structural assumptions on the coefficients of an $\operatorname{AR}(\infty)$ model, there is no hope to guarantee vanishing prediction error. One common approach to obtain a smaller representation is to make an exponential forgetting assumption to justify finitememory truncation. This approach has been used in approximating $\operatorname{AR}(\infty)$ with decaying coefficients (Goldenshluger and Zeevi, 2001), LDS identification (Hardt et al., 2018), and designing predictive models for LDS (Tsiamis and Pappas, 2020; Kozdoba et al., 2019). Inevitably, the performance of these methods degrade by either losing long-term dependence information or requiring very large sample complexity as $\rho(G)$ (and sometimes, $\rho(A)$ ) gets closer to one.

However, the Kalman predictor in (2.3) does seem to have a structure and in particular, the coefficients are geometric in $G$, which gives us hope to exploit it. Our main contributions are the following:

1. Generalized Kolmogorov width and spectral methods: We analyze the generalized Kolmogorov width, defined in Section 2.4.1, of the Kalman filter coefficient set. In Theorem 2.2, we show that when the matrix $G$ is diagonalizable with real eigenvalues, the Kalman filter coefficients can be approximated by a linear combination of polylog ( $T$ ) fixed known filters with $1 /$ poly $(T)$ error. It then motivates the algorithm design of linear regression based on the transformed features, where we first transform the observations $y_{1: t}$ and inputs $x_{1: t}$ for $1 \leq t \leq T$ via these fixed filters. In some sense, we use the transformed features to achieve a good bias-variance trade-off: the small number of features guarantees small variance and the generalized Kolmogorov width bound guarantees small bias. We show that the fixed known filters can be computed efficiently via spectral methods. Hence, we choose spectral LDS improper predictor (SLIP) as the name for our algorithm.
2. Difficulty of going beyond real eigenvalues: We show in Theorem 2.2 that if the dimension of matrix $G$ in (2.3) is at least 2, then without assuming real eigenvalues one has to use at least $\Omega(T)$ filters to approximate an arbitrary Kalman filter. In other words, the Kalman filter coefficient set is very difficult to approximate via linear subspaces in general. This suggests some inherent difficulty of constructing provable algorithms for prediction in an arbitrary LDS.
3. Logarithmic regret uniformly for $\boldsymbol{\rho}(\boldsymbol{G}) \leq \mathbf{1}, \boldsymbol{\rho}(\boldsymbol{A}) \leq \mathbf{1}$ : When $\rho(A)$ or $\rho(G)$ is equal to one the process does not mix and common assumptions regarding boundedness, concentration, or stationarity do not hold. Recently, Mendelson (2014) showed that such assumptions are not required and learning is possible under a milder assumption referred to as the small-ball condition. In Theorem 2.1, we leverage this idea as well as results on selfnormalizing martingales and show a logarithmic regret bound for our algorithm uniformly for $\rho(G) \leq 1$ and $\rho(A) \leq 1$. A roadmap to our regret analysis method is provided in Section 2.5.
4. Experimental results: We demonstrate in simulations that our algorithm performs better than the state-of-the-art in LDS prediction algorithms. In Section 2.6, we compare the
performance of our algorithm to wave filtering (Hazan et al., 2017) and truncated filtering (Tsiamis and Pappas, 2020).

### 2.1 Related work

Adaptive filtering algorithms are classical methods for predicting observations without the intermediate step of system identification (Ljung, 1978; Fuller and Hasza, 1980, 1981; Wei, 1987; Lai and Ying, 1991; Lorentz et al., 1996). However, finite-sample performance and regret analysis with respect to optimal filters are typically not studied in the classical literature. From a machine learning perspective, finite-sample guarantees are critical for comparing the accuracy and sample efficiency of different algorithms. In designing algorithms and analyses for learning from sequential data, it is common to use mixing-time arguments (Yu, 1994). These arguments justify finite-memory truncation (Hardt et al., 2018; Goldenshluger and Zeevi, 2001) and support generalization bounds analogous to those in i.i.d. data (Mohri and Rostamizadeh, 2009; Kuznetsov and Mohri, 2017). An obvious drawback of mixing-time arguments is that the error bounds degrade with increasing mixing time. Several recent works established that identification is possible for systems that do not mix (Simchowitz et al., 2018; Faradonbeh et al., 2018; Simchowitz et al., 2019). For the problem of the linear quadratic regulator, where the state is fully observed, several results provided finite-sample regret bounds (Faradonbeh et al., 2017; Ouyang et al., 2017; Dean et al., 2018; Abeille and Lazaric, 2018; Mania et al., 2019; Simchowitz and Foster, 2020).

For prediction without LDS identification, Hazan et al. (2017, 2018) have proposed algorithms for the case of bounded adversarial noise. Similar to our work, they use spectral methods for deriving features. However, the spectral method is applied on a different set and connections with $k$-width and difficulty of approximation for the non-diagonalizable case are not studied. Moreover, the regret bounds are computed with respect to a certain fixed family of filters and competing with the Kalman filter is left as an open problem. Indeed, the predictor for general LDS proposed by Hazan et al. (2018) without the real eigenvalue assumption only uses a fixed lookback window. Furthermore, the feature norms are of order poly $(T)$ in our formulation, which makes a naive application of online convex optimization theorems (Hazan, 2019) fail to achieve a sublinear regret.

We focus on a more challenging problem of learning to predict in the presence of unbounded stochastic noise and long-term memory, where the observation norm grows over time. The most related to our work are the recent works of Tsiamis and Pappas (2020) and Ghai et al. (2020), where the performance of an algorithm based on a finite lookback window is shown to achieve logarithmic regret with respect to the Kalman filter. However, the performance of this algorithm degrades as the forecast memory increases. In fact, this algorithm can be viewed as a special case of our algorithm where the fixed filters are chosen to be standard basis vectors.

We investigate the possibility of conducting tight convex relaxation of the Kalman predictive model by defining a notion that generalizes Kolmogorov width. The Kolmogorov
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width is a notion from approximation theory that measures how well a set can be approximated by a low-dimensional linear subspace (Pinkus, 2012). Kolmogorov width has been used in a variety of problems such as minimax risk bounds for truncated series estimators (Donoho et al., 1990; Javanmard and Zhang, 2012), minimax rates for matrix estimation (Ma and Wu, 2015), density estimation (Hasminskii et al., 1990), hypothesis testing (Wei and Wainwright, 2020; Wei et al., 2020), and compressed sensing (Donoho, 2006). In Section 2.4, we present a generalization of Kolmogorov width, which facilitates measuring the convex relaxation approximation error.

### 2.2 Preliminaries and problem formulation

### 2.2.1 Problem statement

We consider the problem of predicting observations generated by the following linear dynamical system with inputs $x_{t} \in \mathbb{R}^{n}$, observations $y_{t} \in \mathbb{R}^{m}$, and latent states $h_{t} \in \mathbb{R}^{d}$ :

$$
\begin{align*}
h_{t+1} & =A h_{t}+B x_{t}+\eta_{t},  \tag{2.4}\\
y_{t} & =C h_{t}+D x_{t}+\zeta_{t},
\end{align*}
$$

where $A, B, C$, and $D$ are matrices of appropriate dimensions. The sequences $\eta_{t} \in \mathbb{R}^{d}$ (process noise) and $\zeta_{t} \in \mathbb{R}^{m}$ (measurement noise) are assumed to be zero-mean, i.i.d. random vectors with covariance matrices $Q$ and $R$, respectively. For presentation simplicity, we assume that $\eta_{t}$ and $\zeta_{t}$ are Gaussian; extension of our regret analysis to sub-Gaussian and hypercontractive noise is straightforward. We assume that the discrete Riccati equation of the Kalman filter for the state covariance has a solution $P$ and the initial state starts at this stationary covariance. This assumption ensures the existence of the stationary Kalman filter with stationary gain $K$; see Kailath et al. (2000) for details.

Define the observation matrix $\mathcal{O}_{t}$ and the control matrix $\mathcal{C}_{t}$ of a stationary Kalman filter as

$$
\begin{align*}
\mathcal{O}_{t} & =\left[\begin{array}{llll}
C G^{t-1} K & C G^{t-3} K & \ldots & C K
\end{array}\right] \\
\mathcal{C}_{t} & =\left[\begin{array}{llll}
C G^{t-1}(B-K D) & C G^{t-3}(B-K D) & \ldots & C(B-K D)
\end{array} .\right. \tag{2.5}
\end{align*}
$$

where $G=A-K C$ is called the closed-loop matrix. The Kalman predictor (2.3) can be written as

$$
\begin{equation*}
m_{t+1}=\mathcal{O}_{t} y_{1: t}+\mathcal{C}_{t} x_{1: t}+D x_{t+1} \tag{2.6}
\end{equation*}
$$

The prediction error $e_{t}=y_{t}-m_{t}$, also called the innovation, is zero-mean with a stationary covariance $V$. Our goal is to design an algorithm $\hat{m}_{t}\left(y_{1: t-1}, x_{1: t}\right)$ such that the following regret

$$
\begin{equation*}
\operatorname{Regret}(T) \triangleq \sum_{t=1}^{T}\left\|y_{t}-\hat{m}_{t}\right\|_{2}^{2}-\left\|y_{t}-m_{t}\right\|_{2}^{2} \tag{2.7}
\end{equation*}
$$

is bounded by polylog( $T$ ) with high probability.

### 2.2.2 Improper learning

Most existing algorithms for LDS prediction include a preliminary system identification step, in which system parameters are first estimated from data, followed by the Kalman filter. However, the loss function (such as squared loss) over system parameters is non-convex, for which methods based on heuristics such as EM and subspace identification are commonly used. Instead, we aspire to an algorithm that optimizes a convex loss function for which theoretical guarantees of convergence and sample complexity analysis are possible. This motivates developing an algorithm based on improper learning.

Instead of directly learning the model parameters in a hypothesis class $\mathcal{H}$, improper learning methods reparameterize and learn over a different class $\widetilde{\mathcal{H}}$. For example in system (2.4), proper learning hypothesis class $\mathcal{H}$ contains possible values for parameters $A, B, C, D, Q$ and $R$. Improper learning is used for statistical or computational considerations when the original hypothesis class is difficult to learn. The class $\widetilde{\mathcal{H}}$ is often a relaxation: it is chosen in a way that is easier to optimize and more computationally efficient while being close to the original hypothesis class. Improper learning has been used to circumvent the proper learning lower bounds (Foster et al., 2018).

In this paper, we use improper learning to conduct a tight convex relaxation, i.e. we slightly overparameterize the LDS predictive model in such a way that the resulting loss function is convex. Designing an overparameterized improper learning class requires care as using a small number of parameters may result in a large bias whereas using too many parameters may result in high variance. Section 2.4.3 presents our overparameterization approach based on spectral methods that enjoys a small approximation error with relatively few parameters.

### 2.2.3 Additional Notation

We define $M=\left(R_{\Theta}, m, \gamma, \kappa, \beta, \gamma, \delta\right)$ to be a shorthand for the PAC bound parameters (defined in Theorem 2.1). Given a function $f: \mathbb{N} \rightarrow R$, we write $x \lesssim_{M} f(T), x \asymp_{M} f(T)$ to specify the dependency only on the horizon $T$.

### 2.2.4 Systems with long forecast memory

As discussed before, system (2.4) exhibits long forecast memory when $\rho(G)$ is close to one. The closed-loop matrix $G$ itself is related to parameters $A, C, Q$, and $R$. In the following example, we discuss when long forecast memory is instantiated in a scalar dynamical system.

Example 1. Consider system (2.4) with $d=m=1$. The following holds for a stationary Kalman filter

$$
K C=\frac{A C^{2} P^{+}}{C^{2} P^{+}+R} \Rightarrow 0 \leq K C \leq A \quad \text { for } d=m=1
$$

where $P^{+}$is the variance of state predictions $\hat{h}_{t \mid t-1}$ (Kailath et al., 2000). The above constraint yields $G=A-K C \leq A$, which implies that the forecast memory can only be long in systems that mix slowly. We write

$$
G=A\left(1-\frac{C^{2} P^{+}}{C^{2} P^{+}+R}\right), \quad \text { for } d=m=1
$$

The above equation suggests if $R \gg C^{2} P^{+}$, then $G$ is close to $A$. In words, linear dynamical systems with small observed signal to noise ratio $C / \sqrt{R}$ have long forecast memory, provided that they mix slowly.

Another parameter that affects the forecast memory of a system is the process noise variance $Q$. When $Q$ is small and $A$ is close to one, latent state $h_{t}$ is almost constant. In this setting, the observations in the distant past are informative on $h_{t}$ and therefore should be considered when making predictions.

In multi-dimensional systems, the chance of encountering a system with long forecast memory is much higher as it suffices for only one variable or direction to exhibit long forecast memory. Systems represented in the discrete-time form of Equation (2.4) are often obtained by discretizing differential equations and continuous dynamical systems, for which choosing a small time step results in a better approximation. However, reducing the time step directly increases the forecast memory. These types of issues has motivated a large body of research on alternative methods such as continuous models (Nodelman et al., 2002) and adaptive time steps (Aleks et al., 2009). It is therefore desirable to have algorithms whose performance is not affected by the choice of time step, which is one of our goals in this paper.

### 2.3 SLIP: Spectral LDS improper predictor

In this section, we present the SLIP algorithm and the main regret theorem. The derivation of the algorithm and the sketch for regret analysis are respectively provided in Section 2.4 and Section 2.5.

Algorithm 1 presents a pseudocode for the SLIP algorithm. Our algorithm is based on an online regularized least squares and a linear predictor $\hat{m}_{t}=\hat{\Theta}^{(t)} f_{t}$, where $f_{t}$ is an $l$-dimensional vector of features and $\hat{\Theta}^{(t)} \in \mathbb{R}^{m \times l}$ is a parameter matrix. The features are constructed from past observations and inputs using eigenvectors of a particular $T \times T$ Hankel matrix with entries

$$
\begin{equation*}
H_{i j}=\frac{1+(-1)^{i+j}}{2(i+j-1)}, \quad 1 \leq i, j \leq T \tag{2.8}
\end{equation*}
$$

Let $\phi_{1}, \ldots, \phi_{k}$ for $k \leq T$ be the top $k$ eigenvectors of matrix $H$, to which we refer as spectral filters. At every time step, we obtain our feature vector by concatenating the current input $x_{t}$ to $k$ output features based on $y_{1: t-1}$ and $k$ input features based on $x_{1: t-1}$. More specifically, we have

$$
\begin{array}{ll}
\widetilde{y}_{t-1}(j) \triangleq\left(\phi_{j}^{\top}(t-1: 1) \otimes I_{m}\right) y_{1: t-1}=\phi_{j}(1) y_{t-1}+\cdots+\phi_{j}(t-1) y_{1} \quad \text { (output features), } \\
\widetilde{x}_{t-1}(j) \triangleq\left(\phi_{j}^{\top}(t-1: 1) \otimes I_{n}\right) x_{1: t-1}=\phi_{j}(1) x_{t-1}+\cdots+\phi_{j}(t-1) x_{1} \quad \text { (input features) } \tag{2.9}
\end{array}
$$

for $j \in\{1, \ldots, k\}$, resulting in a feature vector $f_{t}$ with dimension $l=m k+n k+n$. Upon receiving a new observation, the parameter matrix is updated by minimizing the regularized loss

$$
\sum_{i=1}^{t}\left\|\hat{\Theta} f_{t}-y_{t}\right\|^{2}+\alpha\|\hat{\Theta}\|_{2}^{2}
$$

for $\alpha>0$, which yields the following update rule

$$
\begin{equation*}
\hat{\Theta}^{(t+1)}=\left(\sum_{i=1}^{t} y_{i} f_{i}^{\top}\right)\left(\sum_{i=1}^{t} f_{i} f_{i}^{\top}+\alpha I_{l}\right)^{-1} \tag{2.10}
\end{equation*}
$$

## Algorithm 1 SLIP: Spectral LDS Improper Predictor

Inputs: Time horizon $T$, number of filters $k$, regularization parameter $\alpha$, input dimension $n$, observation dimension $m$.
Output: One-step-ahead predictions $\hat{m}_{t}\left(x_{1: t}, y_{1: t-1}\right)$.
Compute the top $k$ eigenvectors $\left\{\phi_{j}\right\}_{j=1}^{k}$ of matrix $H$ with elements

$$
H_{i j}=\frac{(-1)^{i+j}+1}{2(i+j-1)}, \quad 1 \leq i, j \leq T
$$

Set vectors $\psi_{i}=\left[\phi_{1}(i), \ldots, \phi_{k}(i)\right]^{\top}$ for $i \in\{1, \ldots, T\}$, where $\phi_{j}(i)$ is the $i$-th element of $\phi_{j}$.
Initialize $\hat{\Theta}^{(1)} \in \mathbb{R}^{m \times l}$ with $l=(n+m) k+n$.
for $t=1, \ldots, T$ do
Set $\Psi_{t-1}=\left[\psi_{t-1}, \ldots, \psi_{1}\right]$, where $\Psi_{0}=0_{k}$.
Set $x_{1: t-1}=\left[x_{1}^{\top}, \ldots, x_{t-1}^{\top}\right]^{\top}, y_{1: t-1}=\left[y_{1}^{\top}, \ldots, y_{t-1}^{\top}\right]^{\top}, x_{1: 0}=0_{n}, y_{1: 0} \triangleq 0_{m}$.
Compute $l$-dimensional feature vector $f_{t}$ :

$$
f_{t}=\left[\begin{array}{c}
\widetilde{y}_{t-1} \\
\widetilde{x}_{t-1} \\
x_{t}
\end{array}\right]=\left[\begin{array}{c}
\left(\Psi_{t-1} \otimes I_{m}\right) y_{1: t-1} \\
\left(\Psi_{t-1} \otimes I_{n}\right) x_{1: t-1} \\
x_{t}
\end{array}\right]
$$

Predict $\hat{m}_{t}=\hat{\Theta}^{(t)} f_{t}$.
Observe $y_{t}$ and update parameters $\hat{\Theta}^{(t+1)}=\left(\sum_{i=1}^{t} y_{i} f_{i}^{\top}\right)\left(\sum_{i=1}^{t} f_{i} f_{i}^{\top}+\alpha I_{l}\right)^{-1}$.
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Importantly, Algorithm 1 requires no knowledge of the system parameters, noise covariance, or state dimension and the predictive model is learned online only through sequences of inputs and observations. Note that the spectral filters are computed by conducting a single eigendecomposition and are fixed throughout the algorithm; matrix $\Psi_{t}$ merely selects certain elements of spectral filters used for constructing features. Computing eigenvectors when $T$ is large is possible by solving the corresponding second-order Sturm-Liouville equation, which allows using efficient ordinary differential equation solvers; see Hazan et al. (2017) for details.

The next theorem analyzes the regret achieved by the SLIP algorithm. A proof sketch of the theorem is provided in Section 2.5 and a complete proof is deferred to Section 2.8.8.

Theorem 2.1. (Regret of the SLIP algorithm) Consider system (2.4) without inputs with initial state covariance equal to the stationary covariance $P$. Let $m_{t}$ be the predictions made by the best linear predictor (Kalman filter) and $\hat{m}_{t}$ be the predictions made by Algorithm 1. Fix the failure probability $\delta>0$ and make the following assumptions:
(i) There exists a finite $R_{\Theta}$ that $\|C\|_{2},\|P\|_{2},\|Q\|_{2},\|R\|_{2},\|V\|_{2} \leq R_{\Theta}$ and $\left\|\mathcal{O}_{t}\right\|_{2} \leq R_{\Theta} t^{\beta}$ for a bounded constant $\beta \geq 0$. Let $\kappa$ be the maximum condition number of $R$ and $Q$.
(ii) The system is marginally stable with $\rho(A) \leq 1$ and $\left\|A^{t}\right\|_{2} \leq \gamma t^{\log (\gamma)}$ for a bounded constant $\gamma \geq 1$. Furthermore, the closed-loop matrix $G$ is diagonalizable with real eigenvalues.
(iii) The regularization parameter $\alpha$ and the number of filters $k$ satisfy the following

$$
k \asymp \log ^{2}(T) \operatorname{polylog}\left(m, \gamma, R_{\Theta}, \frac{1}{\delta}\right), \quad \alpha \asymp \frac{1}{R_{\Theta} k T^{\beta}} .
$$

(iv) There exists $s \lesssim_{R_{\Theta}, m, \gamma, \beta, \delta} t /(k \log k)$ and $t_{0}$ such that for all $t \geq t_{0}$

$$
\begin{equation*}
t \Omega_{s / 2}(A ; \psi)-\Omega_{t+1}(A ; \psi) \succeq 0 \tag{2.11}
\end{equation*}
$$

$\Omega_{t}(A ; \psi)$ is called the filter quadratic function of $\psi$ with respect to $A$ defined as

$$
\begin{aligned}
\Omega_{t}(A ; \psi) & =\left(\psi_{1}^{(d)}\right)\left(\psi_{1}^{(d)}\right)^{\top}+\left(\psi_{2}^{(d)}+\psi_{1}^{(d)} A\right)\left(\psi_{2}^{(d)}+\psi_{1}^{(d)} A\right)^{\top}+\ldots \\
& +\left(\psi_{t-1}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-2}\right)\left(\psi_{t-1}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-2}\right)^{\top}
\end{aligned}
$$

where $\psi_{i}^{(d)}=\left[\phi_{1}(i), \ldots, \phi_{k}(i)\right]^{\top} \otimes I_{d}$.
Then, for all $T \geq \max \left\{10, t_{0}\right\}$, the following holds with probability at least $1-\delta$,

$$
\operatorname{Regret}(T) \leq \operatorname{polylog}\left(T, \gamma, \frac{1}{\delta}\right) \kappa \operatorname{poly}\left(R_{\Theta}, \beta, m\right)
$$

Theorem 2.1 states that if $G$ is diagonalizable with real eigenvalues, provided that the number of filters $k \asymp_{M} \log ^{2}(T)$, the regret is polylog $(T)$ with high probability and the regret bound is independent of both transition matrix spectral radius $\rho(A)$ (related to mixing rate) and closed-loop matrix spectral radius $\rho(G)$ (related to forecast memory).

Remark 2.1. Note that for any matrix $A$, there exists a constant $\gamma \geq 1$ such that $\left\|A^{t}\right\|_{2} \leq$ $\gamma t^{\log (\gamma)}$ (Kozyakin, 2009). We justify our assumption on diagonalizable $G$ with real eigenvalues in the following section. The filter quadratic condition is easily verified for $s>2(k+1)$ and $t_{0} \gtrsim R_{\Theta, m, \gamma, \beta, \delta} k^{2} \log (k)$ for all $A$ with $\rho(A) \leq 1$ for the filters corresponding to truncated observations (a.k.a. basis vectors) such as in Tsiamis and Pappas (2020). When $A$ is symmetric, this condition can be further simplified to $t \Omega_{s / 2}(D ; \psi)-\Omega_{t+1}(D ; \psi) \succeq 0$ for all diagonal matrices $D$ with $\left|D_{i i}\right| \leq 1$.

### 2.4 Approximation error: Generalized Kolmogorov width

### 2.4.1 Width of a subset

The SLIP algorithm is based on approximating the Kalman predictive model. In this section, we start by introducing a generalization of Kolmogorov $k$-width of a subset, which is a criterion to assess the quality of a function approximation method. We then present our approximation technique which gives the SLIP algorithm.

Definition 2.1. (Generalized Kolmogorov $k$-width) Let $W$ be a subset in a normed linear space with norm $\|$.$\| whose elements are d \times n$ matrices. Given $d \times n$ matrices $u_{1}, \ldots, u_{k}$ for $k \geq 1$, let

$$
U\left(u_{1}, \ldots, u_{k}\right) \triangleq\left\{y \mid y=\sum_{i=1}^{k} a_{i} u_{i}, \forall a_{i} \in \mathbb{R}^{d \times d}\right\}
$$

be the subset constructed by linear combinations of $u_{1}, \ldots, u_{k}$ with coefficient matrices $a_{1}, \ldots, a_{k}$. For a fixed $k \geq 1$, denote by $\mathcal{U}_{k}$ the set of $U\left(u_{1}, \ldots, u_{k}\right)$ for all possible choices of $u_{1}, \ldots, u_{k}$ :

$$
\mathcal{U}_{k} \triangleq\left\{U\left(u_{1}, \ldots, u_{k}\right) \mid \forall u_{i} \in \mathbb{R}^{d \times n}\right\} .
$$

The generalized $k$-width of $W$ is defined as

$$
d_{k}(W) \triangleq \inf _{U \in \mathcal{U}_{k}} \sup _{x \in W} \operatorname{dist}(x ; U)=\inf _{U \in \mathcal{U}_{k}} \sup _{x \in W} \inf _{y \in U}\|x-y\|,
$$

where $\operatorname{dist}(x ; U)$ is the distance of $x$ to subset $U$ and the first infimum is taken over all subsets $U \in \mathcal{U}_{k}$.

Here, we are interested in approximating $W$ with the "best" subset in the set $\mathcal{U}_{k}$ : the subset that would minimize the worst case projection error of $x \in W$ among all subsets in $\mathcal{U}_{k}$. This minimal error is given by the generalized $k$-width of $W$. Figure 2.1 illustrates an example in which $W$ is an ellipsoid in $\mathbb{R}^{3}$ and we are interested in approximating it with a

2-dimensional plane $(k=2)$. In this example, $\mathcal{U}_{2}$ is the set of all planes and plane $U$ offers the smallest worst-case projection error $d_{2}(W)$ for approximating $W$.

Definition 2.1 generalizes the original Kolmogorov $k$-width definition in two ways. First, in our definition $W$ is allowed to be a subset of matrices whereas in the original Kolmgorov width, $W$ is a subset of vectors. This generalization is necessary as we wish to approximate the coefficient set of the Kalman predictive model whose elements $\mathcal{O}_{t}$ and $\mathcal{C}_{t}$ are matrices. Second, we allow the coefficients $a_{i}$ to be matrices, generalizing over the scalar coefficients used in the original definition of Kolmogorov width. When constructing a reparameterization, a linear predictive model yields a convex objective regardless of whether the coefficients are matrices or scalars. Allowing coefficients to be matrices as opposed to restricting them to be scalars gives flexibility to find a reparameterization with small approximation error, as demonstrated in Theorem 2.2.

### 2.4.2 From a small width to an efficient convex relaxation

Before stating our approximation technique, we briefly describe how a small generalized $k$ width allows for an efficient convex relaxation. The ideas presented in this section will be made more concrete in subsequent sections.

To understand the main idea, consider system (2.4) with no inputs whose predictive model can be written as $m_{t+1}=\mathcal{O}_{t} y_{1: t}$. Matrix $\mathcal{O}_{t}$ belongs to a subset in $\mathbb{R}^{m \times m t}$ restricted by the constraints on system parameters. A naive approach for a convex relaxation is learning $\mathcal{O}_{t}$ in the linear predictive model $\mathcal{O}_{t} y_{1: t}$ directly. However in this approach, the total number of parameters is $m^{2} t$, which hinders achieving sub-linear regret.

Now suppose that there exists $k \ll t$ for which the generalized $k$-width is small, i.e. there exist fixed known matrices $u_{1}, \ldots, u_{k} \in \mathbb{R}^{m \times m t}$ that approximate any $\mathcal{O}_{t}$ with a small error $\mathcal{O}_{t} \approx \sum_{i=1}^{k} a_{i} u_{i}$, where $a_{1}, \ldots, a_{k} \in \mathbb{R}^{m \times m}$ are coefficient matrices. The predictive model can be approximated by

$$
m_{t+1} \approx \sum_{i=1}^{k} a_{i} u_{i} y_{1: t}
$$

provided that norm of $y_{1: t}$ (compared to the approximation error of $\mathcal{O}_{t}$ ) is controlled with high probability. Since $u_{i}$ and $y_{1: t}$ are known, we only need to learn coefficients $a_{1}, \ldots, a_{k}$ resulting in a total of $m^{2} k$ parameters which is much smaller than the naive approach with $m^{2} t$ parameters.

### 2.4.3 Filter approximation

Consider the matrix

$$
\mu(G) \triangleq\left[I, G, G^{2}, \ldots, G^{T-1}\right]
$$
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Figure 2.1: Approximating $W$, a 3D ellipsoid, by a 2D plane $U\left(u_{1}, u_{2}\right)$ among $\mathcal{U}_{2}$, the set of all planes. In this example, $U$ has the smallest worst-case projection error that is equal to the 2-width of $W$ denoted by $d_{2}(W)$.
where $G \in \mathbb{R}^{d \times d}$ is a real square matrix with spectral radius $\rho(G) \leq 1$. We seek to approximate $\mu(G) \approx \widetilde{\mu}(G)=\sum_{i=1}^{k} a_{i} u_{i}$ by a linear combination of $k$ matrices $u_{1}, \ldots, u_{k} \in \mathbb{R}^{d \times T d}$ and coefficient matrices $\left\{a_{1}, \ldots, a_{k}\right\} \in \mathbb{R}^{d \times d}$. We evaluate the quality of approximation in operator 2-norm $\|\mu(G)-\widetilde{\mu}(G)\|_{2}$ by studying the generalized $k$-width of $\mu(G)$.

We demonstrate a sharp phase transition. Precisely, we show that when $G$ is diagonalizable with real eigenvalues, the width $d_{k}(W)$ decays exponentially fast with $k$, but for a general $G$ with $d \geq 2$ it decays only polynomially fast. In other words, when $d \geq 2$ the inherent structure of the set $W$ is not easily exploited by linear subspaces.

Theorem 2.2. (Kalman filter k-width) Let

$$
W \triangleq\left\{\mu(G)=\left[I, G, G^{2}, \ldots, G^{T-1}\right] \mid G \in \mathbb{R}^{d \times d}, \rho(G) \leq 1\right\}
$$

and endow the space of $W$ with the 2-norm. The following bounds hold on the generalized $k$-width of the set $W$.

1. If $d \geq 2$, then for $1 \leq k \leq T$,

$$
d_{k}(W) \geq \sqrt{T-k}
$$

2. Restrict $G$ to be diagonalizable with real eigenvalues. If $T \geq 10$, then for any $d \geq 1$

$$
d_{k}(W) \leq C_{0} d \sqrt{T}(\log T)^{1 / 4} c^{-k / \log T}
$$

where $c=\exp \left(\pi^{2} / 16\right)$ and $C_{0}=\sqrt{43}$. Moreover, there exists an efficient spectral method to compute a $k$-dimensional subspace that satisfies this upper bound.
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Proof. Here, we only provide a proof sketch; see Section 2.8.4 for a complete proof.
Let $\lambda_{1}, \ldots \lambda_{d} \in[-1,1]$ be the eigenvalues of $G$. Let $v_{i}$ be the right eigenvectors of $G$ and $w_{i}^{\top}$ be the left eigenvectors of $G$ and write

$$
\mu(G)=\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\left[1, \lambda_{i}, \ldots, \lambda_{i}^{T-1}\right] \otimes I_{d}\right)=\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\mu\left(\lambda_{i}\right) \otimes I_{d}\right)
$$

We approximate the row vector $\mu(\lambda)$ for any $\lambda \in[-1,1]$ using principal component analysis (PCA). The covariance matrix of $\mu(\lambda)$ with respect to a uniform measure is given by

$$
H=\int_{\lambda=-1}^{1} \frac{1}{2} \mu(\lambda)^{\top} \mu(\lambda) d \lambda \quad \Rightarrow \quad H_{i j}=\int_{-1}^{1} \frac{1}{2} \lambda^{i-1} \lambda^{j-1} d \lambda=\frac{(-1)^{i+j}+1}{2(i+j-1)}
$$

Let $\left\{\phi_{j}\right\}_{j=1}^{k}$ be the top $k$ eigenvectors of $H$. We approximate $\mu(\lambda)$ by $\widetilde{\mu}(\lambda)=$ $\sum_{j=1}^{k}\left\langle\mu^{\top}(\lambda), \phi_{j}\right\rangle \phi_{j}^{\top}$ and thus obtain

$$
\mu(G) \approx \widetilde{\mu}(G)=\sum_{j=1}^{k}\left[\sum_{i=1}^{d}\left\langle\mu^{\top}\left(\lambda_{i}\right), \phi_{j}\right\rangle v_{i} w_{i}^{\top}\right]\left(\phi_{j}^{\top} \otimes I_{d}\right)=\sum_{j=1}^{k} a_{j} u_{j} .
$$

We show a uniform bound on $\|\mu(G)-\widetilde{\mu}(G)\|$ by first analyzing the PCA approximation error which depends on the spectrum of matrix $H$. Matrix $H$ is a positive semi-definite Hankel matrix, a square matrix whose $i j$-th entry only depends on the sum $i+j$. We leverage a recent result by Beckermann and Townsend (2017) who proved that the spectrum of positive semi-definite Hankel matrices decays exponentially fast.

This result, however, only guarantees a small average error but we need to prove that the maximum error is small to ensure a uniform bound on regret. Observe that the PCA error $r(\lambda)=\mu(\lambda)-\widetilde{\mu}(\lambda)$ is defined over a finite interval $[-1,1]$ with a small average. Thus, by computing the Lipschitz constant of $r(\lambda)$, we show that the maximum approximation error is small, resulting in an upper bound on $d_{k}(W)$.

For the first claim, we lower bound the generalized $k$-width of $W$ by relaxing the sup-norm by a weighted average, resulting in a weighted version of generalized $k$-width. We observe that the weighted $k$-width can be computed using PCA. We compute the approximation error of PCA showing that this error is large.

The approximation technique used in the above theorem can readily be applied to approximate the coefficients of the Kalman predictive model by

$$
\begin{aligned}
& \widetilde{\mathcal{O}}_{t}=\sum_{j=1}^{k}\left[\sum_{i=1}^{d}\left\langle\mu\left(\lambda_{i}\right)^{\top}, \phi_{j}\right\rangle C v_{i} w_{i}^{\top} K\right]\left(\phi_{j}^{\top}(t: 1) \otimes I_{m}\right), \\
& \widetilde{\mathcal{C}_{t}}=\sum_{j=1}^{k}\left[\sum_{i=1}^{d}\left\langle\mu\left(\lambda_{i}\right)^{\top}, \phi_{j}\right\rangle C v_{i} w_{i}^{\top}(B-K D)\right]\left(\phi_{j}^{\top}(t: 1) \otimes I_{n}\right),
\end{aligned}
$$

where we used the fact that $\left[\lambda_{i}^{t-1}, \ldots, \lambda_{i}, 1\right]$ can be approximated by truncated eigenvectors $\left\{\phi_{j}(t: 1)\right\}_{j=1}^{k}$. The relaxed model $\widetilde{m}_{t} \triangleq \widetilde{\mathcal{O}}_{t} y_{1: t-1}+\widetilde{\mathcal{C}_{t}} x_{1: t-1}+D x_{t}$ can be written in the form $\widetilde{m}_{t}=\widetilde{\Theta} f_{t}$. The feature vector $f_{t}$ is defined in (2.9) and the parameter matrix $\widetilde{\Theta}$ is obtained by concatenating the corresponding coefficient matrices as described below

A complete derivation of convex relaxation along with an approximation error analysis is provided in Section 2.8.6.

### 2.5 Regret analysis sketch

In this section we present a proof sketch for Theorem 2.1; the complete proof is deferred to Section 2.8.7 and Section 2.8.8. Let $e_{t}=y_{t}-m_{t}$ denote the innovation process and $b_{t}=\widetilde{m}_{t}-m_{t}$ denote the bias due to convex relaxation. Define

$$
\begin{equation*}
\mathcal{L}(T) \triangleq \sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2} \tag{2.13}
\end{equation*}
$$

$\mathcal{L}(T)$ measures the difference between Algorithm 1 predictions and the Kalman predictions in hindsight. Regret defined in (2.7) can be written as

$$
\begin{equation*}
\operatorname{Regret}(T)=\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2}-\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right)=\mathcal{L}(T)-\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \tag{2.14}
\end{equation*}
$$

Using an argument based on self-normalizing martingales, the second term is shown to be of order $\sqrt{\mathcal{L}(T)}$ and thus, it suffices to establish a bound on $\mathcal{L}(T)$. Define

$$
\begin{equation*}
Z_{t} \triangleq \alpha I+\sum_{i=1}^{t} f_{i} f_{i}^{\top}, \quad E_{t} \triangleq \sum_{i=1}^{t} e_{i} f_{i}^{\top}, \quad B_{t} \triangleq \sum_{i=1}^{t} b_{i} f_{i}^{\top} \tag{2.15}
\end{equation*}
$$

A straighforward decomposition of loss gives

$$
\begin{equation*}
\mathcal{L}(T) \leq \underbrace{3 \sum_{i=1}^{T}\left\|E_{t-1} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2}}_{\text {least squares error }}+\underbrace{3 \sum_{i=1}^{T}\left\|B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}\right\|_{2}^{2}}_{\text {improper learning bias }}+\underbrace{3 \sum_{i=1}^{T}\left\|\alpha \tilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2}}_{\text {regularization error }} \tag{2.16}
\end{equation*}
$$
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### 2.5.1 Least squares error

Among all, it is most difficult to establish a bound on the least squares error. Consider the following upper bound

$$
\sum_{t=1}^{T}\left\|E_{t-1} Z_{t-1}^{-1} f_{t}\right\|_{2} \leq \max _{1 \leq t \leq T}\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2} \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}
$$

We show the first term is bounded by polylog( $T$ ) for any $\delta \geq 0$. In particular,

$$
\max _{1 \leq t \leq T}\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2} \lesssim_{R_{\ominus}, m, \gamma, \beta, \delta} \max _{1 \leq t \leq T} \log \left(\frac{\operatorname{det}\left(Z_{t}\right) \operatorname{det}(\alpha I)^{-1}}{\delta}\right) \lesssim_{R_{\ominus}, m, \gamma, \beta, \delta} k \log (T)
$$

Our argument is based on vector self-normalizing martingales, a similar technique used by Abbasi-Yadkori et al. (2011); Sarkar and Rakhlin (2018); Tsiamis and Pappas (2020). $\operatorname{det}\left(Z_{t}\right)$ is bounded by poly $(T)$ for two reasons. First, the feature dimension, which is linear in the number of filters $k$, is polylog( $T$ ) on account of Theorem 2.2. Second, the marginal stability assumption $(\rho(A) \leq 1)$ ensures that features and thus $Z_{t}$ grow at most polynomially in $t$.

It remains to prove that the summation $\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$ is bounded by polylog $(T)$ with high probability. We use an argument inspired by Lemma 2 of Lai et al. (1982) and Schur complement lemma (Zhang, 2006) to conclude that

$$
\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \asymp_{M} \operatorname{polylog}(T) \quad \Leftrightarrow \quad Z_{t-1}-\frac{1}{c_{T}} f_{t} f_{t}^{\top} \succeq 0 \quad \text { for } \quad c_{T} \asymp_{M} \operatorname{polylog}(T)
$$

Therefore, it suffices to prove the right-hand side. We show a high probability Löwner upper bound on $f_{t} f_{t}^{\top}$ based on the feature covariance $\operatorname{cov}\left(f_{t}\right)$ using sub-Gaussian quadratic tail bounds (Vershynin, 2018). To capture the excitation behavior of features, we establish a Löwner lower bound on $Z_{t}$ by proving that the process $\left\{f_{t}\right\}_{t \geq 1}$ satisfies a martingale small-ball condition (Mendelson, 2014; Simchowitz et al., 2018). We leverage the small-ball condition lower tail bounds and prove the following lemma.

Lemma 2.1. (Martingale small-ball condition) Let $\phi_{1}, \ldots, \phi_{k} \in \mathbb{R}^{T}$ be orthonormal and fix $\delta>0$. Given system (2.4), let $\mathcal{F}_{t}=\sigma\left\{\eta_{0}, \ldots, \eta_{t-1}, \zeta_{1}, \ldots, \zeta_{t}\right\}$ be a filteration and for all $t \geq 1$ define

$$
f_{t}=\psi_{1} \otimes y_{t-1}+\cdots+\psi_{t-1} \otimes y_{1}, \quad \text { where } \quad \psi_{i}=\left[\phi_{1}(i), \ldots, \phi_{k}(i)\right]^{\top} .
$$

Let $\Gamma_{i}=\operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{t}\right)$.

1. For any $1 \leq s \leq T$, the process $\left\{f_{t}\right\}_{t \geq 1}$ satisfies a $\left(s, \Gamma_{s / 2}, p=3 / 20\right)$-block martingale small-ball (BMSB) condition, i.e. for any $t \geq 0$ and any fixed $\omega$ in unit sphere $\mathcal{S}^{l-1}$

$$
\frac{1}{s} \sum_{i=1}^{s} \mathbb{P}\left(\left|\omega^{\top} f_{t+i}\right| \geq \sqrt{\omega^{\top} \Gamma_{s / 2} \omega} \mid \mathcal{F}_{t}\right) \geq p
$$
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2. Under the assumptions of Theorem 2.1, the following holds with probability at least $1-\delta$

$$
\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \leq \kappa k^{2} \log (T) \operatorname{poly}\left(R_{\Theta}, \beta, m, \log (\gamma), \log \left(\frac{1}{\delta}\right)\right)
$$

Provided that the number of filters is polylog $(T)$, the above lemma ensures that $\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$ is also polylog $(T)$, which is the desired result.

### 2.5.2 Improper learning bias

We characterize the improper learning bias term in (2.16) by first showing a uniform high probability bound on the convex relaxation error stated in the theorem below. The proof can be found in Section 2.8.6.

Theorem 2.3. (Convex relaxation error bound, informal) Consider system (2.4) with bounded inputs $\left\|x_{t}\right\|_{2} \leq R_{x}$ and assume conditions (i)-(ii) of Theorem 2.1 holds. Then for any $\epsilon, \gamma \geq 0$, if the number of filters $k$ satisfies $k \gtrsim_{M} \log (T) \log (T / \epsilon)$, then the following holds for $\widetilde{\Theta}$ as defined in (2.12)

$$
\mathbb{P}\left[\left\|\widetilde{\Theta} f_{t}-m_{t}\right\|_{2}^{2} \geq \epsilon\right] \leq \delta .
$$

In Section 2.8.8, the result of the above theorem is followed by an application of a vector self-normalizing martingale theorem to prove a $\operatorname{poly} \log (T)$ bound on the improper learning bias.

Remark 2.2. While the algorithm derivation, convex relaxation approximation error, and most of the regret analysis consider a system with control inputs, the excitation result of Lemma 2.1 is given without inputs. We believe that extending our analysis for LDS with inputs is possible by characterizing input features and in light of the experiments. However, such an extension requires some care. For instance, one needs to characterize the covariance between features constructed from observations and features constructed from inputs to demonstrate a small-ball condition.

### 2.5.3 Regularization error

Lastly, we demonstrate an upper bound on the regularization error in (2.16). We write the following bound

$$
\sum_{t=1}^{T}\left\|\alpha \tilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} \leq \alpha^{2} \frac{1}{\alpha}\|\tilde{\Theta}\|_{2}^{2} \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \leq \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}
$$

The first inequality is based on $Z_{t} \succeq \alpha \widetilde{\widetilde{\Theta}} I$ and the submultiplicative property of norm. The second inequality uses the fact that $\|\widetilde{\Theta}\|_{2}^{2} \leq 1 / \alpha$ for $\alpha \asymp_{M}\left(R_{\Theta} k T^{\beta}\right)^{-1}$ as shown in Section 2.8.8. The last term is bounded as result of Lemma 2.1.

### 2.6 Experiments

We carry out experiments to evaluate the empirical performance of our provable method in three dynamical systems with long-term memory. We compare our results against those yielded by the wave filtering algorithm (Hazan et al., 2017) implemented with follow the regularized leader and the truncated filtering algorithm (Tsiamis and Pappas, 2020). We consider $\left\|\hat{m}_{t}-m_{t}\right\|^{2}$, the squared error between algorithms predictions and predictions by a Kalman filtering algorithm that knows system parameters, as a performance measure. For all algorithms, we use $k=20$ filters and run each experiment independently 100 times and present the average error with $99 \%$ confidence intervals.


Figure 2.2: Performance of our algorithm compared with wave filtering and truncated filtering. System 1 is an scalar LDS with $A=B=D=1, C=Q=R=0.001$, and $x_{t} \sim \mathcal{N}(0,2)$. System 2 is a multi-dimensional LDS with no inputs and $A=\operatorname{diag}[-1,1], C=[0.1,0.5]$, $R=0.5$, and $Q=[4,6 ; 6,10] \times 10^{-3}$. System 3 is another multi-dimensional LDS with non-symmetric $A=[1,0 ; 0.1,1], x_{i} \sim \mathcal{U}(-0.01,0.01), Q=10^{-3} I, R=I, C=[0,0.1 ; 0.1,1]$, and $B, D$ are matrices of all ones.

In the first example (Figure 2.2, left), we consider a scalar marginally stable system with $A=1$ and Gaussian inputs. This system exhibits long forecast memory with $G \approx 0.999$. Observe that the truncated filter suffers from a large error which is due to ignoring long-term dependencies. The wave filter predictions also deviates from optimal predictions as it only considers $y_{t-1}, x_{1: t}$ for predicting $y_{t}$. The middle plot in Figure 2.2 presents the results for a multi-dimensional system with $A=\operatorname{diag}[-1,1]$ and no inputs. This system also has a long forecast memory ( $G$ has eigenvalues $\approx\{0.991,-0.932\}$ ), resulting in poor performance of the truncated filter. The wave filter also performs poorly in this system as it is only driven by stochastic noise. For the last example, we consider another multi-dimensional system where $A$ is a lower triangular matrix (Figure 2.2, right). This is a difficult example where $\rho(A)=1$ but $\|A\|_{2}>1$, resulting in a polynomial growth of the observations over time. The results show that our algorithm outperforms both the wave filter, which requires a symmetric $A$, and the truncated filter in the case of fast-growing observations.

Comparison with the EM algorithm. We conduct an experiment in a scalar LDS to compare the performance of our algorithm with the EM algorithm that estimates system parameters (Figure 2.3, left). The parameters estimated by the EM algorithm are later used by the Kalman filter for predictions. In this experiment, we set the horizon $T=200$ due to the large computation time required by the EM algorithm. The number of filters $k$ is set to 5 for all other three algorithms. The experiment was simulated 100 independent times and the average error together with the $99 \%$ confidence intervals are presented.


Figure 2.3: Left: Performance of our algorithm compared with wave filtering, truncated filtering, and expectation maximization in a scalar system with parameters $A=B=C=$ $D=1$, noise covariance matrices $Q=R=0.001$, inputs $x_{t} \sim \mathcal{N}(0,2)$, and horizon $T=200$. Right: Hyperparameter sensitivity of our algorithm in the same systems with inputs $x_{t} \sim$ $\mathcal{N}(0,0.5)$ and horizon $T=10000$.

For the system considered in this experiment, EM performs poorly. System-identificationbased methods such as EM, besides being significantly slower, do not have regret guarantees and they can fail in some examples; a similar observation was made by Hazan et al. (2017).

Hyperparameter sensitivity. The SLIP algorithm has two hyperparameters: the number of filters $k$ and the regularization parameter $\alpha$. In the experiments, we set $\alpha>0$ only when the empirical feature covariance matrix is singular, which we observe only happens in the first two time steps. For the number of filters $k$, Theorem 2.1 provides a guideline of choosing $k$ of order $\log ^{2}(T)$. The right plot in Figure 2.3 demonstrates the sensitivity of the SLIP algorithm with respect to the number of filters $k$. The system considered for this experiment is scalar with Gaussian inputs and the horizon is set to 10000. As before, the experiment was simulated 100 independent times. We vary $k$ from 5 to 35 and measure the average prediction error from 5000 to 10000 ( $N=5000$ in the plot). We observe that the SLIP algorithm is robust with respect to parameter $k$.

### 2.7 Discussion

We presented the SLIP algorithm, an efficient algorithm for learning a predictive model of an unknown LDS. Our algorithm provably and empirically converges to the optimal predictions of the Kalman filter given the true system parameters, even in the presence of long forecast memory. We analyzed the generalized $k$-width of the Kalman filter coefficient set with closed-loop matrix $G$ and obtained a low-dimensional linear approximation of the Kalman filter when $G$ is diagonalizable with real eigenvalues. We proved that without assuming real eigenvalues, the Kalman filter coefficient set is difficult to approximate by linear subspaces. Our approach of studying $k$-width as a measure for the possibility of an efficient convex relaxation may be of independent interest. Important future directions are designing efficient algorithms that handle arbitrary $G$, providing theoretically guaranteed uncertainty estimation for prediction, extending the ideas for prediction in the presence of long-term memory to non-linear systems and predictors, and investigating the efficacy of such predictors in applications such as device failure prediction for the analysis of datacenter reliability (Rashidinejad et al., 2020b).

### 2.8 Proofs

### 2.8.1 Organization

The rest of this chapter includes the omitted proofs in the prior sections. We start by giving a matrix representation of system (2.4) in Section 2.8.2 that describes aggregated observations $y_{1: t}$ in terms of past inputs and noise. We also restate our matrix representation of the Kalman predictive model. In Section 2.8.3, we provide upper bounds on the matrix coefficients used in the aggregated system representation as well as a high probability upper bound on the norm of observations $\left\|y_{1: t}\right\|_{2}$. We also discuss our assumption on the 2-norm of the Kalman coefficient matrices (control matrix $\mathcal{C}_{t}$ and observation matrix $\mathcal{O}_{t}$ ) and present two examples providing bounds on the 2-norm of these coefficients.

In Section 2.8.4, we first analyze the error of approximating $\mu(\lambda)$ by spectral methods, considering the spectrum of the Hankel covariance matrix and give a proof for Theorem 2.2. We then analyze convex relaxation approximation error in Section 2.8.6 and show that the convex relaxation bias is small with high probability, provided that the number of filters $k \gtrsim_{M} \log ^{2}(T)$.

We begin our analysis of regret in Section 2.8.7, in which we write a bound on regret decomposed into least squares error, improper learning bias, regularization error, and innovation error. We further extract the term $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$ making the bound ready for analysis in subsequent sections. We then complete our regret analysis in Section 2.8.8. We start by giving a high probability bound on $\operatorname{det}\left(Z_{t}\right)$ that appears multiple times throughout our analysis. We derive a result on self-normalizing vector martingales that assists bounding several terms. and provide a bound on $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$ using sub-Gaussian tail properties, a
block-martingale small-ball condition, and a filter quadratic function condition. The proof of Lemma 2.1, analysis of the regularization term, and innovation error are subsequently provided. The section is concluded by the proof of the main regret bound. A few technical lemmas are presented in Section 2.8.9.

### 2.8.2 Aggregated representations

We start by introducing an aggregated notation for representing linear dynamical systems and the Kalman predictive model.

## Linear dynamical systems

For the linear dynamical system of (2.4), define the following matrices

$$
\begin{align*}
& \mathcal{T}_{t}=\left[\begin{array}{ccccc}
C & 0 & 0 & \ldots & 0 \\
C A & C & 0 & \ldots & 0 \\
C A^{2} & C A & C & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C A^{t-1} & C A^{t-2} & C A^{t-3} & \ldots & C
\end{array}\right]\left[\begin{array}{ccccc}
A P^{1 / 2} & 0 & 0 & \ldots & 0 \\
0 & Q^{1 / 2} & 0 & \ldots & 0 \\
0 & 0 & Q^{1 / 2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & Q^{1 / 2}
\end{array}\right], \\
& \mathcal{I}_{t}=\left[\begin{array}{ccccc}
D & 0 & 0 & \ldots & 0 \\
C B & D & 0 & \ldots & 0 \\
C A B & C B & D & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C A^{t-2} B & C A^{t-3} B & C A^{t-4} B & \ldots & D
\end{array}\right],  \tag{2.17}\\
& \mathcal{R}_{t}=\left[\begin{array}{ccccc}
R^{1 / 2} & 0 & 0 & \ldots & 0 \\
0 & R^{1 / 2} & 0 & \ldots & 0 \\
0 & 0 & R^{1 / 2} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & R^{1 / 2}
\end{array}\right] .
\end{align*}
$$

Let $\mathcal{K}_{t} \mathcal{K}_{t}^{\top}=\mathcal{T}_{t} \mathcal{T}_{t}^{\top}+\mathcal{R}_{t} \mathcal{R}_{t}^{\top}$, where $\mathcal{K}_{t}$ is the unique solution to Cholesky decomposition. The system observations $y_{1: t}$ can be written as

$$
\begin{equation*}
y_{1: t}=\mathcal{K}_{t} \xi_{1: t}+\mathcal{I}_{t} x_{1: t}, \tag{2.18}
\end{equation*}
$$

where $\xi_{i} \in \mathbb{R}^{m}$ is a Gaussian random vector with covariance $I_{m}$.
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## Kalman filter

For convenience, we restate our notation of the Kalman predictive model from Section 2.2.1. Define the following matrices

$$
\begin{align*}
\mathcal{O}_{t} & =\left[\begin{array}{llll}
C G^{t-1} K & C G^{t-3} K & \ldots & C K
\end{array}\right] \\
\mathcal{C}_{t} & =\left[\begin{array}{llll}
C G^{t-1}(B-K D) & C G^{t-2}(B-K D) & \ldots & C(B-K D)
\end{array} .\right. \tag{2.19}
\end{align*}
$$

We refer to $\mathcal{O}_{t}$ and $\mathcal{C}_{t}$ as observation matrix and control matrix, respectively. Using the above notation, the Kalman prediction $m_{t+1}$ is given by

$$
m_{t+1}=\mathcal{O}_{t} y_{1: t}+\mathcal{C}_{t} x_{1: t}+D x_{t+1}
$$

### 2.8.3 Norm bounds

As a preliminary step, we compute a few bounds that will be used later in the regret analysis of the SLIP algorithm. In particular, we compute upper bounds on the norms of parameter matrices defined in (2.17) and discuss upper bounds on the norms of observation and control matrix of the Kalman predictive model. Further, we derive a high probability upper bound on the observation norm.

## Bounds on parameters

The following lemma provides upper bounds on the norm of matrices that describe a linear dynamic system.

Lemma 2.8.1. (LDS parameter bounds) Consider system (4). Let $R_{P}=$ $\max \left\{\|B\|_{2},\|C\|_{2},\|D\|_{2}\right\}$ and $R_{C}=\max \left\{\|P\|_{2},\|Q\|_{2},\|R\|_{2}\right\}$. Suppose that $\left\|A^{t}\right\|_{2} \leq \gamma t^{\log (\gamma)}$ for a bounded constant $\gamma \geq 1$. For $\mathcal{T}_{t}, \mathcal{I}_{t}$, and $\mathcal{K}_{t}$ defined in (2.17), the following operator norm bounds hold:
(i) $\left\|\mathcal{T}_{t}\right\|_{2} \leq R_{C}^{1 / 2} R_{P} \gamma(1+\gamma) t^{\log (\gamma)+1}$,
(ii) $\left\|\mathcal{I}_{t}\right\|_{2} \leq R_{P}\left[1+t \gamma t^{\log (\gamma)}\right]$,
(iii) $\left\|\mathcal{K}_{t}\right\|_{2} \leq \sqrt{R_{C}+R_{C} R_{P}^{2}(1+\gamma)^{4} t^{2 \log (\gamma)+2}}$.

Proof. By Lemma 2.8.19,

$$
\left\|\mathcal{T}_{t}\right\|_{2} \leq\left(\|A\|_{2}+1\right) R_{C}^{1 / 2}\|C\|_{2} \sum_{i=1}^{t}\left\|A^{i}\right\|_{2} \leq R_{C}^{1 / 2} R_{P} \gamma(1+\gamma) t^{\log (\gamma)+1}
$$

Similarly,

$$
\left\|\mathcal{I}_{t}\right\|_{2} \leq\|D\|_{2}+\|C\|_{2}\|B\|_{2} \sum_{i=1}^{t}\left\|A^{i}\right\|_{2} \leq R_{P}+R_{P}^{2} \gamma t^{\log (\gamma)+1}
$$
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It follows by the sub-additive property of matrix operator norm that

$$
\left\|\mathcal{K}_{t} \mathcal{K}_{t}^{\top}\right\|_{2}=\left\|\mathcal{K}_{t}\right\|_{2}^{2} \leq\left\|\mathcal{T}_{t}\right\|_{2}^{2}+\left\|\mathcal{R}_{t}\right\|_{2}^{2} \quad \Rightarrow \quad\left\|\mathcal{K}_{t}\right\|_{2} \leq \sqrt{R_{C}+R_{C} R_{P}^{2}(1+\gamma)^{4} t^{2 \log (\gamma)+2}}
$$

In the regret analysis, we assume that $\left\|\mathcal{O}_{t}\right\|_{2} \leq R_{\mathcal{O}} t^{\beta}$ for a finite $\beta \geq 0$. We justify this assumption in the examples below. The following example shows that $\beta=0$ when the system is single-input single-output (SISO).

Example 2.8.1. (Observation matrix norm bound in SISO systems) For a SISO linear $d y$ namical system, the following equation holds

$$
K C=\frac{A \Sigma^{+} C^{2}}{\Sigma^{+} C^{2}+R} \Rightarrow 0 \leq K C \leq A
$$

We have $G=A-K C$. Applying the above constraint gives

$$
G \leq A
$$

The squared norm of vector $\mathcal{O}_{t}$ is given by

$$
\left\|\mathcal{O}_{t}\right\|_{2}^{2}=\sum_{i=0}^{t-1}\left(K C G^{i}\right)^{2}=\sum_{i=0}^{t-1}(A-G)^{2} G^{2 i}
$$

Under the constraint $G \leq A \leq 1$, the maximum of $\left\|\mathcal{O}_{t}\right\|_{2}^{2}$ is 1 obtained when $G=0$ and $A=1$.

In the following example, we compute a loose upper bound on $\left\|\mathcal{O}_{t}\right\|_{2}$.
Example 2.8.2. (Observation matrix norm bound in MIMO systems with $\mathbf{d}=\mathbf{m}$ ) We begin by computing an upper bound on the norm of the Kalman gain. Let $K=A K^{\prime}$. By the recursive updates of a stationary Kalman gain, we write

$$
C K^{\prime}=C \Sigma^{+} C^{\top}\left[C \Sigma^{+} C^{\top}+Q\right]^{-1} \preceq I \Rightarrow\left\|C K^{\prime}\right\|_{2} \leq 1 .
$$

Lower bounding $\|C K\|_{2}$ yields

$$
\left\|K^{\prime}\right\|_{2} \sigma_{\min }(C) \leq\left\|C K^{\prime}\right\|_{2} \leq 1 \Rightarrow\left\|K^{\prime}\right\|_{2} \leq \frac{1}{\sigma_{\min }(C)}
$$

Let $\kappa_{C}=\sigma_{\max }(C) / \sigma_{\min }(C)$ to be the condition number of $C$. Assume $\left\|G^{t}\right\|_{2} \leq \gamma_{g} t^{\log \left(\gamma_{g}\right)}$. We have

$$
\left\|\mathcal{O}_{t}\right\|_{2} \leq \sum_{i=1}^{t}\|C\|_{2}\left\|G^{i}\right\|_{2}\left\|K^{\prime}\right\|_{2} \leq \kappa_{C} \gamma_{g} t^{\log \left(\gamma_{g}\right)+1}
$$
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## Bound on observation norm

One of the quantities that appear in the regret analysis of our algorithm is the squared norm of $y_{1: t}$. The following lemma provides a high probability upper bound for $\left\|y_{1: t}\right\|_{2}^{2}$.

Lemma 2.8.2. (Observation norm bound) Consider system (4). Let $R_{P}=$ $\max \left\{\|B\|_{2},\|C\|_{2},\|D\|_{2}\right\}, R_{C}=\max \left\{\|P\|_{2},\|Q\|_{2},\|R\|_{2}\right\}$, and $\left\|x_{t}\right\|_{2} \leq R_{x}$. Suppose that $\left\|A^{t}\right\|_{2} \leq \gamma t^{\log (\gamma)}$ for a bounded constant $\gamma \geq 1$. For any $\delta>0$ and all $t \geq 0$,

$$
\mathbb{P}\left[\left\|y_{1: t}\right\|_{2}^{2} \geq 6\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}(m t+\delta) t^{2+2 \log (\gamma)}\right] \leq e^{-\delta}
$$

Proof. From (2.18), we see that

$$
\left\|y_{1: t}\right\|_{2}^{2} \leq 2\left\|\mathcal{I}_{t}\right\|_{2}^{2}\left\|x_{1: t}\right\|_{2}^{2}+2\left\|\mathcal{K}_{t}\right\|_{2}^{2}\left\|\xi_{1: t}\right\|_{2}^{2}
$$

Using Gaussian upper tail bounds (Hsu et al., 2012), we have

$$
\mathbb{P}\left[\left\|\xi_{1: t}\right\|_{2}^{2}>2 m t+3 \delta\right] \leq \mathbb{P}\left[\left\|\xi_{1: t}\right\|_{2}^{2}>m t+2 \sqrt{m t \delta}+2 \delta\right] \leq e^{-\delta}
$$

Using the bounds computed in Lemma 2.8.1, the following holds with probability at least $1-e^{-\delta}$

$$
\begin{align*}
\left\|y_{1: t}\right\|_{2}^{2} & \leq 2\left\|\mathcal{I}_{t}\right\|_{2}^{2}\left\|x_{1: t}\right\|_{2}^{2}+2\left\|\mathcal{K}_{t}\right\|_{2}^{2}\left\|\xi_{1: t}\right\|_{2}^{2} \\
& \leq 6\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}(m t+\delta) t^{2+2 \log (\gamma)} \tag{2.20}
\end{align*}
$$

### 2.8.4 Filter approximation and width analysis

In this section we first provide a series of lemmas characterizing the reconstruction error of applying PCA to approximate the vector function $\mu(\lambda)=\left[1, \lambda, \ldots, \lambda^{T-1}\right]$. These lemmas are later used to prove Theorem 2.2.

## Bounds on PCA approximation error

The goal of this section is to establish a uniform bound on the norm of the reconstruction error of approximating $\mu(\lambda)$ with $\widetilde{\mu}(\lambda)$. The following lemma states a standard result on the average PCA reconstruction error, presented here for completeness.

Lemma 2.8.3. (Average reconstruction error bound) Let $\mu(\lambda) \in \mathbb{R}^{T}$ be a vector function parameterized by $\lambda \in \mathcal{A}$. Define the following matrix with respect to probability measure $p$

$$
Z=\int_{\mathcal{A}} \mu(\lambda) \mu^{\top}(\lambda) p(d \lambda)
$$
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Let $\left\{\left(\sigma_{j}, \phi_{j}\right)\right\}_{j=1}^{T}$ be the eigenpairs of $Z$. Let $\widetilde{\mu}(\lambda)$ be the projection of $\mu(\lambda)$ to the linear subspace spanned by $\left\{\phi_{1}, \ldots, \phi_{k}\right\}$. Then,

$$
\int_{\mathcal{A}}\|\mu(\lambda)-\widetilde{\mu}(\lambda)\|_{2}^{2} p(d \lambda)=\sum_{j=k+1}^{T} \sigma_{j} .
$$

Proof. Define $U_{k}$ to be a $T \times k$ matrix with columns $\phi_{1}, \ldots \phi_{k}$, the eigenvectors of matrix $Z$. The reconstruction error can be written as

$$
r(\lambda)=\mu(\lambda)-U_{k} U_{k}^{\top} \mu(\lambda)=\left(I-U_{k} U_{k}^{\top}\right) \mu(\lambda)=\Pi_{k} \mu(\lambda) .
$$

The average squared norm of reconstruction error is given by

$$
\begin{aligned}
\int_{\mathcal{A}}\|r(\lambda)\|_{2}^{2} p(d \lambda) & =\int_{\mathcal{A}} \operatorname{tr}\left[r(\lambda) r(\lambda)^{\top}\right] p(d \lambda)=\int_{\mathcal{A}} \operatorname{tr}\left[\Pi_{k} \mu(\lambda) \mu(\lambda)^{\top} \Pi_{k}^{\top}\right] p(d \lambda) \\
& =\operatorname{tr}\left[\Pi_{k} \int_{\mathcal{A}} \mu(\lambda) \mu(\lambda)^{\top} p(d \lambda) \Pi_{k}^{\top}\right]=\operatorname{tr}\left[\Pi_{k} Z \Pi_{k}^{\top}\right]=\sum_{j=k+1}^{T} \sigma_{j}
\end{aligned}
$$

We then use Lipschitz continuity of $\mu(\lambda)$ over the interval $[-1,1]$ to establish a uniform bound on the reconstruction error.

Lemma 2.8.4. Let $\mu(\lambda)=\left[1, \lambda, \lambda^{2}, \ldots, \lambda^{T-1}\right]^{\top}$ for $\lambda \in[-1,1]$ and define

$$
H=\int_{-1}^{1} \frac{1}{2} \mu(\lambda) \mu(\lambda)^{\top} d \lambda
$$

Let $\left\{\left(\sigma_{j}, \phi^{j}\right)\right\}_{j=1}^{T}$ be the eigenpairs of $H$, where $\sigma_{j}$ are in decreasing order. Let $\widetilde{\mu}(\lambda)$ be the projection of $\mu(\lambda)$ to the linear subspace spanned by $\left\{\phi_{1}, \ldots, \phi_{k}\right\}$. Then, for any $\lambda \in[-1,1]$ and $T \geq 1$,

$$
\|\mu(\lambda)-\widetilde{\mu}(\lambda)\|_{2}^{2} \leq T \sqrt{2 \sum_{j=k+1}^{T} \sigma_{j}} .
$$

Proof. Let us first compute an upper bound on the Lipschitz constant of $\mu(\lambda)$ over $\lambda \in$ $[-1,1]$. The Lipschitz constant of $\mu(\lambda)$ is bounded by the norm of Jacobian $J(\mu(\lambda))=$ $\left[0,1,2 \lambda, \ldots,(T-1) \lambda^{T-2}\right]$. Thus,

$$
\frac{\left\|\mu\left(\lambda_{2}\right)-\mu\left(\lambda_{1}\right)\right\|_{2}}{\left|\lambda_{2}-\lambda_{1}\right|} \leq\|J(\mu(\lambda))\|_{2} \leq \sqrt{\sum_{t=1}^{T-1} t^{2}} \leq \sqrt{T^{3} / 3}
$$
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Define $U_{k}$ to be a matrix with columns $\phi_{1}, \ldots \phi_{k}$. The reconstruction error can be written as $r(\lambda)=\left(I-U_{k} U_{k}^{\top}\right) \mu(\lambda)=\Pi_{k} \mu(\lambda)$. A Lipschitz constant for reconstruction error norm is given by

$$
\begin{aligned}
\left\|r\left(\lambda_{2}\right)\right\|_{2}-\left\|r\left(\lambda_{1}\right)\right\|_{2} & \leq\left\|r\left(\lambda_{2}\right)-r\left(\lambda_{1}\right)\right\|_{2} & & \text { (inverse triangle inequality) } \\
& =\left\|\Pi_{k}\left(\mu\left(\lambda_{2}\right)-\mu\left(\lambda_{1}\right)\right)\right\|_{2} & & \\
& \leq\left\|\Pi_{k}\right\|_{2}\left\|\left(\mu\left(\lambda_{2}\right)-\mu\left(\lambda_{1}\right)\right)\right\|_{2} & & (\text { multiplicative property of norm) } \\
& \leq\left\|\left(\mu\left(\lambda_{2}\right)-\mu\left(\lambda_{1}\right)\right)\right\|_{2} & & \left(\Pi_{k}\right. \text { is contractive) } \\
& \leq \sqrt{T^{3} / 3}\left|\lambda_{2}-\lambda_{1}\right| & & \text { (Lipschitz continuity of } \mu(\lambda))
\end{aligned}
$$

Thus, an upper bound on the Lipschitz constant of $\|r(\lambda)\|_{2}^{2}$ can be computed

$$
\begin{aligned}
\left\|r\left(\lambda_{2}\right)\right\|_{2}^{2}-\left\|r\left(\lambda_{1}\right)\right\|_{2}^{2} & =\left(\left\|r\left(\lambda_{2}\right)\right\|_{2}-\left\|r\left(\lambda_{1}\right)\right\|_{2}\right)\left(\left\|r\left(\lambda_{2}\right)\right\|_{2}+\left\|r\left(\lambda_{1}\right)\right\|_{2}\right) \\
& \leq\left(\sqrt{T^{3} / 3}\left|\lambda_{2}-\lambda_{1}\right|\right)\left(2 \max _{\lambda}\|r(\lambda)\|_{2}\right) \\
& \leq 2 \sqrt{T^{3} / 3}\left\|\Pi_{k}\right\|_{2} \max _{\lambda}\|\mu(\lambda)\|_{2}\left|\lambda_{2}-\lambda_{1}\right| \\
& \leq 2 T^{2}\left|\lambda_{2}-\lambda_{1}\right| .
\end{aligned}
$$

Let $R_{r}=\max _{\lambda}\|r(\lambda)\|_{2}^{2}$. On the account of Lemma 2.8.3, $\|r(\lambda)\|_{2}^{2}$ has a bounded average over the interval $[-1,1]$. A bounded and $\left(2 T^{2}\right)$-Lipschitz function that achieves the maximum $R_{r}$ has a triangular shape. It follows that

$$
\frac{R_{r}^{2}}{2 T^{2}} \geq \sum_{j=k+1}^{T} \sigma_{j} \Rightarrow\|r(\lambda)\|_{2}^{2} \leq R_{r} \leq T \sqrt{2 \sum_{j=k+1}^{T} \sigma_{j}}
$$

In the following lemma, we prove that the PCA reconstruction error is small due to the exponential decay of the spectrum of the Hankel covariance matrix $H$.

Lemma 2.8.5. (Uniform bound on reconstruction error) Under the assumptions of Lemma 2.8.4 and for any $T \geq 10$

$$
\|\mu(\lambda)-\widetilde{\mu}(\lambda)\|_{2}^{2} \leq C_{0} T \sqrt{\log T} c^{-k / \log T}
$$

where $c=\exp \left(\pi^{2} / 8\right)$ and $C_{0}=43$.
Proof. We appeal to the following, which appears as Corollary 5.4 in Beckermann and Townsend (2017).
Lemma 2.8.6. Let $H_{n} \in \mathbb{R}^{n \times n}$ be a positive semi-definite Hankel matrix. Then,

$$
\begin{equation*}
\sigma_{j+2 k} \leq 16\left[\exp \left(\frac{\pi^{2}}{4 \log (8\lfloor n / 2\rfloor / \pi)}\right)\right]^{-2 k+2} \sigma_{j}\left(H_{n}\right), \quad \text { for } \quad 1 \leq j+2 k \leq n . \tag{2.21}
\end{equation*}
$$
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Setting $j=1$ in (2.21) with the assumption $T \geq 10$ yields

$$
\sigma_{2+2 k} \leq \sigma_{1+2 k} \leq 16 \sigma_{1} \exp \left(\frac{\pi^{2}}{4 \log T}\right)^{-2 k+2} \leq 1168 \sigma_{1} \exp \left(\frac{\pi^{2}}{4 \log T}\right)^{-2 k}
$$

Let $c=\exp \left(\pi^{2} / 8\right)$. It follows that

$$
\sigma_{j} \leq 1168 \sigma_{1} c^{\frac{-2(j-2)}{\log T}} \leq 10512 \sigma_{1} c^{\frac{-2 j}{\log T}}
$$

The largest singular value of Hankel matrix $H$ is bounded by

$$
\sigma_{1} \leq \operatorname{tr}(H) \leq \sum_{k=1}^{T} \frac{1}{2 k+1} \leq \sum_{k=1}^{T} \frac{1}{k}-1 \leq \log T
$$

where the last inequality is due to a classic bound on the $T$-th harmonic number. We conclude from Lemma 2.8.4 that

$$
\begin{aligned}
\|\mu(\lambda)-\widetilde{\mu}(\lambda)\|_{2}^{2} & \leq T \sqrt{21024 \sigma_{1} \sum_{j=k+1}^{T} c^{-2 j / \log T}} \\
& \leq T \sqrt{21024 \log T \frac{c^{-2 k / \log T}}{c^{2}-1}} \leq 43 T \sqrt{\log T} c^{-k / \log T}
\end{aligned}
$$

### 2.8.5 Generalized Kolmogorov width analysis: Proof of Theorem

 2.2Proof of Theorem 2.2. We first prove the second claim. Let $\lambda_{1}, \ldots \lambda_{d} \in[-1,1]$ denote the eigenvalues of $G$. Let $v_{i}$ be the right eigenvectors of $G$ and $w_{i}^{\top}$ be the left eigenvectors of $G$. Eigendecomposition of $G^{t}$ implies $G^{t}=\sum_{i=1}^{d} v_{i} w_{i}^{\top} \lambda_{i}$. Therefore, matrix $\mu(G)=$ $\left[I, G, \ldots, G^{T-1}\right]$ can be written as

$$
\mu(G)=\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\left[1, \lambda_{i}, \ldots, \lambda_{i}^{T-1}\right] \otimes I_{d}\right)=\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\mu\left(\lambda_{i}\right) \otimes I_{d}\right)
$$

where $\mu\left(\lambda_{i}\right)=\left[1, \lambda_{i}, \ldots, \lambda_{i}^{T-1}\right]$ is a row vector. We approximate $\mu(\lambda)$ for any $\lambda \in[-1,1]$ using principal component analysis (PCA). The covariance matrix of $\mu(\lambda)$ with respect to a uniform measure is given by

$$
H=\int_{\lambda=-1}^{1} \frac{1}{2} \mu(\lambda)^{\top} \mu(\lambda) d \lambda \quad \Rightarrow \quad H_{i j}=\int_{-1}^{1} \frac{1}{2} \lambda^{i-1} \lambda^{j-1} d \lambda=\frac{(-1)^{i+j}+1}{2(i+j-1)}
$$
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Let $\left\{\phi_{j}\right\}_{j=1}^{k}$ be the top $k$ eigenvectors of $H$. We approximate $\mu(\lambda)$ by $\widetilde{\mu}(\lambda)=$ $\sum_{j=1}^{k}\left\langle\mu^{\top}(\lambda), \phi_{j}\right\rangle \phi_{j}^{\top}:$

$$
\begin{aligned}
\mu(G) \approx \widetilde{\mu}(G) & =\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\sum_{j=1}^{k}\left\langle\mu^{\top}(\lambda), \phi_{j}\right\rangle \phi_{j}^{\top} \otimes I_{d}\right) \\
& =\sum_{j=1}^{k}\left[\sum_{i=1}^{d}\left\langle\mu^{\top}\left(\lambda_{i}\right), \phi_{j}\right\rangle v_{i} w_{i}^{\top}\right]\left(\phi_{j}^{\top} \otimes I_{d}\right)=\sum_{j=1}^{k} a_{j} u_{j} .
\end{aligned}
$$

Check that $a_{1}, \ldots, a_{k} \in \mathbb{R}^{d \times d}$ and $u_{1}, \ldots, u_{k} \in \mathbb{R}^{d \times d T}$. We have

$$
\begin{aligned}
d_{k}(W)=\|\mu(G)-\widetilde{\mu}(G)\|_{2} & =\left\|\sum_{i=1}^{d} v_{i} w_{i}^{\top}\left(\mu\left(\lambda_{i}\right)-\widetilde{\mu}\left(\lambda_{i}\right)\right) \otimes I_{d}\right\|_{2} \\
& \leq \sum_{i=1}^{d}\left\|\mu\left(\lambda_{i}\right)-\widetilde{\mu}\left(\lambda_{i}\right)\right\|_{2} \\
& \leq d \sup _{\lambda}\|\mu(\lambda)-\widetilde{\mu}(\lambda)\|_{2} .
\end{aligned}
$$

The first inequality uses subadditive and submultiplicative properties of norm and that $\left\|v_{i} w_{i}^{\top}\right\|_{2} \leq 1,\left\|I_{d}\right\|_{2}=1$. By Lemma 2.8.5,

$$
d_{k}(W) \leq d \sqrt{43 T}(\log T)^{1 / 4}\left(\exp \left(\pi^{2} / 16\right)\right)^{-k / \log T}
$$

Now we prove the first claim by showing that the lower bound is realized for a particular set $W$. Since the case of $d=2$ can be embedded as a subset for general $d \geq 2$ as the left top block, it suffices to show it for $d=2$. We further constrain the set $W$ and only consider those $G$ with representation

$$
G=\left[\begin{array}{cc}
a & b \\
-b & a
\end{array}\right]
$$

where $a, b \in \mathbb{R}$. The eigenvalues of this matrix are complex numbers $a-j b$ and $a+j b$, which satisfy $\rho(G) \leq 1$ if $a^{2}+b^{2} \leq 1$, where $\rho(G)$ is the spectral radius of $G$. The nice property of this type of matrices is that there exists an explicit expression of $G^{i}$ for integer $i \geq 2$. Define complex number $z=a+j b$, then for integer $i \geq 0$ :

$$
G^{i}=\left[\begin{array}{cc}
\Re\left(z^{i}\right) & \Im\left(z^{i}\right) \\
-\Im\left(z^{i}\right) & \Re\left(z^{i}\right)
\end{array}\right],
$$

where $\Re(z)$ represents the real part of complex number $z$, and $\Im(z)$ represents the imaginary part of $z$.

We want to approximate $\mu(G) \in \mathbb{R}^{2 \times 2 T}$ by $\sum_{i=1}^{k} a_{i} u_{i}$, where $a_{i} \in \mathbb{R}^{2 \times 2}$ and $u_{i} \in \mathbb{R}^{2 \times 2 T}$. Let $W_{1}$ be the subset of row vectors realized by the first row of $\mu(G)$ for all $G \in \mathbb{R}^{2 \times 2}$ with $\rho(G) \leq 1$. We use the following property: the 2-norm of a matrix is lower bounded by the 2-norm of one of its rows. Based on this property, the 2-norm of error in approximating $\mu(G)$ is lower bounded by the 2 -norm of error in approximating only one row of $\mu(G)$. Therefore, the generalized $k$-width of approximating $\mu(G)$ in 2-norm is lower bounded by the error of approximating the first row of $\mu(G)$ by a linear combination of $2 k$ row vectors with dimension $2 T$. In other words,

$$
\begin{equation*}
d_{2 k}\left(W_{1}\right) \leq d_{k}(W) \tag{2.22}
\end{equation*}
$$

To see this, denote by $u_{i}(1), u_{i}(2) \in \mathbb{R}^{2 T}$ the first and second row of matrix $u_{i}$, respectively. The first row of $\mu(G)$ can be written as $\sum_{i=1}^{k} a_{i}(1,1) u_{i}(1)+a_{i}(1,2) u_{i}(2)$, a linear comibination of $2 k$ row vectors, where $a_{i}(1,1), a_{i}(1,2)$ are the elements of the first row of matrix $a_{i}$.

To lower bound the generalized Kolmogorov width of the constrained set $W_{1}$, we consider a relaxed weighted version of the width. Precisely, let $p$ be a probability measure on the set $W_{1}$, then the weighted squared deviation of $W_{1}$ from $U$ under weight $p$ is defined as

$$
\begin{equation*}
d_{2 k}^{2}\left(W_{1} ; p\right) \triangleq \inf _{U \in \mathcal{U}_{2 k}} \mathbb{E}_{x \sim p} \inf _{y \in U}\|x-y\|^{2} \leq \inf _{U \in \mathcal{U}_{2 k}} \sup _{x \in W_{1}} \inf _{y \in U}\|x-y\|^{2}=d_{2 k}^{2}\left(W_{1}\right) \tag{2.23}
\end{equation*}
$$

We observe that $d_{2 k}^{2}\left(W_{1} ; p\right)$ in general can be computed using spectral methods. Indeed, for the subset $U$, the $y$ that achieves $\inf _{y \in U}\|x-y\|^{2}$ can be computed via a projection matrix $\hat{y}=U_{2 k} U_{2 k}^{\top} x$, where $U_{2 k}$ consists of $2 k$ columns of orthonormal vectors. We now have

$$
\begin{aligned}
\mathbb{E}_{x \sim p} \inf _{y \in Q}\|x-y\|^{2} & =\mathbb{E}_{x \sim p}\left\|x-U_{2 k} U_{2 k}^{\top} x\right\|^{2} \\
& =\mathbb{E}_{x \sim p}\left[x^{\top} x-x^{\top} U_{2 k} U_{2 k}^{\top} x\right] \\
& =\operatorname{tr}\left(\left(I-U_{2 k} U_{2 k}^{\top}\right) \mathbb{E}_{x \sim p}\left[x x^{\top}\right]\right) .
\end{aligned}
$$

The minimizer $U_{2 k}$ of $\operatorname{tr}\left(\left(I-U_{2 k} U_{2 k}^{\top}\right) \mathbb{E}_{x \sim p}\left[x x^{\top}\right]\right)$ is the same as the maximizer of $\operatorname{tr}\left(U_{2 k} U_{2 k}^{\top} \mathbb{E}_{x \sim p}\left[x x^{\top}\right]\right)$, which is given by the first $2 k$ eigenvectors of $\mathbb{E}_{x \sim p}\left[x x^{\top}\right]$, and the value of the weighted squared generalized $k$-width is given by the sum of all eigenvalues of $\mathbb{E}_{x \sim p}\left[x x^{\top}\right]$ except for the first largest $2 k$ eigenvalues (Lemma 2.8.3).

We compute the weighted squared generalized $k$-width of the constrained set $W_{1}$, and it would serve as a lower bound of the squared generalized $k$-width. We choose the probability measure of $(a, b)^{\top} \in \mathbb{R}^{2}$ as the uniform measure on the unit circle. We compute the matrix $\mathbb{E}_{x \sim p}\left[x x^{\top}\right]$, which is $\mathbb{E}\left[\mu_{1}(G)^{\top} \mu_{1}(G)\right]$, where $\mu_{1}(G)$ is the first row of $\mu(G)$. Concretely, we write $\mu_{1}(G)=\left[\nu_{0} ; \nu_{1} ; \ldots ; \nu_{T-1}\right]$ for $\nu_{l} \in \mathbb{R}^{2}$ and equal to

$$
\nu_{l}=\left[\Re\left(z^{l}\right), \Im\left(z^{l}\right)\right],
$$

where $z=a+j b$ and for all $l \in\{0,1, \ldots, T-1\}$.
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We claim that $\mathbb{E}\left[\nu_{l} \nu_{m}^{\top}\right]=0$ whenever $l \neq m$. Indeed, when $l \neq m$, each of the 4 entries of matrix $\mathbb{E}\left[\nu_{l} \nu_{m}^{\top}\right]$ are of the form either $\Re\left(z^{l}\right) \Re\left(z^{m}\right), \Im\left(z^{l}\right) \Im\left(z^{m}\right)$, or $\Re\left(z^{l}\right) \Im\left(z^{m}\right)$ for some $l \neq m$. For the complex number $z=r e^{j \theta}$, we know $z^{l}=r^{l} e^{j l \theta}$ which implies that $\Re\left(z^{l}\right)=r^{l} \cos (l \theta)$ and $\Im\left(z^{l}\right)=r^{l} \sin (l \theta)$. We now compute $\mathbb{E}\left[r^{l} \cos (l \theta) r^{m} \sin (m \theta)\right]$ for $l \neq m, l \geq 0, m \geq 0$ and other cases can be computed analogously. Since we are considering a uniform distribution on the unit circle, $r \equiv 1$. We have

$$
\begin{aligned}
& \int_{\theta \in[0,2 \pi]} \cos (k \theta) \sin (m \theta) \frac{1}{2 \pi} d \theta \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{2}(\sin ((k+m) \theta)+\sin ((k-m) \theta)) d \theta \\
& =0
\end{aligned}
$$

Hence, it suffices to only compute $\mathbb{E}\left[\nu_{l} \nu_{l}^{\top}\right]$

$$
\mathbb{E}\left[\nu_{l} \nu_{l}^{\top}\right]=\frac{1}{2}\left[\begin{array}{ll}
1 & 0  \tag{2.24}\\
0 & 1
\end{array}\right]
$$

Therefore, $\mathbb{E}\left[\mu_{1}(G)^{\top} \mu_{1}(G)\right]=0.5 I_{2 T}$. Using Lemma 2.8.3 $d_{2 k}^{2}\left(W_{1} ; p=\mathcal{U}\right)$ is equal to the sum of bottom $2 T-2 k$ eigenvalues: $d_{2 k}^{2}\left(W_{1} ; p=\mathcal{U}\right)=(2 T-2 k) / 2=T-k$. By (2.22) and (2.23)

$$
d_{k}(W) \geq d_{2 k}\left(W_{1}\right) \geq d_{2 k}\left(W_{1} ; p=\mathcal{U}\right)=\sqrt{T-k} .
$$

### 2.8.6 Convex relaxation analysis: Proof of Theorem 2.3

Recall matrix $\widetilde{\Theta}$ defined in (2.12). The following theorem is a formal restatement of Theorem 2.3 that analyzes the approximation error due to convex relaxation.

Theorem 2.3. (Convex relaxation error bound) Denote by $m_{t}$, the one-step-ahead predictions made by the best linear predictor (Kalman filter) for system (4). Let $R_{P}=$ $\max \left\{\|B\|_{2},\|C\|_{2},\|D\|_{2}\right\}, R_{C}=\max \left\{\|P\|_{2},\|Q\|_{2},\|R\|_{2},\|K\|_{2}\right\}$, and $\left\|x_{t}\right\|_{2} \leq R_{x}$. Suppose that $\left\|A^{t}\right\|_{2} \leq \gamma t^{\log (\gamma)}$ for a bounded constant $\gamma \geq 1$. Let $C_{0}=43, C_{1}=520$. For any $\epsilon, \delta>0$, if the number of filters $k$ satisfies
$k \geq \frac{\pi^{2}}{8} \log (T) \log \left(\frac{12 C_{0} d^{2}\left(1+R_{P}^{2}\right)^{3}\left(2 R_{x}^{2}+R_{C}\right)\left(1+R_{C}^{2}\right)(1+\gamma)^{4}(m T+\log (1 / \delta)) T^{3+2 \log (\gamma)}}{\epsilon}\right)$,
then the following holds for $\widetilde{\Theta}$

$$
\begin{equation*}
\mathbb{P}\left[\left\|\widetilde{\Theta} f_{t}-m_{t}\right\|_{2}^{2} \geq \epsilon\right] \leq \delta . \tag{2.25}
\end{equation*}
$$

Proof. Denote by $G=U \Lambda U^{-1}$ the eigendecomposition of matrix $G$, where $\Lambda=$ $\operatorname{diag}\left(\lambda_{1}, \ldots \lambda_{d}\right)$ are eigenvalues of $G$. Let $v_{l}$ be the columns of $U$ and $w_{l}^{\top}$ be rows of $U^{-1}$. Write

$$
\begin{aligned}
m_{t} & =\sum_{i=1}^{t-1} C G^{t-i-1} K y_{i}+\sum_{i=1}^{t-1} C G^{t-i-1}(B-K D) x_{i}+D x_{t} \\
& =\sum_{i=1}^{t-1} C U \Lambda^{t-i-1} U^{-1} K y_{i}+\sum_{i=1}^{t-1} C U \Lambda^{t-i-1} U^{-1}(B-K D) x_{i}+D x_{t} \\
& =\sum_{i=1}^{t-1} C U\left[\sum_{l=1}^{d}\left(\lambda_{l}^{t-i-1}\right) e_{l} \otimes e_{l}\right] U^{-1} K y_{i}+\sum_{i=1}^{t-1} C U\left[\sum_{l=1}^{d}\left(\lambda_{l}^{t-i-1}\right) e_{l} \otimes e_{l}\right] U^{-1}(B-K D) x_{i}+D x_{t} \\
& =\sum_{l=1}^{d} C U e_{l} \otimes e_{l} U^{-1} K \sum_{i=1}^{t-1} \lambda_{l}^{t-i-1} y_{i}+\sum_{l=1}^{d} C U e_{l} \otimes e_{l} U^{-1}(B-K D) \sum_{i=1}^{t-1} \lambda_{l}^{t-i-1} x_{i}+D x_{t} \\
& =\sum_{l=1}^{d} C v_{l} w_{l}^{\top} K \sum_{i=1}^{t-1} \lambda_{l}^{t-i-1} y_{i}+\sum_{l=1}^{d} C v_{l} w_{l}^{\top}(B-K D) \sum_{i=1}^{t-1} \lambda_{l}^{t-i-1} x_{i}+D x_{t} .
\end{aligned}
$$

Let $Y_{t}=\left[y_{1}, \ldots, y_{t}\right] \in \mathbb{R}^{m \times t}$ and $X_{t}=\left[x_{1}, \ldots, x_{t}\right] \in \mathbb{R}^{n \times t}$. We can write $m_{t}$ and $\widetilde{m}_{t}$ as

$$
\begin{aligned}
& m_{t}=\sum_{l=1}^{d} C v_{l} w_{l}^{\top} K Y_{t-1} \mu_{t-1: 1}\left(\lambda_{l}\right)+\sum_{l=1}^{d} C v_{l} w_{l}^{\top}(B-K D) X_{t-1} \mu_{t-1: 1}\left(\lambda_{l}\right)+D x_{t}, \\
& \widetilde{m}_{t}=\sum_{l=1}^{d} C v_{l} w_{l}^{\top} K Y_{t-1} \widetilde{\mu}_{t-1: 1}\left(\lambda_{l}\right)+\sum_{l=1}^{d} C v_{l} w_{l}^{\top}(B-K D) X_{t-1} \widetilde{\mu}_{t-1: 1}\left(\lambda_{l}\right)+D x_{t} .
\end{aligned}
$$

We write $b_{t}=m_{t}-\widetilde{m}_{t}$ using the PCA reconstruction error $r_{t}=\mu_{t}-\widetilde{\mu}_{t}$

$$
b_{t}=m_{t}-\widetilde{m}_{t}=\sum_{i=1}^{d} C v_{i} w_{i}^{\top} K Y_{t-1} r_{t-1: 1}\left(\lambda_{i}\right)+C v_{i} w_{i}^{\top}(B-K D) X_{t-1} r_{t-1: 1}\left(\lambda_{i}\right)
$$

The Euclidean norm of bias is bounded by

$$
\begin{aligned}
\left\|b_{t}\right\|_{2} & \leq\left(\sum_{i=1}^{d}\|C\|_{2}\left\|v_{i} w_{i}^{\top}\right\|_{2}\|K\|_{2}\left\|Y_{t-1}\right\|_{2}+\|C\|_{2}\left\|v_{i} w_{i}^{\top}\right\|_{2}\left(\|B\|_{2}+\|K\|_{2}\|D\|_{2}\right)\left\|X_{t-1}\right\|_{2}\right) \sup _{\lambda}\|r(\lambda)\|_{2} \\
& \leq\left(d R_{P} R_{C}\left\|Y_{t-1}\right\|_{2}+d R_{P}^{2}\left(1+R_{C}\right)\left\|X_{t-1}\right\|_{2}\right) \sup _{\lambda}\|r(\lambda)\|_{2} \\
& \leq\left(d R_{P} R_{C}\left\|Y_{t-1}\right\|_{2}+d R_{P}^{2}\left(1+R_{C}\right) \sqrt{t} R_{x}\right)\left(C_{0} T \sqrt{\log T} c^{-k / \log T}\right)^{1 / 2}
\end{aligned}
$$

The first inequality uses simple properties such as sub-multiplicative and sub-additive properties of norm. The second inequality uses the upper bound assumptions on parameters.
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The third inequality is due to Lemma 2.8 .5 where $c=\exp \left(\pi^{2} / 8\right)$ and $C_{0}=43$. The squared approximation error is given by

$$
\left\|b_{t}\right\|_{2}^{2} \leq 2 d^{2}\left(1+R_{C}^{2}\right)\left(1+R_{P}^{2}\right)^{2}\left(\left\|Y_{t-1}\right\|_{2}^{2}+t R_{x}^{2}\right) C_{0} T \sqrt{\log T} c^{-k / \log T}
$$

Observe that $\left\|Y_{1: t}\right\|_{2}^{2} \leq\left\|Y_{1: t}\right\|_{F}^{2}=\left\|y_{1: t}\right\|_{2}^{2}$. By (2.20), the following holds with probability greater than $1-\delta$

$$
\left\|b_{t}\right\|_{2}^{2} \leq 12 d^{2}\left(1+R_{P}^{2}\right)^{3}\left(2 R_{x}^{2}+R_{C}\right)\left(1+R_{C}^{2}\right)(1+\gamma)^{4}(m T+\log (1 / \delta)) T^{3+2 \log (\gamma)} c^{-k / \log T} .
$$

We finish the proof by setting the number of filters $k$ such that the error is smaller than $\epsilon$, i.e.

$$
k \geq \frac{\log T}{\log c} \log \left(\frac{12 C_{0} d^{2}\left(1+R_{P}^{2}\right)^{3}\left(2 R_{x}^{2}+R_{C}\right)\left(1+R_{C}^{2}\right)(1+\gamma)^{4}(m T+\log (1 / \delta)) T^{3+2 \log (\gamma)}}{\epsilon}\right)
$$

Informally, the above theorem states that choosing $k \asymp_{M} \log (T) \log (T / \epsilon)$ is sufficient to ensure an approximation error smaller than $\epsilon$.

### 2.8.7 Regret decomposition

Recall the definitions of innovation $e_{t}$ and model bias $b_{t}$

$$
\begin{equation*}
e_{t}=y_{t}-\mathbb{E}\left[y_{t} \mid y_{1: t-1}, x_{1: t}\right]=y_{t}-m_{t} \quad \text { and } \quad b_{t}=\widetilde{\Theta} f_{t}-m_{t}=\widetilde{m}_{t}-m_{t} \tag{2.26}
\end{equation*}
$$

where $m_{t}$ is the predictions made by the Kalman filter in hindsight and $\widetilde{\Theta}$ is defined in (2.12). Let $\hat{m}_{t}$ be the predictions made by the algorithm. Regret can be written as

$$
\begin{aligned}
\operatorname{Regret}(T) & =\sum_{t=1}^{T}\left\|y_{t}-\hat{m}_{t}\right\|_{2}^{2}-\left\|y_{t}-m_{t}\right\|_{2}^{2} \\
& =\sum_{t=1}^{T}\left\|m_{t}+e_{t}-\hat{m}_{t}\right\|_{2}^{2}-\left\|e_{t}\right\|_{2}^{2} \\
& =\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2}-\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \\
& =\mathcal{L}(T)-\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right),
\end{aligned}
$$

where $\mathcal{L}(T)$ is the squared error between the Kalman filter predictions and algorithm predictions defined in (2.13). Recall the following notation

$$
Z_{t} \triangleq \alpha I+\sum_{i=1}^{t} f_{i} f_{i}^{\top}, \quad E_{t} \triangleq \sum_{i=1}^{t} e_{i} f_{i}^{\top}, \quad B_{t} \triangleq \sum_{i=1}^{t} b_{i} f_{i}^{\top}
$$

The error between the predictions made by our algorithm and Kalman filter can be written as

$$
\hat{m}_{t}-m_{t}=\hat{\Theta}^{(t)} f_{t}-\widetilde{\Theta} f_{t}+b_{t}=\left(\sum_{i=1}^{t-1} y_{i} f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t}
$$

The second equation uses the update rule of $\hat{\Theta}^{(t)}$ given in (2.10). Simple algebraic manipulations give

$$
\begin{aligned}
& \left(\sum_{i=1}^{t-1} y_{i} f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & \left(\sum_{i=1}^{t-1}\left[\widetilde{\Theta} f_{i}+b_{i}+e_{i}\right] f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & \left(\sum_{i=1}^{t-1}\left[\widetilde{\Theta} f_{i} f_{i}^{\top}+b_{i} f_{i}^{\top}+e_{i} f_{i}^{\top}\right]\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & \left(\sum_{i=1}^{t-1}\left[\widetilde{\Theta}\left(f_{i} f_{i}^{\top}+\frac{\alpha}{t-1} I-\frac{\alpha}{t-1} I\right)+b_{i} f_{i}^{\top}+e_{i} f_{i}^{\top}\right]\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & \widetilde{\Theta}\left(\alpha I+\sum_{i=1}^{t-1} f_{i} f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}-\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}+\left(\sum_{i=1}^{t-1} b_{i} f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}+\left(\sum_{i=1}^{t-1} e_{i} f_{i}^{\top}\right) Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & \widetilde{\Theta} Z_{t-1} Z_{t-1}^{-1} f_{t}-\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}+B_{t-1} Z_{t-1}^{-1} f_{t}+E_{t-1} Z_{t-1}^{-1} f_{t}-\widetilde{\Theta} f_{t}+b_{t} \\
= & E_{t-1} Z_{t-1}^{-1} f_{t}+B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}-\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t} .
\end{aligned}
$$

We apply the RMS-AM inequality to obtain an upper bound on $\mathcal{L}(T)$

$$
\begin{aligned}
\mathcal{L}(T) & =\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2} \\
& =\sum_{t=1}^{T}\left\|E_{t-1} Z_{t-1}^{-1} f_{t}+B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}-\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} \\
& \leq \sum_{t=1}^{T} 3\left\|E_{t-1} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2}+3\left\|B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}\right\|_{2}^{2}+3\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2}
\end{aligned}
$$
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Regret can thus be decomposed to the following terms

$$
\begin{aligned}
\operatorname{Regret}(T) & \leq \sum_{t=1}^{T} 3\left\|E_{t-1} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} & & \text { (least squares error) } \\
& +\sum_{t=1}^{T} 3\left\|B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}\right\|_{2}^{2} & & \text { (improper learning bias) } \\
& +\sum_{t=1}^{T} 3\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} & & \text { (regularization error) } \\
& -\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) & & \text { (innovation error) }
\end{aligned}
$$

We bound each of the first three terms by extracting a $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$, i.e. we write

$$
\begin{gathered}
\left\|E_{t-1} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} \leq \sup _{1 \leq t \leq T}\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \\
\left\|B_{t-1} Z_{t-1}^{-1} f_{t}+b_{t}\right\|_{2}^{2} \leq \sup _{1 \leq t \leq T}\left\|B_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}+\sum_{t=1}^{T}\left\|b_{t}\right\|_{2}^{2} \\
\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1} f_{t}\right\|_{2}^{2} \leq \sup _{1 \leq t \leq T}\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}
\end{gathered}
$$

In subsequent sections, we compute a high probability upper bound on $\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$ as well as the specific terms in the above decomposition that affect least squares error, improper learning bias, regularization error, and innovation error, proving that regret is bounded by polylog $(T)$.

### 2.8.8 Regret analysis

## High probability bound on $\operatorname{det}\left(Z_{t}\right)$

We start by deriving an upper bound on $\log \left(\operatorname{det}\left(Z_{t}\right)\right)$ as this quantity appears multiple times when analyzing regret. The following lemma provides a high probability bound on $\operatorname{det}\left(Z_{t}\right)$ for features defined in (2.9).

Lemma 2.8.7. (High probability upper bounds on $\operatorname{det}\left(\mathbf{Z}_{\mathbf{t}}\right)$ ) Assume as in Lemma 2.8.2 and let $Z_{t}=\alpha I+\sum_{i=1}^{t} f_{t} f_{t}^{\top}$. Then, for any $\delta \geq 0$
$\left.\mathbb{P}\left(\log \left(\operatorname{det}\left(Z_{t}\right)\right) \geq l \log \left[\alpha^{2}+8 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}\left(m t+\log \left(\frac{1}{\delta}\right)\right)\right) t^{3+2 \log (\gamma)}\right]\right) \leq \delta$.
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Proof. Let $l$ be the feature vector dimension. We have

$$
Z_{t}=\alpha I+\sum_{i=1}^{t} f_{t} f_{t}^{\top} \preceq \alpha I+\sum_{i=1}^{t}\left(f_{i}^{\top} f_{i}\right) I \quad \Rightarrow \quad \operatorname{det}\left(Z_{t}\right) \leq\left(\alpha^{2}+\sum_{i=1}^{t}\left\|f_{i}\right\|_{2}^{2}\right)^{l} .
$$

Recall the definition $\Psi_{t}=\left[\psi_{t}, \ldots, \psi_{1}\right]$ from Algorithm 1 and the compact representation for input features $\widetilde{x}_{t}=\left(\Psi_{t} \otimes I_{n}\right) x_{1: t}$ and output features $\widetilde{y}_{t}=\left(\Psi_{t} \otimes I_{n}\right) y_{1: t}$. Observe that $\left\|\Psi_{t}\right\|_{2} \leq 1$ since $\Psi_{t}$ is a block of eigenvector matrix of hankel matrix $H$. Thus the feature norm is bounded by

$$
\begin{aligned}
\left\|f_{t}\right\|_{2}^{2} & =\left\|\widetilde{y}_{t-1}\right\|_{2}^{2}+\left\|\widetilde{x}_{t-1}\right\|_{2}^{2}+\left\|x_{t}\right\|_{2}^{2} \\
& \leq k\left\|y_{1: t-1}\right\|_{2}^{2}+k\left\|x_{1: t-1}\right\|_{2}^{2}+R_{x}^{2} \\
& \leq k\left\|y_{1: t}\right\|_{2}^{2}+2 k t R_{x}^{2}
\end{aligned}
$$

From Lemma 2.8.2, with probability at least $1-\delta$

$$
\begin{aligned}
\left\|f_{t}\right\|_{2}^{2} & \leq 6 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}\left(m t+\log \left(\frac{1}{\delta}\right)\right) t^{2+2 \log (\gamma)}+2 k t R_{x}^{2} \\
& \leq 8 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}\left(m t+\log \left(\frac{1}{\delta}\right)\right) t^{2+2 \log (\gamma)}
\end{aligned}
$$

The above bound is increasing in $t$, therefore

$$
\mathbb{P}\left(\operatorname{det}\left(Z_{t}\right) \geq\left[\alpha^{2}+8 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}\left(m t+\log \left(\frac{1}{\delta}\right)\right) t^{3+2 \log (\gamma)}\right]^{l}\right) \leq \delta
$$

Given the PAC bound parameters $M$, if $k \asymp_{M} \operatorname{polylog}(T)$ (and hence $l=(m+n) k+n \asymp_{M}$ $\operatorname{polylog}(T))$, then the above lemma states that $\log \left(\operatorname{det}\left(Z_{t}\right)\right) \lesssim_{M} \operatorname{poly} \log (T)$.

## Self-normalizing vector martingales

We now prove a key result on vector self-normalizing martingales that is used multiple times throughout our regret analysis. The result is inspired by Theorem 1 of Abbasi-Yadkori et al. (2011), which provides a bound for self-normalizing martingales with scalar sub-Gaussian noise, and extend it to vector-valued sub-Gaussian noise with arbitrary covariance.

Theorem 2.8.1. (Bound on self-normalized vector martingale) Let $\left\{\mathcal{F}_{t}\right\}_{t=0}^{\infty}$ be a filtration. Let $e_{t} \in \mathbb{R}^{m}$ be $\mathcal{F}_{t}$ measurable and $e_{t} \mid \mathcal{F}_{t-1}$ to be conditionally $R_{V}$-sub-Gaussian. In other words, for all $t \geq 0$ and $\omega \in \mathbb{R}^{m}$

$$
\mathbb{E}\left[\exp \left(\omega^{\top} e_{t}\right) \mid \mathcal{F}_{t-1}\right] \leq \exp \left(R_{V}^{2}\|\omega\|_{2}^{2} / 2\right)
$$
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Let $f_{t} \in \mathbb{R}^{l}$ be an $\mathcal{F}_{t-1}$-measurable stochastic process. Assume that $Z$ is an $l \times l$ positive definite matrix. For any $t \geq 0$, define

$$
Z_{t}=Z_{0}+\sum_{i=1}^{t} f_{t} f_{t}^{\top} \quad \text { and } \quad E_{t}=\sum_{i=1}^{t} e_{i} f_{i}^{\top} .
$$

Then, for any $\delta>0$ and for all $t \geq 0$

$$
\mathbb{P}\left[\left\|E_{t} Z_{t}^{-1 / 2}\right\|_{2} \leq 8 R_{V}^{2} m+4 R_{V}^{2} \log \left(\frac{\operatorname{det}\left(Z_{t}\right)^{1 / 2} \operatorname{det}\left(Z_{0}\right)^{-1 / 2}}{\delta}\right)\right] \geq 1-\delta .
$$

Proof. We use an $\epsilon$-net argument. First, we establish control over $\left\|\omega^{\top} E_{t} Z_{t}^{-1 / 2}\right\|_{2}$ for all vectors $\omega$ in unit sphere $\mathcal{S}^{m-1}$. We will discretize the sphere using a net and finish by taking a union bound over all $\omega$ in the net.

Let $\mathcal{N}$ be an $\epsilon$-net of unit sphere $\mathcal{S}^{m-1}$ and set $\epsilon=1 / 2$. Corollary 4.2.13 in Vershynin (2018) states that the covering number for unit sphere $\mathcal{S}^{m-1}$ is given by

$$
|\mathcal{N}| \leq\left(\frac{2}{\epsilon}+1\right)^{m}=5^{m}
$$

$\omega^{\top} e_{i}$ is $R_{V}$-sub-Gaussian for any $\omega \in \mathcal{N}$. Therefore, for any $\omega \in \mathcal{N}$ and any $u \geq 0$, Theorem 1 in Abbasi-Yadkori et al. (2011) yields

$$
\mathbb{P}\left[\left\|\omega^{\top} E_{t} Z_{t}^{-1 / 2}\right\|_{2} \geq u\right] \leq \operatorname{det}\left(Z_{t}\right)^{1 / 2} \operatorname{det}\left(Z_{0}\right)^{-1 / 2} \exp \left(-\frac{u}{2 R_{V}^{2}}\right)
$$

Using Lemma 4.4.1 in Vershynin (2018), we have

$$
\left\|E_{t} Z_{t}^{-1 / 2}\right\|_{2} \leq 2 \sup _{\omega \in \mathcal{N}}\left\|\omega^{\top} E_{t} Z_{t}^{-1 / 2}\right\|_{2} .
$$

Taking a union bound over $\mathcal{N}$, we conclude that

$$
\begin{aligned}
\mathbb{P}\left[\left\|E_{t} Z_{t}^{-1 / 2}\right\|_{2} \geq u\right] & \leq \mathbb{P}\left[\sup _{\omega \in \mathcal{N}}\left\|\omega^{\top} E_{t} Z_{t}^{-1 / 2}\right\|_{2} \geq \frac{u}{2}\right] \\
& \leq \sum_{\omega \in \mathcal{N}} \mathbb{P}\left[\left\|\omega^{\top} E_{t} Z_{t}^{-1 / 2}\right\|_{2} \geq \frac{u}{2}\right] \\
& \leq \operatorname{det}\left(Z_{t}\right)^{1 / 2} \operatorname{det}\left(Z_{0}\right)^{-1 / 2} \exp \left(2 m-\frac{u}{4 R_{V}^{2}}\right) .
\end{aligned}
$$

The above theorem combined with the result of Lemma 2.8.7 immediately implies that for $k \asymp_{M} \operatorname{polylog}(T)$, we have $\left\|E_{t} Z_{t}^{-1 / 2}\right\|_{2} \lesssim_{M} \operatorname{polylog}(T)$ and $\left\|B_{t} Z_{t}^{-1 / 2}\right\|_{2} \lesssim_{M} \operatorname{polylog}(T)$ with high probability.
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## High probability bound on $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}$

In this section, we show that $\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim_{M} \operatorname{polylog}(T)$. The proof steps are summarized below.

Step 1. We show a high probability Löwner upper bound on $f_{t} f_{t}^{\top}$ in terms of $\alpha_{0} I+\mathbb{E}\left[f_{t} f_{t}^{\top}\right]$.
Step 2. We state the block-martingale small-ball condition and show that the process $\left\{f_{t}\right\}$ satisfies this condition. We prove a high probability lower bound on $Z_{t}$ in terms of the conditional covariance $\operatorname{cov}\left(f_{s+i} \mid \mathcal{F}_{i}\right)$ for large enough $s$.

Step 3. We define a filter quadratic function condition and prove that under this condition, there exists $c_{T} \asymp_{M}$ polylog $(T)$ such that $Z_{t}-\frac{1}{c_{T}} f_{t+1} f_{t+1}^{\top} \succeq 0$. By Schur complement lemma, this is equivalent to $\left\|Z_{t}^{-1 / 2} f_{t+1}\right\|_{2} \leq c_{T} \asymp_{M} \operatorname{polylog}(T)$.

Step 1. The following lemma establishes a high probability upper bound on $f_{t} f_{t}^{\top}$ based on the covariance of feature vector $f_{t}$.
Lemma 2.8.8. (High probability upper bound on $\mathbf{f}_{\mathbf{t}} \mathbf{f}_{\mathbf{t}}^{\top}$ ) Let $f_{t}$ be a zero-mean Gaussian random vector in $\mathbb{R}^{l}$ and let $\Sigma_{t}=\alpha_{0} I+\mathbb{E}\left[f_{t} f_{t}^{\top}\right]$ for a real $\alpha_{0}>0$. Then, for any $\delta>0$ and $\alpha_{0}>0$

$$
\mathbb{P}\left(f_{t} f_{t}^{\top} \preceq[2 l+4 \log (1 / \delta)] \Sigma_{t}\right) \geq 1-\delta,
$$

and if $\Sigma_{t}$ is invertible, the results holds for $\alpha_{0}=0$.
Proof. Consider the random vector $\Sigma_{t}^{-1 / 2} f_{t}$. Jensen's inequality gives

$$
\mathbb{E}\left\|\Sigma_{t}^{-1 / 2} f_{t}\right\|_{2} \leq \sqrt{\mathbb{E}\left[f_{t}^{\top} \Sigma_{t}^{-1} f_{t}\right]}=\sqrt{\operatorname{tr}\left(\Sigma_{t}^{-1} E\left[f_{t} f_{t}^{\top}\right]\right)} \leq \sqrt{l}
$$

By standard bounds on tails of sub-gaussian random variables (for example, see Exercise 6.3.5 in Vershynin (2018)), for any $\delta>0$

$$
\mathbb{P}\left(\left\|\Sigma_{t}^{-1 / 2} f_{t}\right\|_{2}>\sqrt{l}+\sqrt{2 \log \frac{1}{\delta}}\right) \leq \delta
$$

Let $c=2 l+4 \log \frac{1}{\delta}$. Then, the above bound implies

$$
\mathbb{P}\left(f_{t}^{\top} \Sigma_{t}^{-1} f_{t} \leq c\right) \geq 1-\delta
$$

Using Schur complement method, $c-f_{t}^{\top} \Sigma_{t}^{-1} f_{t} \geq 0$ if and only if the following matrix is positive semi-definite

$$
\left[\begin{array}{cc}
\Sigma_{t} & f_{t} \\
f_{t}^{\top} & c
\end{array}\right] \succeq 0
$$

Using the other Schur complement, this is only true if and only if $\Sigma_{t}-\frac{1}{c} f_{t} f_{t}^{\top} \succeq 0$, which concludes the proof.
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Step 2. To capture the excitation behavior of features, we use the martingale small-ball condition (Mendelson, 2014; Simchowitz et al., 2018).

Definition 2.2. (Martingale small-ball) Let $\left\{f_{t}\right\}_{t \geq 1}$ be an $\mathcal{F}_{t}$-adapted random processes taking values in $\mathbb{R}^{l}$. We say that $\left\{f_{t}\right\}_{t \geq 1}$ satisfies the $\left(s, \Gamma_{s b}, p\right)$-block martingale small-ball (BMSB) condition for $\Gamma_{s b} \succ 0$ if for any $t \geq 1$ and for any fixed $\omega$ in unit sphere $\mathcal{S}^{l-1}$

$$
\frac{1}{s} \sum_{i=1}^{s} \mathbb{P}\left(\left|w^{\top} f_{t+i}\right| \geq \sqrt{w^{\top} \Gamma_{\mathrm{sb}} w} \mid \mathcal{F}_{t}\right) \geq p
$$

To show the process $\left\{f_{t}\right\}_{t \geq 1}$ satisfy a BMSB condition, we first show that the conditional covariance of features is increasing in the positive semi-definite cone.

Lemma 2.8.9. (Monotonicity of conditional covariance of features) Let $\phi_{1}, \ldots, \phi_{k}$ for $k \leq$ $T$ be a set of $T$-dimensional orthogonal vectors and let $\psi_{i}=\left[\phi_{1}(i), \ldots, \phi_{k}(i)\right]^{\top}$ be a $k$ dimensional vector. Consider system (4) and define the following for all $t \geq 2$

$$
\begin{equation*}
f_{t}=\psi_{1} \otimes y_{t-1}+\cdots+\psi_{t-1} \otimes y_{1} . \tag{2.27}
\end{equation*}
$$

Let $\mathcal{F}_{t}=\sigma\left\{\eta_{0}, \ldots, \eta_{t-1}, \zeta_{1}, \ldots, \zeta_{t}\right\}$. Then, $\operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{t}\right)$ is independent of $t$ and increases with $i$ in the positive semi-definite cone.

Proof. Expanding $y_{i}$ in definition of $f_{t}$ in (2.27) based on system (2.4), we have

$$
\begin{aligned}
f_{t+i}-\mathbb{E}\left[f_{t+i} \mid \mathcal{F}_{t}\right] & =\left(\psi_{1} \otimes C\right) \eta_{t+i-2} \\
& +\left(\psi_{2} \otimes C+\psi_{1} \otimes C A\right) \eta_{t+i-3} \\
& +\ldots \\
& +\left(\psi_{i-1} \otimes C+\cdots+\psi_{1} \otimes C A^{i-2}\right) \eta_{t} \\
& +\psi_{1} \otimes \zeta_{t+i-1}+\cdots+\psi_{i-1} \otimes \zeta_{t+1}
\end{aligned}
$$

Recall that $\mathbb{E}\left[\eta_{t} \eta_{t}^{\top}\right]=Q, \mathbb{E}\left[\zeta_{t} \zeta_{t}^{\top}\right]=R$ and that the process noise and the observation noise are i.i.d. Therefore,

$$
\begin{align*}
\operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{t}\right) & =\left(\psi_{1} \otimes C\right) Q\left(\psi_{1} \otimes C\right)^{\top} \\
& +\left(\psi_{2} \otimes C+\psi_{1} \otimes C A\right) Q\left(\psi_{2} \otimes C+\psi_{1} \otimes C A\right)^{\top} \\
& +\ldots  \tag{2.28}\\
& +\left(\psi_{i-1} \otimes C+\cdots+\psi_{1} \otimes C A^{i-2}\right) Q\left(\psi_{i-1} \otimes C+\cdots+\psi_{1} \otimes C A^{i-2}\right)^{\top} \\
& +\psi_{1} \otimes R \psi_{1}^{\top} \otimes I_{m}+\cdots+\psi_{i-1} \otimes R \psi_{i-1}^{\top} \otimes I_{m}
\end{align*}
$$

Observe that the conditional covariance is independent of $t$. Furthermore, all terms in the above sum are positive semi-definite; increasing $i$ only adds two additional positive semidefinite terms. It follows that

$$
\operatorname{cov}\left(f_{t+i+1} \mid \mathcal{F}_{t}\right) \succeq \operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{t}\right)
$$
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Equipped with the result of the above lemma, we now show that $\left\{f_{t}\right\}_{t \geq 1}$ satisfy a BMSB condition.

Lemma 2.8.10. (BMSB condition) Consider the process $\left\{f_{t}\right\}_{t \geq 1}$ defined in Lemma 2.8.9 and let $\Gamma_{i}=\operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{t}\right)$. For any $1 \leq s \leq T$, the process $\left\{f_{t}\right\}_{t \geq 1}$ satisfies the $\left(s, \Gamma_{s / 2}, 3 / 20\right)$ BMSB condition.

Proof. Note that $\omega^{\top} f_{t+i} \mid \mathcal{F}_{t}$ has a Gaussian distribution with variance $\sqrt{\omega^{\top} \Gamma_{i} \omega}$. By an application of Paley-Zygmund inequality, one has

$$
\mathbb{P}\left(\left|w^{\top} f_{t+i}\right| \geq \sqrt{w^{\top} \Gamma_{i} w} \mid \mathcal{F}_{t}\right) \geq \mathbb{P}\left(\left|w^{\top} f_{t+i}-\mathbb{E}\left[w^{\top} f_{t+i} \mid \mathcal{F}_{t}\right]\right| \geq \sqrt{w^{\top} \Gamma_{i} w} \mid \mathcal{F}_{t}\right) \geq \frac{3}{10}
$$

Let $1 \leq s^{\prime} \leq s$. By Lemma 2.8.9, $\Gamma_{i}$ is increasing in $i$. Therefore,

$$
\begin{align*}
\frac{1}{s} \sum_{i=1}^{s} \mathbb{P}\left(\left|w^{\top} f_{t+i}\right| \geq \sqrt{w^{\top} \Gamma_{s^{\prime}} w} \mid \mathcal{F}_{t}\right) & \geq \frac{1}{s} \sum_{i=s^{\prime}}^{s} \mathbb{P}\left(\left|w^{\top} f_{t+i}\right| \geq \sqrt{w^{\top} \Gamma_{s^{\prime}} w} \mid \mathcal{F}_{t}\right) \\
& \geq \frac{1}{s} \sum_{i=s^{\prime}}^{s} \mathbb{P}\left(\left|w^{\top} f_{t+i}\right| \geq \sqrt{w^{\top} \Gamma_{i} w} \mid \mathcal{F}_{t}\right) \quad \text { ( } \Gamma_{i} \text { increasing) } \\
& \geq \frac{3}{10} \frac{s-s^{\prime}+1}{s} . \quad \text { (Paley-Zygmund } \tag{Paley-Zygmund}
\end{align*}
$$

Choosing $s^{\prime}=s / 2$ shows that $f_{t}$ satisfies $\left(s, \Gamma_{s / 2}, 3 / 20\right)$ small-ball condition.
The small-ball condition can be used to establish high probability lower bound on $\sigma_{\min }\left(Z_{t}\right)$, as shown by the following lemma.

Lemma 2.8.11. (Lower bound on $\mathbf{Z}_{\mathbf{t}}$ ) Consider the process $\left\{f_{t}\right\}_{t \geq 1}$ defined in Lemma 2.8.9 and let $Z_{t}=\alpha I+\sum_{i=1}^{t} f_{i} f_{i}^{\top}$ for regularization parameter $\alpha>0$. For $\delta, \alpha_{0}>0$ let

$$
\Gamma_{i}=\operatorname{cov}\left(f_{t+i} \mid \mathcal{F}_{i}\right), \quad \Gamma_{\max }=t[2 l+4 \log (2 / \delta)]\left[\alpha_{0} I+\Gamma_{t}\right] .
$$

For any $\delta>0$ if $s$ satisfies the following

$$
s \leq \frac{t p^{2} / 10}{\log \operatorname{det}\left(\Gamma_{\max }\right)-l \log (\alpha)-\log (2 / \delta)},
$$

then

$$
\mathbb{P}\left(Z_{t} \succeq \frac{\alpha}{2} I+\frac{s\lfloor t / s\rfloor p^{2} \Gamma_{s / 2}}{16}\right) \geq 1-\delta .
$$

Proof. According to Lemma 2.8.10, $\left\{f_{t}\right\}_{t \geq 1}$ satisfies the $\left(s, \Gamma_{s / 2}, p=3 / 20\right)$-BMSB condition. The following lemma from Simchowitz et al. (2018) gives tail probabilities for real-valued processes that satisfy a small-ball condition. Note that our notation for small ball condition in real-valued processes slightly differs from Simchowitz et al. (2018) which results in a slight difference in the statement of the lemma below.
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Lemma 2.8.12. (Tail bounds for small-ball processes) If a real-valued process $\left\{z_{t}\right\}_{t \geq 1}$ satisfies the $(s, \sigma, p)$-BMSB condition, then

$$
\mathbb{P}\left(\sum_{i=1}^{t} z_{i}^{2} \leq \frac{p^{2} \sigma}{8} s\lfloor t / s\rfloor\right) \leq \exp \left(-\frac{\lfloor t / s\rfloor p^{2}}{8}\right)
$$

For a fixed $\omega \in \mathcal{S}^{l-1}$, the process $\left\{\omega^{\top} f_{t}\right\}_{t \geq 1}$ satisfies $\left(s, \omega^{\top} \Gamma_{s / 2} \omega, p\right)$. Using the above lemma, we have

$$
\mathbb{P}\left(\omega^{\top}\left(\sum_{i=1}^{t} f_{i} f_{i}^{\top}\right) \omega \leq \frac{p^{2} \omega^{\top} \Gamma_{s / 2} \omega}{8} s\lfloor t / s\rfloor\right) \leq \exp \left(-\frac{\lfloor t / s\rfloor p^{2}}{8}\right)
$$

For large enough $t$, we can convert this high probability bound to obtain a uniform Löwner lower bound on $Z_{t}$ by a discretization argument.

Given a regularization parameter $\alpha>0$, define

$$
\Gamma_{\min }=\alpha I+\frac{s\lfloor t / s\rfloor p^{2} \Gamma_{s / 2}}{8}
$$

Define the following events

$$
\mathcal{E}_{1}=\left\{Z_{t} \succeq \frac{\Gamma_{\min }}{2}\right\} \quad \text { and } \quad \mathcal{E}_{2}=\left\{Z_{t} \preceq \Gamma_{\max }\right\} .
$$

We have $\mathbb{P}\left(\mathcal{E}_{1}^{c}\right) \leq \mathbb{P}\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right)+\mathbb{P}\left(\mathcal{E}_{2}^{c}\right)$, where $\mathbb{P}\left(\mathcal{E}_{2}^{c}\right)$ is bounded by $\delta / 2$ according to Lemma 2.8.8. Let $\mathcal{S}_{\Gamma_{\mathrm{sb}}}=\left\{\omega: \omega^{\top} \Gamma_{\mathrm{sb}} \omega=1\right\}$ and let $\mathcal{T}$ be a $1 / 4$-net of $\mathcal{S}_{\Gamma_{\mathrm{sb}}}$ in the norm $\left\|\Gamma_{\max }^{1 / 2}(.)\right\|_{2}$. By Lemma 4.1 and Lemma D. 1 in Simchowitz et al. (2018), we can write

$$
\begin{aligned}
\mathbb{P}\left(\mathcal{E}_{1}^{c} \cap \mathcal{E}_{2}\right) & =\mathbb{P}\left(\left\{Z_{t} \nsucceq \frac{\Gamma_{\min }}{2}\right\} \cap\left\{Z_{t} \preceq \Gamma_{\max }\right\}\right) \\
& \leq \mathbb{P}\left(\left\{\exists \omega \in \mathcal{T}:\left\|Z_{t} \omega\right\|^{2}<\omega^{\top} \Gamma_{\min } \omega\right\} \cap\left\{Z_{t} \preceq \Gamma_{\max }\right\}\right) \\
& \leq \exp \left(-\frac{\lfloor t / s\rfloor p^{2}}{8}+\log \operatorname{det}\left(\Gamma_{\max } \Gamma_{\min }^{-1}\right)\right) \\
& \leq \exp \left(-\frac{t p^{2}}{10 s}+\log \frac{\operatorname{det}\left(\Gamma_{\max }\right)}{\alpha^{l}}\right)
\end{aligned}
$$

Setting $s$ such that the above probability is bounded by $\delta / 2$

$$
s \leq \frac{t p^{2} / 10}{\log \operatorname{det}\left(\Gamma_{\max }\right)-l \log (\alpha)+\log (2 / \delta)}
$$

we conclude that $\mathbb{P}\left(\mathcal{E}_{1}^{c}\right) \leq \delta / 2+\delta / 2=\delta$.
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Step 3. So far we have computed a lower bound on $Z_{t}$ and an upper bound on $f_{t} f_{t}^{\top}$ and our goal is to show that there exists $c_{T} \asymp_{M} \operatorname{polylog}(T)$ such that $Z_{t}-\frac{1}{c_{T}} f_{t} f_{t}^{\top} \succeq 0$. This inequality, however, does not hold for any set of orthonormal filters $\phi_{1}, \ldots, \phi_{k}$. We identify an assumption connecting filters with transition matrix $A$ that ensures $Z_{t}-\frac{1}{c_{T}} f_{t} f_{t}^{\top} \succeq 0$. This assumption is based on a filter quadratic function, which we restate below.

Definition 2.3. (Filter quadratic function) Let $\phi_{1}, \ldots, \phi_{k}$ for $k \leq T$ be a set of $T$ dimensional vectors, let $\psi_{i}=\left[\phi_{1}(i), \ldots, \phi_{k}(i)\right]^{\top}$ be a $k$-dimensional vector, and let $\psi_{i}^{(d)}=$ $\psi_{i} \otimes I_{d}$, for any $d \geq 1$. For any matrix $A \in \mathbb{R}^{d \times d}$, the following matrix is called the filter quadratic function of $\psi$ with respect to $A$

$$
\begin{aligned}
\Omega_{t}(A ; \psi) & =\left(\psi_{1}^{(d)}\right)\left(\psi_{1}^{(d)}\right)^{\top}+\left(\psi_{2}^{(d)}+\psi_{1}^{(d)} A\right)\left(\psi_{2}^{(d)}+\psi_{1}^{(d)} A\right)^{\top}+\ldots \\
& +\left(\psi_{t-1}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-2}\right)\left(\psi_{t-1}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-2}\right)^{\top} .
\end{aligned}
$$

In the following lemma, we show that a condition on filter quadratic function implies $t \Gamma_{s / 2}-\Gamma_{t+1} / c_{0} \succeq 0$ for a constant $c_{0}$.

Lemma 2.8.13. (Filter quadratic condition) Assume as in Lemma 2.8.9 and let $\kappa$ be the maximum condition number of $Q$ and $R$. For any $A$, if there exists $t_{0} \geq 1$ for which there exists s such that

$$
t \Omega_{s / 2}(A ; \psi)-\Omega_{t+1}(A ; \psi) \succeq 0, \quad \forall t \geq t_{0}
$$

then $t \Gamma_{s / 2}-\Gamma_{t+1} / c_{0} \succeq 0$, where $c_{0} \geq \kappa$.
Proof. Let $\psi_{i}^{(m)}=\psi_{i} \otimes I_{m}$. Recall the expression of the conditional covariance of $f_{t}$ given in (2.28):

$$
\begin{aligned}
\Gamma_{t} & =\left(\psi_{1}^{(m)} C\right) Q\left(\psi_{1}^{(m)} C\right)^{\top} \\
& +\left(\psi_{2}^{(m)} C+\psi_{1}^{(m)} C A\right) Q\left(\psi_{2}^{(m)} C+\psi_{1}^{(m)} C A\right)^{\top} \\
& +\ldots \\
& +\left(\psi_{t-1}^{(m)} C+\cdots+\psi_{1}^{(m)} C A^{t-2}\right) Q\left(\psi_{t-1}^{(m)} C+\cdots+\psi_{1}^{(m)} C A^{t-2}\right)^{\top} \\
& +\psi_{1}^{(m)} R\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t-1}^{(m)} R\left(\psi_{t-1}^{(m)}\right)^{\top}
\end{aligned}
$$

Define the following terms
$\Gamma_{t}^{(Q)} \triangleq\left(\psi_{1}^{(m)} C\right) Q\left(\psi_{1}^{(m)} C\right)^{\top}+\cdots+\left(\psi_{t-1}^{(m)} C+\cdots+\psi_{1}^{(m)} C A^{t-2}\right) Q\left(\psi_{t-1}^{(m)} C+\cdots+\psi_{1}^{(m)} C A^{t-2}\right)^{\top}$,
$\Gamma_{t}^{(R)} \triangleq \psi_{1}^{(m)} R\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t-1}^{(m)} R\left(\psi_{t-1}^{(m)}\right)^{\top}$,
where $\Gamma_{t}=\Gamma_{t}^{(Q)}+\Gamma_{t}^{(R)}$. In order to show $t \Gamma_{s / 2}-\Gamma_{t+1} / c_{0} \succeq 0$, it is sufficient to show

$$
t \Gamma_{s / 2}^{(Q)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(Q)} \succeq 0 \quad \text { and } \quad t \Gamma_{s / 2}^{(R)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(R)} \succeq 0 .
$$
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Let $R_{C}=\max \left\{\|R\|_{2},\|Q\|_{2}\right\}$ and $\sigma_{r}=\min \left\{\sigma_{\min }(Q), \sigma_{\min }(R)\right\}$. For $t \Gamma_{s / 2}^{(R)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(R)}$, we have

$$
\begin{aligned}
& \sigma_{r}\left[\psi_{1}^{(m)}\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t}^{(m)}\left(\psi_{t}^{(m)}\right)^{\top}\right] \\
\preceq & \psi_{1}^{(m)} R\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t}^{(m)} R\left(\psi_{t}^{(m)}\right)^{\top} \\
\preceq & R_{C}\left[\psi_{1}^{(m)}\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t}^{(m)}\left(\psi_{t}^{(m)}\right)^{\top}\right] .
\end{aligned}
$$

Setting $c_{0}=R_{C} / \sigma_{r}$, gives

$$
\begin{aligned}
& t \Gamma_{s / 2}^{(R)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(R)} \\
\succeq & \sigma_{r} t\left[\psi_{1}^{(m)}\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{s / 2-1}^{(m)}\left(\psi_{s / 2-1}^{(m)}\right)^{\top}\right]-\sigma_{r}\left[\psi_{1}^{(m)}\left(\psi_{1}^{(m)}\right)^{\top}+\cdots+\psi_{t}^{(m)}\left(\psi_{t}^{(m)}\right)^{\top}\right] \succeq 0 .
\end{aligned}
$$

The last matrix is positive semi-definite based on assumption (2.29) when $A=0$. For $t \Gamma_{s / 2}^{(Q)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(Q)}$, write

$$
\psi_{i}^{(m)} C=\left[\begin{array}{c}
\phi_{i}^{1} C \\
\phi_{i}^{2} C \\
\vdots \\
\phi_{i}^{k} C
\end{array}\right]_{k m \times d}=\left[\begin{array}{cccc}
C & 0 & \ldots & 0 \\
0 & C & \ldots & 0 \\
\vdots & & & \\
0 & 0 & \ldots & C
\end{array}\right]_{k m \times k d}\left[\begin{array}{c}
\phi_{i}^{1} I_{d} \\
\phi_{i}^{2} I_{d} \\
\vdots \\
\phi_{i}^{k} I_{d}
\end{array}\right]_{k d \times d}=\mathbf{C} \psi_{i}^{(d)}
$$

We have

$$
\Gamma_{t+1}^{(Q)}=\mathbf{C}\left[\psi_{1}^{(d)} Q\left(\psi_{1}^{(d)}\right)^{\top}+\cdots+\left(\psi_{t}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-1}\right) Q\left(\psi_{t}^{(d)}+\cdots+\psi_{1}^{(d)} A^{t-1}\right)^{\top}\right] \mathbf{C}^{\top}
$$

By a similar argument and given assumption (2.29), we have $t \Gamma_{s / 2}^{(Q)}-\frac{1}{c_{0}} \Gamma_{t+1}^{(Q)} \succeq 0$.
Remark 2.3. When $A$ is symmetric $\left(A=U D U^{\top}\right)$, the positive semi-definite condition filter quadratic function can be further simplified to $t \Omega_{s / 2}(D ; \psi)-\Omega_{t+1}(D ; \psi) \succeq 0$ for all diagonal matrices $D$ with $\left|D_{i i}\right| \leq 1$.

In the following lemma, we show a high probability upper bound on $\left\|Z_{t}^{-1 / 2} f_{t+1}\right\|_{2}$.
Lemma 2.8.14. ( $\left\|\mathbf{Z}_{\mathbf{t}}^{-\mathbf{1} / \mathbf{2}} \mathbf{f}_{\mathbf{t}+\mathbf{1}}\right\|_{\mathbf{2}}$ upper bound) Assume as in Lemma 2.8.9 and let $\kappa$ be the maximum condition number of $Q$ and $R$. Define the following for all $t \geq 1$, regularization parameter $\alpha>0, p=3 / 20$, and fix $0<\alpha_{0} \leq 200 \alpha$ and $\delta>0$

$$
Z_{t}=\alpha I+\sum_{i=1}^{t} f_{i} f_{i}^{\top}, \quad \Gamma_{\max }=t[2 k m+4 \log (4 / \delta)]\left[\alpha_{0} I+\Gamma_{t}\right], \quad \Gamma_{\min }=\alpha I+\frac{s\lfloor t / s\rfloor p^{2} \Gamma_{s / 2}}{8}
$$

For any $A$, suppose that there exists $t_{0} \geq 1$ for which there exists $s$ such that

$$
\begin{equation*}
s \leq \frac{t p^{2} / 10}{\log \operatorname{det}\left(\Gamma_{\max }\right)-l \log (\alpha)+\log (4 / \delta)}, \quad t \Omega_{s / 2}(A ; \psi)-\Omega_{t+1}(A ; \psi) \succeq 0 \tag{2.29}
\end{equation*}
$$

Then, for all $t \geq t_{0}$ with probability at least $1-\delta$

$$
\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \leq 10 \kappa(2 m k+4 \log (2 / \delta)) / p^{2}
$$
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Proof. Let $c_{T}=10 \kappa(2 m k+4 \log (2 / \delta)) / p^{2}$. With probability at least $1-\delta$, we lower bound $\sum_{i=1}^{t} f_{i} f_{i}^{\top}$ by Lemma 2.8.11 and upper bound $\frac{1}{c_{T}} f_{t+1} f_{t+1}^{\top}$ by Lemma 2.8.8

$$
\begin{aligned}
Z_{t}-\frac{1}{c_{T}} f_{t+1} f_{t+1}^{\top} & =\alpha I+\sum_{i=1}^{t} f_{i} f_{i}^{\top}-\frac{1}{c} f_{t+1} f_{t+1}^{\top} \\
& \succeq \frac{\alpha}{2} I+\frac{p^{2}}{10} t \Gamma_{s / 2}-\frac{p^{2}}{10} \alpha_{0} I-\frac{p^{2}}{10} \frac{1}{c_{0}} \Gamma_{t+1} \\
& \succeq(1) \\
& \frac{p^{2}}{10} t \Gamma_{s / 2}-\frac{p^{2}}{10} \frac{1}{c_{0}} \Gamma_{t+1} \\
& \succeq(2)
\end{aligned}
$$

where inequality (1) is due to the assumption $\alpha_{0} \leq 200 \alpha$ and (2) uses the result of Lemma 2.8.13.

Using Schur complement lemma, $Z_{t}-\frac{1}{c_{T}} f_{t+1} f_{t+1}^{\top}$ is positive semi-definite if and only if the following matrix is positive semi-definite

$$
\left[\begin{array}{cc}
Z_{t} & f_{t+1} \\
f_{t+1}^{\top} & c_{T} .
\end{array}\right]
$$

Using the other Schur complement, this is true if and only if $c_{T}-f_{t+1}^{\top} Z_{t}^{-1} f_{t} \geq 0$. Equivalently,

$$
Z_{t}-\frac{1}{c_{T}} f_{t+1} f_{t+1}^{\top} \succeq 0 \quad \Leftrightarrow \quad\left\|Z_{t}^{-1 / 2} f_{t+1}\right\|_{2} \leq c_{T}
$$

which concludes the proof.
The above lemma states that if $k \asymp_{M} \operatorname{polylog}(T)$ then $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim_{M} \operatorname{polylog}(T)$ with high probability.

## Proof of Lemma 2.1

We now prove that $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim_{M}$ polylog $(T)$ implies $\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim_{M} \operatorname{polylog}(T)$. We first present a lemma inspired by Lemma 2 of Lai et al. (1982).
Lemma 2.8.15. (Upper bound on $\sum_{\mathbf{i}=\mathbf{1}}^{\mathbf{t}}\left\|\mathbf{Z}_{\mathbf{i}}^{-\mathbf{1} / \mathbf{2}} \mathbf{f}_{\mathbf{i}}\right\|_{\mathbf{2}}^{\mathbf{2}}$ ) Let $f_{1}, \ldots, f_{t}$ be l-dimensional vectors and $Z_{0}$ an $l \times l$ positive definite matrix. Define $Z_{t}=Z_{0}+\sum_{i=1}^{t} f_{i} f_{i}^{\top}$. Then,

$$
\sum_{i=1}^{t} f_{i}^{\top} Z_{i}^{-1} f_{i} \leq \log \left(\frac{\operatorname{det}\left(Z_{t}\right)}{\operatorname{det}\left(Z_{0}\right)}\right)
$$
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Proof. First, note that $Z_{t}$ is positive definite and has a positive determinant for all $t \geq 1$. Using matrix determinant lemma, we have

$$
\operatorname{det}\left(Z_{t-1}\right)=\operatorname{det}\left(Z_{t}-f_{t} f_{t}^{\top}\right)=\operatorname{det}\left(Z_{t}\right)\left(1-f_{t}^{\top} Z_{t}^{-1} f_{t}\right) \Rightarrow f_{t}^{\top} Z_{t}^{-1} f_{t}=\frac{\operatorname{det}\left(Z_{t}\right)-\operatorname{det}\left(Z_{t-1}\right)}{\operatorname{det}\left(Z_{t}\right)}
$$

Since $Z_{i} \succeq Z_{i-1}$, we have $\operatorname{det}\left(Z_{i}\right) \geq \operatorname{det}\left(Z_{i-1}\right)$. We write

$$
\sum_{i=1}^{t} f_{i}^{\top} Z_{i}^{-1} f_{i}=\sum_{i=1}^{t} 1-\frac{\operatorname{det}\left(Z_{i-1}\right)}{\operatorname{det}\left(Z_{i}\right)} \leq \sum_{i=1}^{t} \log \left(\frac{\operatorname{det}\left(Z_{i}\right)}{\operatorname{det}\left(Z_{i-1}\right)}\right)=\log \left(\frac{\operatorname{det}\left(Z_{t}\right)}{\operatorname{det}\left(Z_{0}\right)}\right)
$$

where we used the fact that $1-x \leq \log (1 / x)$ for $x \leq 1$.
We are now ready to prove Lemma 2.1.
Proof of Lemma 2.1. The first claim is already proved in Lemma 2.8.10. We focus on proving the second claim. Recall the result of Lemma 2.8.15, which states that

$$
\sum_{t=1}^{T} f_{t}^{\top} Z_{t}^{-1} f_{t} \leq \log \left(\frac{\operatorname{det}\left(Z_{T}\right)}{\operatorname{det}(\alpha I)}\right)
$$

Using matrix determinant lemma, the above is equivalent to

$$
\sum_{t=1}^{T} \frac{f_{t}^{\top} Z_{t-1}^{-1} f_{t}}{1+f_{t}^{\top} Z_{t-1}^{-1} f_{t}} \leq \log \left(\frac{\operatorname{det}\left(Z_{T}\right)}{\operatorname{det}(\alpha I)}\right)
$$

By Lemma 2.8.7, $\log \operatorname{det}\left(Z_{t}\right)$ is bounded by polylog $(T)$ with high probability since $k \asymp_{M}$ polylog $(T)$. Furthermore, by Lemma 2.8.14, $\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim_{M}$ polylog $(T)$ with high probability. Concretely,

$$
\begin{aligned}
& \mathbb{P}\left(\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \leq 10 \kappa(2 m k+4 \log (2 / \delta)) / p^{2}\right) \geq 1-\delta \\
& \mathbb{P}\left(\log \left(\operatorname{det}\left(Z_{t}\right)\right) \leq m k \log \left[\alpha^{2}+8 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}(m t-\log (\delta)) t^{3+2 \log (\gamma)}\right]\right) \geq 1-\delta
\end{aligned}
$$

Therefore, we can apply Lemma 2.8.20 by combining the two bounds and taking a union bound

$$
\begin{aligned}
& R_{Z}(T) \triangleq m k \log \left[\alpha^{2}+8 k\left(R_{P}^{2}+1\right)\left(R_{x}^{2}+R_{C}\right)(1+\gamma)^{4}(m T-\log (\delta)) T^{3+2 \log (\gamma)}\right] \\
& \mathbb{P}\left\{\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \leq\left(1+\frac{10 \kappa(2 m k+4 \log (4 / \delta)}{p^{2}}\right)\left(R_{Z}(T)-m k \log (\alpha)\right)\right\} \geq 1-\delta
\end{aligned}
$$
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## Regularization term

The following lemma computes an upper bound on the 2-norm of the relaxed model parameters $\widetilde{\Theta}$.

Lemma 2.8.16. (Model parameter bound) Consider system (2.4) and let $k$ be the number of spectral filters and $\widetilde{\Theta}$ be the parameters defined in (2.12). If $\left\|\mathcal{O}_{t}\right\|_{2},\left\|\mathcal{C}_{t}\right\|_{2} \leq R_{K}$ and $\|D\|_{2} \leq$ $R_{P}$ then,

$$
\|\widetilde{\Theta}\|_{2} \leq 2 k R_{K}+R_{P}
$$

Proof. Parameter matrix $\widetilde{\Theta}$ is the concatenation of coefficients of features $\widetilde{y}_{t-1}, \widetilde{x}_{t-1}, x_{t}$. By matrix norm properties,

$$
\|\widetilde{\Theta}\|_{2} \leq\|D\|_{2}+\sum_{j=1}^{k}\left\|\sum_{i=1}^{d} C v_{i} w_{i}^{\top} K\left\langle\mu\left(\lambda_{i}\right), \phi_{j}\right\rangle\right\|_{2}+\left\|\sum_{i=1}^{d} C v_{i} w_{i}^{\top}(B-K D)\left\langle\mu\left(\lambda_{i}\right), \phi_{j}\right\rangle\right\|_{2} .
$$

Recall that $\left\{\lambda_{i}\right\}_{i=1}^{k},\left\{v_{i}\right\}_{i=1}^{k}$, and $\left\{w_{i}^{\top}\right\}_{i=1}^{k}$ are the top $k$ eigenvalues, right eigenvectors, and left eigenvectors of $G$, respectively. Write

$$
\left\|\sum_{i=1}^{d} C v_{i} w_{i}^{\top} K\left\langle\mu\left(\lambda_{i}\right), \phi_{j}\right\rangle\right\|_{2}=\left\|\sum_{t=1}^{T} C G^{T-t} K \phi_{j}(t)\right\|_{2}=\left\|\mathcal{O}_{T} \phi_{j}\right\|_{2} \leq R_{K}
$$

and similarly,

$$
\left\|\sum_{i=1}^{d} C v_{i} w_{i}^{\top}(B-K D)\left\langle\mu\left(\lambda_{i}\right), \phi_{j}\right\rangle\right\|_{2}=\left\|\mathcal{C}_{T} \phi_{j}\right\|_{2} \leq R_{K}
$$

Summing all terms gives the final bound.
Lemma 2.8.17. (Regularization term bound) Assume as in Lemma 2.8.16 and let $Z_{t}=$ $\alpha I+f_{t} f_{t}^{\top}$. If $\alpha \leq 1 /\|\widetilde{\Theta}\|_{2}^{2}$, then

$$
\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \leq 1
$$

Proof. The regularization term implies $Z_{t} \succeq \alpha I$ and thus $\left\|Z_{t}^{-1 / 2}\right\|_{2}^{2} \leq 1 / \alpha$. By norm properties

$$
\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \leq \alpha^{2}\|\widetilde{\Theta}\|_{2}^{2}\left\|Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \leq 1
$$
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## Innovation error

The following lemma, based on the analysis given by Tsiamis and Pappas (2020), shows that the innovation error is bounded by $\sqrt{\mathcal{L}(T)}$ (defined in (2.13)).

Lemma 2.8.18. (Innovation error bound) Let $\mathcal{L}(T)=\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2}$ be the squared error between Kalman predictions in hindsight and predictions by Algorithm 1. Assume that the innovation covariance matrix has a bounded norm $\|V\|_{2} \leq R_{V}$. For all $\delta>0$, the following holds with probability greater than $1-\delta$ :

$$
\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \leq 8 R_{V}^{2}(\mathcal{L}(T)+1)^{1 / 2}\left[2+\log \left(\frac{\mathcal{L}(T)+1}{\delta}\right)\right]
$$

Proof. Write

$$
\sum_{t=1}^{T} e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right)=\sum_{t=1}^{T} \sum_{i=1}^{m} e_{t, i}\left(\hat{m}_{t, i}-m_{t, i}\right)
$$

Let $s=m\lfloor s / m\rfloor+r$ and define the following filtration

$$
\mathcal{F}_{s}=\left\{e_{1,1}, \ldots, e_{\lfloor s / m\rfloor, r}\right\}
$$

A scalar version of Theorem 2.8.1 states that the following holds with probability at least $1-\delta$

$$
\left(\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2}+1\right)^{-1 / 2} \sum_{t=1}^{T} e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \leq 4 R_{V}^{2}\left[2+\log \left(\frac{1}{\delta}\right)+\log \left(\sum_{t=1}^{T}\left\|\hat{m}_{t}-m_{t}\right\|_{2}^{2}+1\right)\right] .
$$

Therefore, with probability at least $1-\delta$

$$
\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \leq 8 R_{V}^{2}(\mathcal{L}(T)+1)^{1 / 2}\left[2+\log \left(\frac{\mathcal{L}(T)+1}{\delta}\right)\right]
$$

## Proof of Theorem 1

Proof of Theorem 2.1. Recall the regret decomposition given in Section 2.8.7:

$$
\begin{aligned}
\operatorname{Regret}(T) \leq & \sup _{1 \leq t \leq T}\left(\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}+\left\|B_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}+\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}\right)\left(\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}\right) \\
& +T \sup _{1 \leq t \leq T}\left\|b_{t}\right\|_{2}^{2}-\sum_{t=1}^{T} 2 e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) .
\end{aligned}
$$

## CHAPTER 2. LEARNING TO PREDICT UNDER LONG-TERM DEPENDENCIES

Let $\delta_{1}=\delta / 8$. We describe bounds on each term in the above regret bound. All lemmas and theorems used in this proof contain explicit dependencies on horizon $T$ as well as PAC bound parameters. While one can combine these results to write a regret bound with explicit dependencies on all parameters, we refrain from writing in such detail here for a clear presentation.

Bounding $\left\|\mathbf{E}_{\mathbf{t}-\mathbf{1}} \mathbf{Z}_{\mathbf{t}-\mathbf{1}}^{-\mathbf{1} / \mathbf{2}}\right\|_{\mathbf{2}}^{\mathbf{2}}$. According to Theorem 2.8.1, with probability at least $1-\delta_{1}$, the term $\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}$ is bounded by

$$
\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2} \lesssim \operatorname{poly}\left(R_{\Theta}, m\right)\left[\log \left(1 / \delta_{1}\right)+\log \left(\operatorname{det}\left(Z_{t}\right)\right)-l \log (\alpha)\right]
$$

$l=(m+n) k+n$ is the feature vector dimension. We substitute the regularization parameter $\alpha$ and the number of filters $k$ according to Theorem 2.1 assumption (iii). Given the values for $k, \alpha$ and by Lemma 2.8.7, with probability at least $1-\delta_{1}$ we have

$$
\log \left(\operatorname{det}\left(Z_{t}\right)\right) \lesssim \operatorname{poly}\left(R_{\Theta}, m, \beta\right) \operatorname{poly} \log \left(\gamma, \frac{1}{\delta_{1}}\right) \log ^{3}(T)
$$

Taking a union bound gives

$$
\begin{equation*}
\mathbb{P}\left[\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \lesssim \operatorname{poly}\left(R_{\Theta}, m, \beta\right) \operatorname{poly} \log \left(\gamma, \frac{1}{\delta_{1}}\right) \log ^{6}(T)\right] \geq 1-2 \delta_{1} \tag{2.30}
\end{equation*}
$$

Bounding $\left\|\mathbf{B}_{\mathbf{t}-\mathbf{1}} \mathbf{Z}_{\mathbf{t}-\mathbf{1}}^{\mathbf{1 / 2}}\right\|_{\mathbf{2}}^{\mathbf{2}}$. Recall the definitions $B_{t}=\sum_{i=1}^{t} b_{i} f_{i}^{\top}$ from (2.15) and $b_{i}=$ $\widetilde{\Theta} f_{t}-m_{t}$ from (2.26). We choose the number of filters $k$ to satisfy (2.25) with failure probability $\delta_{1}>0$ and $\epsilon=1 / T,{ }^{3}$ which results in $k \gtrsim_{M} \log ^{2}(T)$ satisfied by assumption (iii). Therefore, we can apply Theorem 2.3 which states that $\left\|b_{t}\right\|_{2}^{2} \leq 1 / T$ with probability at least $1-\delta_{1}$. Combining this result with the result of Theorem 2.8.1 with a union bound yields

$$
\mathbb{P}\left[\left\|\left(\sum_{i=1}^{t-1} b_{i} f_{i}^{\top}\right) Z_{t-1}^{-1 / 2}\right\|_{2} \leq \frac{4}{T}\left(2 m+\log \left(\frac{\operatorname{det}\left(Z_{t}\right)^{1 / 2} \operatorname{det}\left(\alpha I_{l}\right)^{-1 / 2}}{\delta_{1}}\right)\right)\right] \geq 1-2 \delta_{1}
$$

With a similar argument used in bounding $\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}$, we have

$$
\begin{equation*}
\mathbb{P}\left[\left\|B_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \lesssim \operatorname{poly}\left(R_{\Theta}, m, \beta\right) \operatorname{polylog}\left(\gamma, \frac{1}{\delta_{1}}\right) \frac{\log ^{6}(T)}{T}\right] \geq 1-3 \delta_{1} \tag{2.31}
\end{equation*}
$$

Bounding $\left\|\mathbf{f f} \widetilde{\Theta} \mathbf{Z}_{\mathbf{t}-\mathbf{1}}^{\mathbf{- 1} \mathbf{2}}\right\|_{\mathbf{2}}^{\mathbf{2}}$. By assumption (iii) and as a result of Lemma 2.8.17, we have

$$
\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2} \lesssim 1
$$
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Bounding $\sum_{\mathbf{t}=\mathbf{1}}^{\mathbf{T}}\left\|\mathbf{Z}_{\mathbf{t}-\mathbf{1}}^{\mathbf{- 1 / 2}} \mathbf{f}_{\mathbf{t}}\right\|_{\mathbf{2}}^{\mathbf{2}}$. Lemma 2.1 provides the following bound on the excitation term

$$
\begin{equation*}
\mathbb{P}\left[\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2} \lesssim \kappa \operatorname{poly}\left(R_{\Theta}, m, \beta\right) \operatorname{polylog}\left(\gamma, \frac{1}{\delta_{1}}\right) \log ^{5}(T)\right] \geq 1-\delta_{1}, \tag{2.32}
\end{equation*}
$$

where the number filters $k$ is substituted by assumption (iii).
 have

$$
\begin{equation*}
\mathbb{P}\left[T \sup _{1 \leq t \leq T}\left\|b_{t}\right\|_{2}^{2} \leq T \epsilon \leq 1\right] \geq 1-\delta_{1} . \tag{2.33}
\end{equation*}
$$

Recall from Section 2.8 .7 that $\mathcal{L}(T)$ is bounded by
$\mathcal{L}(T) \leq \sup _{1 \leq t \leq T}\left(\left\|E_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}+\left\|B_{t-1} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}+\left\|\alpha \widetilde{\Theta} Z_{t-1}^{-1 / 2}\right\|_{2}^{2}\right)\left(\sum_{t=1}^{T}\left\|Z_{t-1}^{-1 / 2} f_{t}\right\|_{2}^{2}\right)+T \sup _{1 \leq t \leq T}\left\|b_{t}\right\|_{2}^{2}$.
Lemma 2.8 .18 with $\delta_{1}$ states that

$$
\begin{equation*}
\mathbb{P}\left[\sum_{t=1}^{T} e_{t}^{\top}\left(\hat{m}_{t}-m_{t}\right) \lesssim \operatorname{poly}\left(R_{\Theta}\right) \text { polylog }\left(\frac{1}{\delta_{1}}\right) \sqrt{\mathcal{L}(T)+1}\right] \geq 1-\delta_{1} \tag{2.34}
\end{equation*}
$$

Combining the bounds given in (2.30), (2.31), (2.32), (2.33), (2.34), taking a union probability bound, and setting $\delta=8 \delta_{1}$ gives

$$
\mathbb{P}\left[\operatorname{Regret}(T) \leq \kappa \log ^{11}(T) \operatorname{poly}\left(R_{\Theta}, \beta, m\right) \operatorname{poly} \log \left(\gamma, \frac{1}{\delta}\right)\right] \geq 1-\delta
$$

### 2.8.9 Auxiliary lemmas

In this section, we present a few lemmas that we use throughout the theoretical analysis of our algorithm, presented here for completeness.

The following lemma provides an upper bound on the norm of block Toeplitz matrices (Tsiamis and Pappas, 2019).

Lemma 2.8.19. (Triangular Block Toeplitz Norm) Let $\mathcal{T}_{i} \in \mathbb{R}^{m_{1}, m_{2}}$ for $i=1,2, \ldots, n$. Define the following triangular block Toeplitz matrix

$$
\mathcal{T}=\left[\begin{array}{cccccc}
\mathcal{T}_{1} & \mathcal{T}_{2} & \mathcal{T}_{3} & \ldots & \mathcal{T}_{n-1} & \mathcal{T}_{n} \\
0 & \mathcal{T}_{1} & \mathcal{T}_{2} & \ldots & \mathcal{T}_{n-2} & \mathcal{T}_{n-1} \\
\vdots & & & & & \\
0 & 0 & 0 & \ldots & \mathcal{T}_{1} & \mathcal{T}_{2} \\
0 & 0 & 0 & \ldots & 0 & \mathcal{T}_{1}
\end{array}\right]
$$

Then,

$$
\|\mathcal{T}\|_{2} \leq \sum_{i=1}^{n}\left\|\mathcal{T}_{i}\right\|_{2}
$$

The following is a simple result for upper bounding a series.
Lemma 2.8.20. Let $t \in \mathbb{N}$ and let $z_{t}$ to be a non-negative sequence bounded by a nondecreasing poly-logarithmic function $g(t)$. Suppose that the following sum

$$
\sum_{t=1}^{T} \frac{z_{t}}{1+z_{t}}
$$

is bounded by $h(T)$, a non-decreasing poly-logarithmic function of $T$. Then, $\sum_{t=1}^{T} z_{t}$ is bounded by a non-decreasing function poly-logarithmic in $T$.

Proof. Let $z_{m}=\max _{t \in\{1, \ldots, T\}} z_{i}$. We have $z_{m} \leq g(m) \leq g(T)$. Therefore,

$$
\begin{equation*}
\sum_{t=1}^{T} z_{t} \leq \sum_{t=1}^{T} \frac{1+z_{m}}{1+z_{t}} z_{t} \leq(1+g(T)) \sum_{t=1}^{T} \frac{z_{t}}{1+z_{t}} \leq(1+g(T)) h(T) \tag{2.35}
\end{equation*}
$$

which is the desired conclusion.

## Chapter 3

## Learning to Make Decisions from a Dataset

In this chapter we shift our focus to the problem of decision-making in sequential environments. Reinforcement learning (RL) is a popular learning framework for sequential decision-making that have recently achieved tremendous empirical success including beating Go champions (Silver et al., 2016, 2017) and surpassing professionals in Atari games (Mnih et al., 2013, 2015), to name a few. Most success stories, however, are in the realm of online RL in which active data collection is necessary. This online paradigm falls short of leveraging previously-collected datasets and dealing with scenarios where online exploration is not possible (Fu et al., 2020). To tackle these issues, offline (or batch) reinforcement learning (Lange et al., 2012; Levine et al., 2020) arises in which the agent aims at achieving competence by exploiting a batch dataset without access to online exploration. This paradigm is useful in a diverse array of application domains such as healthcare (Wang et al., 2018; Gottesman et al., 2019; Nie et al., 2020), autonomous driving (Yurtsever et al., 2020; Bojarski et al., 2016; Pan et al., 2017), and recommendation systems (Strehl et al., 2010; Garcin et al., 2014; Thomas et al., 2017).

The key component of offline RL is a pre-collected dataset from an unknown stochastic environment. Broadly speaking, there exist two types of data composition for which offline RL algorithms have shown promising empirical and theoretical success; see Figure 3.1 for an illustration.

- Expert data. One end of the spectrum includes datasets collected by following an expert policy. For such datasets, imitation learning algorithms (e.g., behavior cloning (Ross and Bagnell, 2010)) are shown to be effective in achieving a small suboptimality competing with the expert policy. In particular, it is recently shown in the work Rajaraman et al. (2020) that the behavior cloning algorithm achieves the minimal sub-optimality $1 / N$ in episodic Markov decision processes, where $N$ is the total number of samples in the expert dataset.


Figure 3.1: Dataset composition range for offline RL problems. On one end, we have expert data for which imitation learning algorithms are well-suited. On the other end, we have uniform exploratory data for which vanilla offline RL algorithms can be used.

- Uniform coverage data. On the other end of the spectrum lies the datasets with uniform coverage. More specifically, such datasets are collected with an aim to cover all states and actions, even the states never visited or actions never taken by satisfactory policies. Most vanilla offline RL algorithms are only suited in this region and are shown to diverge for narrower datasets (Fu et al., 2020; Koh et al., 2020), such as those collected via human demonstrations or hand-crafted policies, both empirically (Fujimoto et al., 2019b; Kumar et al., 2019) and theoretically (Agarwal et al., 2020d; Du et al., 2020). In this regime, a widely-adopted requirement is the uniformly bounded concentrability coefficient which assumes that the ratio of the state-action occupancy density induced by any policy and the data distribution is bounded uniformly over all states and actions (Munos, 2007; Farahmand et al., 2010; Chen and Jiang, 2019; Xie and Jiang, 2020). Another common assumption is uniformly lower bounded data distribution on all states and actions (Sidford et al., 2018a; Agarwal et al., 2020c), which ensures all states and actions are visited with sufficient probabilities. Algorithms developed for this regime are demonstrated to achieve a $1 / \sqrt{N}$ sub-optimality competing with the optimal policy; see for example the papers Yin et al. (2020); Hao et al. (2020); Uehara et al. (2021a).


### 3.0.1 Motivating questions

Clearly, both of these two extremes impose strong assumptions on the dataset: at one extreme, we hope for a solely expert-driven dataset; at the other extreme, we require the dataset to cover every, even sub-optimal, actions. In practice, there are numerous scenarios where the dataset deviates from these two extremes, which has motivated the development of new offline RL benchmark datasets with different data compositions (Fu et al., 2020; Koh et al., 2020). With this need in mind, the first and foremost question is regarding offline RL formulations:

Question 1 (Formulation). Can we propose an offline $R L$ framework that accommodates the entire data composition range?

We answer this question affirmatively by proposing a new formulation for offline RL that smoothly interpolates between two regimes: expert data and data with uniform coverage. More specifically, we characterize the data composition in terms of the ratio between the state-action occupancy density of an optimal policy ${ }^{1}$ and that of the behavior distribution which we denote by $C^{\star}$; see Definition 3.1 for a precise formulation. In words, $C^{\star}$ can be viewed as a measure of the deviation between the behavior distribution and the distribution induced by the optimal policy. The case with $C^{\star}=1$ recovers the setting with expert data since, by the definition of $C^{\star}$, the behavior policy is identical to the optimal policy. In contrast, when $C^{\star}>1$, the dataset is no longer purely expert-driven: it could contain "spurious" samples - states and actions that are not visited by the optimal policy. As a further example, when the dataset has uniform coverage, say the behavior probability is lower bounded by $\mu_{\text {min }}$ over all states and actions, it is straightforward to check that the new concentrability coefficient is also upper bounded by $\mu_{\min }^{-1}$.

Assuming a finite $C^{\star}$ is the weakest concentrability requirement (Scherrer, 2014; Geist et al., 2017; Xie and Jiang, 2020) that is currently enjoyed only by some online algorithms such as CPI (Kakade and Langford, 2002). $C^{\star}$ imposes a much weaker assumption in contrast to other concentrability requirements which involve taking a maximum over all policies; see Scherrer (2014) for a hierarchy of different concentrability definitions. We would like to immediately point out that existing works on offline RL either do not specify the dependency of sub-optimality on data coverage (Jin et al., 2020c; Yu et al., 2020), or do not have a batch data coverage assumption that accommodates the entire data spectrum including the expert datasets (Yin et al., 2021; Kidambi et al., 2020).

With this formulation in mind, a natural next step is designing offline RL algorithms that handle various data compositions, i.e., for all $C^{\star} \geq 1$. Recently, efforts have been made toward reducing the offline dataset requirements based on a shared intuition: the agent should act conservatively and avoid states and actions less covered in the offline dataset. Based on this intuition, a variety of offline RL algorithms are proposed that achieve promising empirical results. Examples include model-based methods that learn pessimistic MDPs (Yu et al., 2020; Kidambi et al., 2020; Yu et al., 2021), model-free methods that reduce the Qfunctions on unseen state-action pairs (Liu et al., 2020; Kumar et al., 2020; Agarwal et al., 2020e), and policy-based methods that minimize the divergence between the learned policy and the behavior policy (Kumar et al., 2019; Nachum and Dai, 2020; Fujimoto et al., 2019b; Nadjahi et al., 2019; Laroche et al., 2019; Peng et al., 2019; Siegel et al., 2020; Ghasemipour et al., 2020).

However, it is observed empirically that existing policy-based methods perform better when the dataset is nearly expert-driven (toward the left of data spectrum in Figure 3.1) whereas existing model-based methods perform better when the dataset is randomlycollected (toward the right of data spectrum in Figure 3.1) (Yu et al., 2020; Buckman et al., 2020). It remains unclear whether a single algorithm exists that performs well regardless of

[^5]data composition - an important challenge from a practical perspective (Kumar and Levine, 2020; Fu et al., 2020; Koh et al., 2020). More importantly, the knowledge of the dataset composition may not be available a priori to assist in selecting the right algorithm. This motivates the second question on the algorithm design:

Question 2 (Adaptive algorithm design). Can we design algorithms that can achieve minimal sub-optimality when facing different dataset compositions (i.e., different $C^{\star}$ )? Furthermore, can this be achieved in an adaptive manner, i.e., without knowing $C^{\star}$ beforehand?

To answer the second question, we analyze a pessimistic variant of a value-based method in which we first form a lower confidence bound (LCB) for the value function of a policy using the batch data and then seek to find a policy that maximizes the LCB. A similar algorithm design has appeared in the recent work Jin et al. (2020c). It turns out that such a simple algorithm - fully agnostic to the data composition - is able to achieve almost optimal performance in multi-armed bandits and Markov decision processes, and optimally solve the offline learning problem in contextual bandits. See the section below for a summary of our theoretical results.

Table 3.1: A summary of our theoretical results with all the log factors ignored.

| Multi-armed bandits | $C^{\star} \in[1,2)$ | $C^{\star} \in[2, \infty)$ |
| :---: | :---: | :---: |
| Algorithm 2 (MAB-LCB) sub-optimality (Theorem 3.1) | $\sqrt{\frac{C^{*}}{N}}$ | $\sqrt{\frac{C^{*}}{N}}$ |
| Information-theoretic lower bound (Theorem 3.2) | $\exp \left(-\left(2-C^{\star}\right) \cdot \log \left(\frac{2}{C^{\star}-1}\right) \cdot N\right)$ | $\sqrt{\frac{C^{\star}}{N}}$ |
| Most played arm <br> (Proposition 3.2) | $\exp \left(-N \cdot \mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \\| \operatorname{Bern}\left(\frac{1}{C^{*}}\right)\right)\right.$ ) | N/A |
| Contextual bandits | $C^{\star} \in[1, \infty)$ |  |
| Algorithm 3 (CB-LCB) sub-optimality (Theorem 3.4) | $\sqrt{\frac{S\left(C^{*}-1\right)}{N}}+\frac{S}{N}$ |  |
| Information-theoretic lower bound <br> (Theorem 3.5) | $\sqrt{\frac{S\left(C^{*}-1\right)}{N}}+\frac{S}{N}$ |  |
| Markov decision processes | $C^{\star} \in[1,1+1 / N)$ | $C^{\star} \in[1+1 / N, \infty)$ |
| Algorithm 4 (VI-LCB) sub-optimality <br> (Theorem 3.6) | $\frac{S}{(1-\gamma)^{4} N}$ | $\sqrt{\frac{S C^{*}}{(1-\gamma)^{5} \mathrm{~N}}}$ |
| Information-theoretic lower bound (Theorem 3.7) | $\sqrt{\frac{S\left(C^{*}-1\right)}{(1-\gamma)^{3} N}}+\frac{S}{(1-\gamma)^{2} N}$ | $\sqrt{\frac{S\left(C^{*}-1\right)}{(1-\gamma)^{3} N}}+\frac{S}{(1-\gamma)^{2} N}$ |



Figure 3.2: The sub-optimality upper bounds and information-theoretic lower bounds for the LCB-based algorithms in MAB, CB with at least two contexts, and MDP settings. In all setting, it is assumed that the knowledge of $C^{\star}$ is not available to the LCB algorithm.

### 3.0.2 Main results

In this subsection, we give a preview of our theoretical results; see Table 3.1 for a summary. Under the new framework defined via $C^{\star}$, we instantiate the LCB approach to three different decision-making problems with increasing complexity: (1) multi-armed bandits, (2) contextual bandits, and (3) infinite-horizon discounted Markov decision processes. We will divide our discussions on the main results accordingly. Throughout the discussion, $N$ denotes the number of samples in the batch data, $S$ denotes the number of states, and we ignore the log factors.

Multi-armed bandits. To address the offline learning problem in multi-armed bandits, LCB starts by forming a lower confidence bound-using the batch data-on the mean reward associated with each action and proceeds to select the one with the largest LCB. We show in Theorem 3.1 that LCB achieves a $\sqrt{C^{\star} / N}$ sub-optimality competing with the optimal action for all $C^{\star} \geq 1$. It turns out that LCB is adaptively optimal in the regime $C^{\star} \in[2, \infty)$ in the sense that it achieves the minimal sub-optimality $\sqrt{C^{\star} / N}$ without the knowledge of the $C^{\star}$; see Theorem 3.2. We then turn to the case with $C^{\star} \in[1,2)$, in which the optimal action is pulled with more than probability $1 / 2$. In this regime, it is discovered that the optimal rate has an exponential dependence on $N$, i.e., $e^{-N}$, and is achieved by the naive algorithm of selecting the most played arm (cf. Theorem 3.2). To complete the picture, we also prove in Theorem 3.3 that LCB cannot be adaptively optimal for all ranges of $C^{\star} \geq 1$ if the knowledge of $C^{\star}$ range is not available.

At first glance, it may seem that LCB for offline RL mirrors upper confidence bound (UCB) for online RL by simply flipping the sign of the bonus. However, our results reveal that the story in the offline setting is much more subtle than that in the online case. Contrary
to UCB that achieves optimal regret in multi-armed bandits (Bubeck et al., 2011), LCB is provably not adaptively optimal for solving offline bandit problems under the $C^{\star}$ framework.

Contextual bandits. The LCB algorithm for contextual bandits shares a similar design to that for multi-armed bandits. However, the performance upper and lower bounds are more intricate and interesting when we consider contextual bandits with at least two states. With regards to the upper bound, we show in Theorem 3.4 that LCB exhibits two different behaviors depending on the data composition $C^{\star}$. When $C^{\star} \geq 1+S / N$, LCB enjoys a $\sqrt{S\left(C^{\star}-1\right) / N}$ sub-optimality, whereas when $C^{\star} \in[1,1+S / N)$, LCB achieves a suboptimality with the rate $S / N$; see Figure $3.2(\mathrm{~b})$ for an illustration. The latter regime $\left(C^{\star} \approx\right.$ $1)$ is akin to the imitation learning case where the batch data is close to the expert data. LCB matches the performance of behavior cloning for the extreme case $C^{\star}=1$. In addition, in the former regime $\left(C^{\star} \geq 1+S / N\right)$, the performance upper bound depends on the data composition through $C^{\star}-1$, instead of $C^{\star}$. This allows the rate of sub-optimality to smoothly transition from $1 / N$ to $1 / \sqrt{N}$ as $C^{\star}$ increases. More importantly, both rates are shown to be minimax optimal in Theorem 3.3, hence confirming the adaptive optimality of LCB for solving offline contextual bandits - in stark contrast to the bandit case. On the other hand, this showcases the advantage of the $C^{\star}$ framework as it provably interpolates the imitation learning regime and the (non-expert) offline RL regime.

On a technical front, to achieve a tight dependency on $C^{\star}-1$, a careful decomposition of the sub-optimality is necessary. In Section 3.3.3, we present the four levels of decomposition of the sub-optimality of LCB that allow us to accomplish the goal. The key message is this: the sub-optimality is incurred by both the value difference and the probability of choosing a sub-optimal action. A purely value-based analysis falls short of capturing the probability of selecting the wrong arm and yields a $1 / \sqrt{N}$ rate regardless of $C^{\star}$. In contrast, the decomposition laid out in Section 3.3.3 delineates the cases in which the value difference (or the probability of choosing wrong actions) plays a bigger role.

Markov decision processes. We combine the LCB approach with the traditional value iteration algorithm to solve the offline Markov decision processes. Ignore the dependence on the effective horizon $1 /(1-\gamma)$ for a moment. Similar behaviors to contextual bandits emerge: when $C^{\star} \in[1,1+1 / N)$, LCB achieves an $S / N$ sub-optimality, and when (say) $C^{\star} \geq 1.1$, LCB enjoys a $\sqrt{S C^{\star} / N}$ rate; see Theorem 3.6. Both are shown in Theorem 3.7 to be minimax optimal in their respective regimes of $C^{\star}$, up to a $1 /(1-\gamma)^{2}$ factor in sample complexity. And this leaves us with an interesting middle ground, i.e., the case when $C^{\star} \in(1+1 / N, 1.1)$. Our lower bound still has a dependence $C^{\star}-1$ as opposed to $C^{\star}$ in this regime, and we conjecture that LCB is able to close the gap in this regime.

Conjecture 1 (Adaptive optimality of LCB, Informal). The LCB approach, together with value iteration is adaptively optimal for solving offline MDPs for all ranges of $C^{\star}$.

We discuss the conjecture in detail in Section 3.4.4, where we present an example showing that a variant of value iteration with LCB in the episodic case is able to achieve the optimal dependency on $C^{\star}$ and hence closing the gap between the upper and the lower bounds. A complete analysis of the LCB algorithm in the episodic MDP setting is presented in Section 3.10 .

### 3.1 Background and problem formulation

We begin with reviewing some core concepts in Markov decision processes in Section 3.1.1. Then we introduce the data collection model and the learning objective for offline RL in Section 3.1.2. In the end, Section 3.1.3 is devoted to the formalization and discussions of the weaker concentrability coefficient assumption that notably allows us to bridge offline RL with imitation learning.

### 3.1.1 Markov decision processes

Infinite-horizon discounted Markov decision processes. We consider an infinitehorizon discounted Markov decision process (MDP) described by a tuple $M=$ $(\mathcal{S}, \mathcal{A}, P, R, \rho, \gamma)$, where $\mathcal{S}=\{1, \ldots, S\}$ is a finite state space, $\mathcal{A}=\{1, \ldots,|\mathcal{A}|\}$ is a finite action space, $P: \mathcal{S} \times \mathcal{A} \mapsto \Delta(\mathcal{S})$ is a probability transition matrix, $R: \mathcal{S} \times \mathcal{A} \mapsto \Delta([0,1])$ encodes a family of reward distributions with $r: \mathcal{S} \times \mathcal{A} \mapsto[0,1]$ as the expected reward function, $\rho: \mathcal{S} \mapsto \Delta(\mathcal{S})$ is the initial state distribution, and $\gamma \in[0,1)$ is a discount factor. Upon executing action $a$ from state $s$, the agent receives a (random) reward distributed according to $R(s, a)$ and transits to the next state $s^{\prime}$ with probability $P\left(s^{\prime} \mid s, a\right)$.

Policies and value functions. A stationary deterministic policy $\pi: \mathcal{S} \mapsto \mathcal{A}$ is a function that maps a state to an action. Correspondingly, the value function $V^{\pi}: \mathcal{S} \mapsto \mathbb{R}$ of the policy $\pi$ is defined as the expected sum of discounted rewards starting at state $s$ and following policy $\pi$. More precisely, we have

$$
\begin{equation*}
V^{\pi}(s):=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r_{t} \mid s_{0}=s, a_{t}=\pi\left(s_{t}\right) \text { for all } t \geq 0\right], \quad \forall s \in \mathcal{S} \tag{3.1}
\end{equation*}
$$

where the expectation is taken over the trajectory generated according to the transition kernel $s_{t+1} \sim P\left(\cdot \mid s_{t}, a_{t}\right)$ and reward distribution $r_{t} \sim R\left(\cdot \mid s_{t}, a_{t}\right)$. Similarly, the quality function (Q-function or action-value function) $Q^{\pi}: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$ of policy $\pi$ is defined analogously:

$$
\begin{equation*}
Q^{\pi}(s, a):=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r_{t} \mid s_{0}=s, a_{0}=a, a_{t}=\pi\left(s_{t}\right) \text { for all } t \geq 1\right] \quad \forall s \in \mathcal{S}, a \in \mathcal{A} . \tag{3.2}
\end{equation*}
$$

Denote

$$
\begin{equation*}
V_{\max }:=(1-\gamma)^{-1} \tag{3.3}
\end{equation*}
$$

It is easily seen that for any $(s, a)$, one has $0 \leq V^{\pi}(s) \leq V_{\max }$ and $0 \leq Q^{\pi}(s, a) \leq V_{\max }$.
Oftentimes, it is convenient to define a scalar summary of the performance of a policy $\pi$. This can be achieved by defining the expected value of a policy $\pi$ :

$$
\begin{equation*}
J(\pi):=\mathbb{E}_{s \sim \rho}\left[V^{\pi}(s)\right]=\sum_{s \in \mathcal{S}} \rho(s) V^{\pi}(s) . \tag{3.4}
\end{equation*}
$$

It is well known that there exists a stationary deterministic policy $\pi^{\star}$ that simultaneously maximizes $V^{\pi}(s)$ for all $s \in \mathcal{S}$, and hence maximizing the expected value $J(\pi)$; see e.g., Puterman (1990, Chapter 6.2.4). We use shorthands $V^{\star}:=V^{\pi^{\star}}$ and $Q^{\star}:=Q^{\pi^{\star}}$ to denote the optimal value function and the optimal Q-function.

Discounted occupancy measures. The (normalized) state discounted occupancy measures $d_{\pi}: \mathcal{S} \mapsto[0,1]$ and state-action discounted occupancy measures $d^{\pi}: \mathcal{S} \times \mathcal{A} \mapsto[0,1]$ are respectively defined as

$$
\begin{align*}
d_{\pi}(s) & :=(1-\gamma) \sum_{t=0}^{\infty} \gamma^{t} \mathbb{P}_{t}\left(s_{t}=s ; \pi\right), & \forall s \in \mathcal{S},  \tag{3.5a}\\
d^{\pi}(s, a) & :=(1-\gamma) \sum_{t=0}^{\infty} \gamma^{t} \mathbb{P}_{t}\left(s_{t}=s, a_{t}=a ; \pi\right), & \forall s \in \mathcal{S}, a \in \mathcal{A}, \tag{3.5b}
\end{align*}
$$

where we overload notation and write $\mathbb{P}_{t}\left(s_{t}=s ; \pi\right)$ to denote the probability of visiting state $s_{t}=s$ (and similarly $s_{t}=s, a_{t}=a$ ) at step $t$ after executing policy $\pi$ and starting from $s_{0} \sim \rho(\cdot)$.

### 3.1.2 Offline data and offline RL

Batch dataset. The current paper focuses on offline RL, where the agent cannot interact with the MDP and instead is given a batch dataset $\mathcal{D}$ consisting of tuples ( $s, a, r, s^{\prime}$ ), where $r \sim R(s, a)$ and $s^{\prime} \sim P(\cdot \mid s, a)$. For simplicity, we assume $(s, a)$ pairs are generated i.i.d. according to a data distribution $\mu$ over the state-action space $\mathcal{S} \times \mathcal{A}$, which is unknown to the agent. ${ }^{2}$ Throughout the paper, we denote by $N(s, a) \geq 0$ the number of times a pair $(s, a)$ is observed in $\mathcal{D}$ and by $N=|\mathcal{D}|$ the total number of samples.

The learning objective of offline RL. The goal of offline RL is to find a policy $\hat{\pi}$ based on the batch data set $\mathcal{D}$ - so as to minimize the expected sub-optimality with respect to the optimal policy $\pi^{\star}$ :

$$
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right]=\mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{s \sim \rho}\left[V^{\star}(s)-V^{\hat{\pi}}(s)\right]\right] .
$$

Here, the expectation is taken with respect to the randomness in the batch data.

[^6]
### 3.1.3 Assumptions on the dataset coverage

Definition 3.1 (Single policy concentrability). Given a policy $\pi$, define $C^{\pi}$ to be the smallest constant that satisfies

$$
\begin{equation*}
\frac{d^{\pi}(s, a)}{\mu(s, a)} \leq C^{\pi}, \quad \forall s \in \mathcal{S}, a \in \mathcal{A} \tag{3.6}
\end{equation*}
$$

In words, $C^{\pi}$ characterizes the distribution shift between the normalized occupancy measure induced by $\pi$ and data distribution $\mu$. For a stationary deterministic ${ }^{3}$ optimal policy, $C^{\star}:=C^{\pi^{\star}}$ is the "best" concentrability coefficient definition which is often much smaller than the widely-used uniform concentrability coefficient $C:=\max _{\pi} C^{\pi}$ which takes the maximum over all policies $\pi$. A small $C^{\pi}$ implies that data distribution covers ( $s, a$ ) pairs visited by policy $\pi$, whereas a small $C$ requires the coverage of $(s, a)$ visited by all policies. Further discussion on different assumptions imposed on batch datasets in prior works is postponed to Section 4.5.

### 3.2 A warm-up: LCB in multi-armed bandits

In this section, we focus on the simplest example of an MDP, the multi-armed bandit model (MAB), to motivate and explain the LCB approach. More specifically, the multi-armed bandit model is a special case of the MDP described in Section 3.1.1 with $S=1$ and $\gamma=0$.

In the MAB setting, the offline dataset $\mathcal{D}$ is a set of tuples $\left\{\left(a_{i}, r_{i}\right)\right\}_{i=1}^{N}$ sampled independently from some joint distribution. Denote the marginal distribution of action $a_{i}$ as $\mu$. Let $r(a):=\mathbb{E}\left[r_{i} \mid a_{i}=a\right]$ be the expectation of the reward distribution for action $a$. Competing with the optimal policy that chooses action $a^{\star}$, the data coverage assumption simplifies to

$$
\begin{equation*}
\frac{1}{\mu\left(a^{\star}\right)} \leq C^{\star} \tag{3.7}
\end{equation*}
$$

The goal of offline learning in MAB is to select an arm $\hat{a}$ that minimizes the expected sub-optimality

$$
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right]=\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] .
$$

### 3.2.1 Why does the empirical best arm fail?

A natural choice for identifying the optimal action is to select the arm with the highest empirical mean reward. Mathematically, for all $a \in \mathcal{A}$, let $N(a):=\sum_{i=1}^{N} \mathbb{1}\left\{a_{i}=a\right\}$ and

$$
\hat{r}(a):= \begin{cases}0, & \text { if } N(a)=0 \\ \frac{1}{N(a)} \sum_{i=1}^{N} r_{i} \mathbb{1}\left\{a_{i}=a\right\}, & \text { otherwise }\end{cases}
$$

[^7]The empirical best arm is then given by $\hat{a}:=\arg \max _{a} \hat{r}(a)$.
Though intuitive, the empirical best arm is quite sensitive to the arms which have small observation counts $N(a)$ : a less-explored sub-optimal arm might have high empirical mean just by chance (due to large variance) and overwhelm the true optimal arm. To see this, let us consider the following scenario.

A failure instance for the empirical best arm. Let $a^{\star}=1$ be the optimal arm with a deterministic reward $1 / 2$. For the remaining sub-optimal arms, we set the reward distribution to be a Bernoulli distributions on $\{0,1\}$ with mean $1 / 4$. Consider even the benign case in which the optimal arm is drawn with dominant probability while the sub-optimal ones are sparsely drawn. Under such circumstances, there is a decent chance that one of the suboptimal arms (say $a=2$ ) is drawn for very few times (say just one time) and unfortunately the observed reward is 1 , which renders $a=2$ the empirical best arm. This clearly fails to achieve a low sub-optimality.

Indeed, this intuition about the failure of the empirical best arm can be formalized in the following proposition.

Proposition 3.1 (Failure of the empirical best arm). For any $\epsilon<0.05, N \geq 500$, there exists a bandit problem with two arms such that for $\hat{a}=\arg \max _{a} \hat{r}(a)$, one has

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq \epsilon .
$$

It is worth pointing out that the above lower bound holds for any $\frac{1}{\mu\left(a^{\star}\right)} \leq C^{\star}$ with $C^{\star}-1$ being a constant. See Section 3.7.1 for the proof of Proposition 3.1.

Proposition 3.1 reveals that even in the favorable case when $C^{\star} \approx 1$, returning the best empirical arm will have a constant error due to the high sensitivity to the less-explored suboptimal arms. In contrast, the LCB approach, which we will introduce momentarily, will secure a sub-optimality of $\widetilde{O}(\sqrt{1 / N})$ in this regime, hence reaching a drastic improvement over the vanilla empirical best arm approach.

### 3.2.2 LCB: The benefit of pessimism

Revisiting the failure instance for the best empirical arm approach, one soon realizes that it is not sensible to put every action on an equal footing: for the arms that are pulled less often, one should tune down the belief on its empirical mean and be pessimistic on its true reward. Strategically, this principle of pessimism can be deployed with the help of a penalty function $b(a)$ that shrinks as the number of counts $N(a)$ increases. Instead of returning an arm maximizing the empirical reward, the pessimism principle leads us to the following approach: return

$$
\hat{a} \in \underset{a}{\arg \max } \hat{r}(a)-b(a) .
$$

```
Algorithm 2 LCB for multi-armed bandits
    Input: Batch dataset \(\mathcal{D}=\left\{\left(a_{i}, r_{i}\right)\right\}_{i=1}^{N}\), and a confidence level \(\delta \in(0,1)\).
    Set \(N(a)=\sum_{i=1}^{N} \mathbb{1}\left\{a_{i}=a\right\}\) for all \(a \in \mathcal{A}\).
    for \(a \in \mathcal{A}\) do
        if \(N(a)=0\) then
            Set the empirical mean reward \(\hat{r}(a) \leftarrow 0\).
            Set the penalty \(b(a) \hookleftarrow 1\).
        else
            Compute the empirical mean reward \(\hat{r}(a) \hookleftarrow \frac{1}{N(a)} \sum_{i=1}^{N} r_{i} \mathbb{1}\left\{a_{i}=a\right\}\).
            Compute the penalty \(b(a) \hookleftarrow \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{2 N(a)}}\).
    Return: \(\hat{a}=\arg \max _{a} \hat{r}(a)-b(a)\).
```

Intuitively, one could view the right hand side $\hat{r}(a)-b(a)$ as a lower confidence bound (LCB) on the true mean reward $r(a)$. This LCB approach stands on the conservative side and seeks to find an arm with the largest lower confidence bound.

Algorithm 2 shows one instance of the LCB approach for MAB, in which the penalty function originiates from Hoeffding's inequality. We have the following performance guarantee for the LCB approach of Algorithm 2, whose proof can be found in Section 3.7.2.

Theorem 3.1 (LCB sub-optimality, MAB). Consider a multi-armed bandit and assume that

$$
\frac{1}{\mu\left(a^{\star}\right)} \leq C^{\star}
$$

for some $C^{\star} \geq 1$. Suppose that the sample size obeys $N \geq 8 C^{\star} \log N$. Setting $\delta=1 / N$, then action $\hat{a}$ returned by Algorithm 2 obeys

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \lesssim \min \left(1, \sqrt{\frac{C^{\star} \log (2 N|\mathcal{A}|)}{N}}\right) \tag{3.8}
\end{equation*}
$$

Applying the performance guarantee (3.8) of LCB on the failure instance used in Proposition 3.1, one sees that LCB achieves a sub-optimality on the order of $\sqrt{(\log N) / N}$, which clearly beats the best empirical arm. This demonstrates the benefit of pessimism over the vanilla approach. Intuitively, the LCB approach applies larger penalties to the actions that are observed only a few times. Even if we have actions with huge fluctuations in their respective empirical rewards due to a small number of samples, the penalty term helps to rule them out.

In fact, our proof yields a stronger high probability performance bound for $\hat{a}$ returned by Algorithm 2: for any $\delta \in(0,1)$, as long as $N \geq 8 C^{\star} \log (1 / \delta)$, we have with probability at least $1-2 \delta$ that

$$
\begin{equation*}
r\left(a^{\star}\right)-r(\hat{a}) \leq \min \left(1,2 \sqrt{\frac{C^{\star} \log (2|\mathcal{A}| / \delta)}{N}}\right) \tag{3.9}
\end{equation*}
$$

Furthermore, for policy $\pi$ that selects a fixed action $a$, if $\frac{1}{\mu(a)} \leq C^{\pi}$ for some $C^{\pi}$, the same analysis gives the following guarantee:

$$
\mathbb{E}_{\mathcal{D}}[\max \{0, r(a)-r(\hat{a})\}] \lesssim \min \left(1, \sqrt{\frac{C^{\pi} \log (2 N|\mathcal{A}|)}{N}}\right)
$$

This result shows that the LCB algorithm can compete with any covered target policy that is not necessarily optimal, i.e., the output policy of the LCB algorithm performs nearly as well as the covered target policy.

### 3.2.3 Is LCB optimal for solving offline multi-armed bandits?

Given the performance upper bound (3.8) of the LCB approach, it is a natural to ask whether LCB is optimal for solving the bandit problem using offline data. To address this question, we resort to the usual minimax criterion. Since we are dealing with lower bounds, without loss of generality, we assume that the expert always takes the optimal action. Consequently, we can define the following family of multi-armed bandits:

$$
\begin{equation*}
\operatorname{MAB}\left(C^{\star}\right)=\left\{(\mu, R) \left\lvert\, \frac{1}{\mu\left(a^{\star}\right)} \leq C^{\star}\right.\right\} \tag{3.10}
\end{equation*}
$$

$\mathrm{MAB}\left(C^{\star}\right)$ includes all possible pairs of behavior distribution $\mu$ and reward distribution $R$ such that the data coverage assumption $1 / \mu\left(a^{\star}\right) \leq C^{\star}$ holds. It is worth noting that the optimal action $a^{\star}$ implicitly depends on the reward distribution $R$. With this definition in place, we define the worst-case risk of any estimator $\hat{a}$ to be

$$
\begin{equation*}
\sup _{(\mu, R) \in \mathrm{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] . \tag{3.11}
\end{equation*}
$$

Here an estimator $\hat{a}$ is simply a measureable function of the data $\left\{\left(a_{i}, r_{i}\right)\right\}_{i=1}^{N}$ collected under the MAB instance $\mu$ and $R$.

It turns out that LCB is optimal up to a logarithmic factor when $C^{\star} \geq 2$, as shown in the following theorem.

Theorem 3.2 (Information-theoretic limit, MAB). For $C^{\star} \geq 2$, one has

$$
\begin{equation*}
\inf _{\hat{a}} \sup _{(\mu, R) \in \operatorname{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \gtrsim \min \left(1, \sqrt{\frac{C^{\star}}{N}}\right) . \tag{3.12}
\end{equation*}
$$

For $C^{\star} \in(1,2)$, one has

$$
\inf _{\hat{a}} \sup _{(\mu, R) \in \operatorname{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \gtrsim \exp \left(-\left(2-C^{\star}\right) \cdot \log \left(\frac{2}{C^{\star}-1}\right) \cdot N\right) .
$$

See Section 3.7.3 for the proof.

### 3.2.4 Imitation learning in bandit: The most played arm achieves a better rate

From the above analysis, we know that when $C^{\star} \geq 2$, the best possible expected suboptimality is $\sqrt{C^{\star} / N}$, which is achieved by LCB. On the other hand, if we know that $1 / \mu\left(a^{\star}\right) \leq C^{\star}$ where $C^{\star} \in[1,2)$, we can use imitation learning to further improve the rate. The algorithm for bandit is straightforward: pick the arm most frequently selected in dataset, i.e., $\hat{a}=\arg \max _{a} N(a)$. The performance guarantee of the most played arm is stated in the following proposition.

Proposition 3.2 (Sub-optimality of the most played arm). Assume that $\frac{1}{\mu\left(a^{\star}\right)} \leq C^{\star}$ for some $C^{\star} \in[1,2)$. For $\hat{a}=\arg \max _{a} N(a)$, we have

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \leq \exp \left(-N \cdot \mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right) \tag{3.13}
\end{equation*}
$$

The proof is deferred to Section 3.7.4.
When $C^{\star} \in[1,2)$, one can see that the rate for the most played arm achieves an exponential dependence on $N$, whereas the upper bound for LCB is only $1 / \sqrt{N}$. On the other hand, the most played arm algorithm completely fails when $C^{\star}>2$, while LCB still keeps the rate $1 / \sqrt{N}$.

In terms of the dependence on $C^{\star}$, the KL divergence above evaluates to $\log \left(C^{\star} / 2\right)+$ $\log \left(1 /\left(C^{\star}-1\right)\right) / 2$ when the expert policy is optimal. One can see that as $C^{\star} \rightarrow 1$, the rate increases to the order of $1 /\left(C^{\star}-1\right)^{N}$, which matches the lower bound in Theorem 3.2 in terms of the dependence on $C^{\star}-1$.

### 3.2.5 Non-adaptivity of LCB

One may ask whether LCB can achieve optimal rate under both cases of $C^{\star} \in[1,2)$ and $C^{\star} \geq 2$. Unfortunately, we show in the following theorem that no matter how we set the parameter $\delta$ in Algorithm 2, LCB cannot be optimally adaptive in both regimes.

Theorem 3.3 (Non-adaptivity of $\mathrm{LCB}, \mathrm{MAB}$ ). Let $C^{\star}=1.5$. There exists a two-armed bandit instance $\left(\mu_{0}, R_{0}\right) \in \operatorname{MAB}\left(C^{\star}\right)$ such that Algorithm 2 with $L:=\sqrt{\log (2|\mathcal{A}| / \delta) / 2}$ satisfies

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \gtrsim \min \left(\frac{\sqrt{L}}{N}, \frac{1}{\sqrt{N}}\right) \cdot \exp (-32 L)
$$

On the other hand, when $C^{\star}=6$, there exists $\left(\mu_{1}, R_{1}\right) \in \operatorname{MAB}\left(C^{\star}\right)$ such that

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \gtrsim \min \left(1, \sqrt{\frac{L}{N}}\right) .
$$

The proof is deferred to Section 3.7.5.
The theorem above can be understood in the following way: intuitively, a larger $L$ means that we put higher weight on the penalty of the arm instead of the empirical average of the arm. As $L \rightarrow \infty$, the LCB algorithm recovers the most played arm algorithm; while as $L \rightarrow 0$, the LCB algorithm recovers the empirical best arm algorithm.

When $C^{\star} \in(1,2)$, we know from Theorem 3.2 that the most played arm achieves an exponential rate in $N$. In order to match the rate, we need to select $\delta$ such that $L \gtrsim N^{\alpha}$ for some $\alpha>0$. However, under this choice of $L$, the algorithm fails to achieve $1 / \sqrt{N}$ rate when $C^{\star} \geq 6$, which can be done by setting $\delta=1 / N$ (and thus $L=\log (2|\mathcal{A}| N)$ ) according to Theorem 3.1. This shows that it is impossible for LCB to achieve optimal rate under both cases of $C^{\star} \in(1,2)$ and $C^{\star} \geq 2$ simultaneously.

### 3.3 LCB in contextual bandits

In this section, we take the analysis one step further by studying offline learning in contextual bandits (CB). As we will see shortly, simply going beyond one state turns the tables in favor of the minimax optimality of LCB.

Formally, contextual bandits can be viewed as a special case of MDP described in Section 3.1.1 with $\gamma=0$. In CB setting, the batch dataset $\mathcal{D}$ is a set of tuples $\left\{\left(s_{i}, a_{i}, r_{i}\right)\right\}_{i=1}^{N}$ sampled independently according to $\left(s_{i}, a_{i}\right) \sim \mu$, and $r_{i} \sim R\left(\cdot \mid s_{i}, a_{i}\right)$. Competing with an optimal policy, the data coverage assumption in the CB case simplifies to

$$
\max _{s} \frac{\rho(s)}{\mu\left(s, \pi^{\star}(s)\right)} \leq C^{\star}
$$

The offline learning objective in CB turns into finding a policy $\hat{\pi}$ based on the batch dataset that minimizes the expected sub-optimality

$$
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right]=\mathbb{E}_{\mathcal{D}, \rho}\left[r\left(s, \pi^{\star}(s)\right)-r(s, \hat{\pi}(s))\right] .
$$

### 3.3.1 Algorithm and its performance guarantee

The pessimism principle introduced in the MAB setting can be naturally extended to CB. First, the empirical expected reward is computed for all state-action pairs $(s, a) \in \mathcal{S} \times \mathcal{A}$ according to

$$
\hat{r}(s, a):= \begin{cases}0, & \text { if } N(s, a)=0 \\ \frac{1}{N(s, a)} \sum_{i=1}^{N} r_{i} \mathbb{1}\left\{\left(s_{i}, a_{i}\right)=(s, a)\right\}, & \text { otherwise }\end{cases}
$$

```
Algorithm 3 LCB for contextual bandits
    Input: Batch dataset \(\mathcal{D}=\left\{\left(s_{i}, a_{i}, r_{i}\right)\right\}_{i=1}^{N}\), and confidence level \(\delta\).
    Set \(N(s, a)=\sum_{i=1}^{N} \mathbb{1}\left\{\left(s_{i}, a_{i}\right)=(s, a)\right\}\) for all \(a \in \mathcal{A}, s \in \mathcal{S}\).
    for \(s \in \mathcal{S}, a \in \mathcal{A}\) do
        if \(N(s, a)=0\) then
            Compute the empirical reward \(\hat{r}(s, a) \longleftarrow 0\).
            Compute the penalty \(b(s, a)=1\).
        else
            Compute the empirical reward \(\hat{r}(s, a) \longleftarrow \frac{1}{N(s, a)} \sum_{i=1}^{N} r_{i} \mathbb{1}\left\{\left(s_{i}, a_{i}\right)=(s, a)\right\}\).
            Compute the penalty \(b(s, a)=\sqrt{\frac{2000 \log (2 S|\mathcal{A}| / \delta)}{N(s, a)}}\).
    Return: \(\hat{\pi}(s) \in \arg \max _{a} \hat{r}(s, a)-b(s, a)\) for each \(s \in \mathcal{S}\).
```

Pessimism is then applied through a penalty function $b(s, a)$ and for every state $s$ the algorithm returns

$$
\hat{\pi}(s) \in \underset{a}{\arg \max } \hat{r}(s, a)-b(s, a)
$$

Algorithm 3 generalizes the LCB instance given in Algorithm 2 to the CB setting.
The following theorem establishes an upper bound on the expected sub-optimality of the policy returned by Algorithm 3; see Section 3.8.1 for a complete proof.

Theorem 3.4 (LCB sub-optimality, CB). Consider a contextual bandit with $S \geq 2$ and assume that

$$
\max _{s} \frac{\rho(s)}{\mu\left(s, \pi^{\star}(s)\right)} \leq C^{\star}
$$

for some $C^{\star} \geq 1$. Setting $\delta=1 / N$, the policy $\hat{\pi}$ returned by Algorithm 3 obeys

$$
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \lesssim \min \left(1, \widetilde{O}\left(\sqrt{\frac{S\left(C^{\star}-1\right)}{N}}+\frac{S}{N}\right)\right) .
$$

It is interesting to note that the sub-optimality bound in Theorem 3.4 consists of two terms. The first term is the usual statistical estimation rate of $1 / \sqrt{N}$. The second term is due to missing mass, which captures the suboptimality incurred in states for which an optimal arm is never observed in the batch dataset. More importantly, the dependency of the first term on data composition is $C^{\star}-1$ instead of $C^{\star}$. When $C^{\star}$ is close to one, LCB enjoys a faster rate of $1 / N$, reminiscent of the rates achieved by behavioral cloning in imitation learning, without the knowledge of $C^{\star}$ or the behavior policy. Furthermore, the convergence rate smoothly transitions from $1 / N$ to $1 / \sqrt{N}$ as $C^{\star}$ increases.

### 3.3.2 Optimality of LCB for solving offline contextual bandits

In this section, we establish an information-theoretic lower bound for the contextual bandit setup described above. Define the following family of contextual bandits problems

$$
\mathrm{CB}\left(C^{\star}\right):=\left\{(\rho, \mu, R) \left\lvert\, \max _{s} \frac{\rho(s)}{\mu\left(s, \pi^{\star}(s)\right)} \leq C^{\star}\right.\right\}
$$

Note that the optimal policy $\pi^{\star}$ implicitly depends on the reward distribution $R$.
Let $\hat{\pi}: \mathcal{S} \mapsto \mathcal{A}$ be an arbitrary estimator of the best arm $\pi(s)$ for any state $s$, which is a measurable function of the data $\left\{\left(s_{i}, a_{i}, r_{i}\right)\right\}_{i=1}^{N}$. The worst-case risk of $\hat{\pi}$ is defined as

$$
\sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right]
$$

We have the following minimax lower bound for offline learning in contextual bandits with $S \geq 2$; see Section 3.8.2 for a proof. Note that the case of $S=1$ is already addressed in Theorem 3.2.

Theorem 3.5 (Information-theoretic limit, CB). Assume that $S \geq 2$. For any $C^{\star} \geq 1$, one has

$$
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left(1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}+\frac{S}{N}\right) .
$$

Comparing Theorem 3.5 with Theorem 3.4, one readily sees that the LCB approach enjoys a near-optimal rate in contextual bandits with $S \geq 2$, regardless of the data composition parameter $C^{\star}$. This is in stark contrast to the MAB case.

On a closer inspection, in the $C^{\star} \in[1,2)$ regime, there is a clear separation between the information-theoretic difficulties of offline learning in MAB, which has an exponential rate in $N$, and CB with at least 2 states, which has a $1 / N$ rate. The reason behind this separation is the possibility of missing mass when $S \geq 2$. Informally, when there is only one state, the probability that an optimal action is never observed in the dataset decays exponentially. On the other hand, when there are more than one states, the probability that an optimal action is never observed for at least one state decays with the rate of $1 / N$.

Assume hypothetically that we are provided with the knowledge that $C^{\star} \in(1,2)$. Recall that with such a knowledge, the most played arm achieves a faster rate in the MAB setting. Under this circumstance, one might wonder whether simply picking the most played arm in every state also achieves a fast rate in the CB setting. Strikingly, the answer is negative as the following proposition shows that the most played arm fails to achieve a vanishing rate when $C^{\star} \in(1,2)$. The proof of this theorem is deferred to Section 3.8.3.

Proposition 3.3 (Failure of the most played arm, CB). For any $C^{\star} \in(1,2)$, there exists a contextual bandit problem $(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)$ such that for the policy $\hat{\pi}(s)=$ $\arg \max _{a} N(s, a)$,

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \geq C^{\star}-1
$$

Figure 3.3: Decomposition of the sub-optimality of the policy $\hat{\pi}$ returned by Algorithm 3.

We briefly describe the intuition here. Under concentrability assumption, we can move at most $C^{\star}-1$ mass from $d^{\star}$ to sub-optimal actions. Thus we can design a specific contextual bandit instance such that a $C^{\star}-1$ fraction of the states pick wrong actions by choosing the most played arm instead. This shows that even when $C^{\star} \in(1,2)$, the most played arm approach for CB does not have a decaying rate in $N$, whereas in the MAB case it converges exponentially fast.

### 3.3.3 Architecture of the proof

We pause to lay out the main steps to prove the upper bound in Theorem 3.4. It is worth pointing out that following the MAB sub-optimality analysis as detailed in Section 3.7.2 only yields a crude upper bound of $\sqrt{C^{\star} S / N}+S / N$ on the sub-optimality of $\hat{\pi}$. When $C^{\star}$ is close to one, i.e., when we have access to a nearly-expert dataset, such analysis only gives a $\sqrt{S / N}$ rate. This rate is clearly worse than the rate $S / N$ achieved by the imitation learning algorithms. Therefore, special considerations are required for analyzing the sub-optimality of LCB in contextual bandits in order to establish the tight dependence of $\sqrt{\left(C^{\star}-1\right) S / N}+$ $S / N$ instead of $\sqrt{C^{\star} S / N}$.

We achieve this goal by directly analyzing the policy sub-optimality via a gradual decomposition of the sub-optimality of $\hat{\pi}$ as illustrated in Figure 3.3. The decomposition steps are described below.

First level of decomposition. In the first level of decomposition, we separate the error based on whether $N\left(s, \pi^{\star}(s)\right)$ is zero for a certain state $s$. When $N\left(s, \pi^{\star}(s)\right)=0$, there is absolutely no basis for the LCB approach to figure out the correct action $\pi^{\star}(s)$. Fortunately, this type of error, incurred by missing mass, can be bounded by

$$
\begin{equation*}
T_{1} \lesssim \frac{C^{\star} S}{N} \tag{3.14}
\end{equation*}
$$

From now on, we focus on the case in which the expert action $\pi^{\star}(s)$ is seen for every state $s$.

Second level of decomposition. The second level of decomposition hinges on the following clean/good event:

$$
\begin{equation*}
\mathcal{E}:=\{\forall s, a:|r(s, a)-\hat{r}(s, a)| \leq b(s, a)\} . \tag{3.15}
\end{equation*}
$$

In words, the event $\mathcal{E}$ captures the scenario in which the penalty function provides valid confidence bounds for every state-action pair. Standard concentration arguments tell us that $\mathcal{E}$ takes place with high probability, i.e., the term $T_{2}$ in the figure is no larger than $\delta$. By setting $\delta$ small, say $1 / N$, we are allowed to concentrate on the case when $\mathcal{E}$ holds.

Third level of decomposition. The third level of decomposition relies on the observation that states with small weights (i.e., $\rho(s)$ is small) have negligible effects on the sub-optimality $J\left(\pi^{\star}\right)-J(\hat{\pi})$. More specifically, the aggregated contribution $T_{3}$ from the states with $\rho(s) \lesssim$ $\frac{C^{\star} L}{N}$ is upper bounded by

$$
\begin{equation*}
T_{3} \lesssim \frac{C^{\star} S L}{N} \tag{3.16}
\end{equation*}
$$

This allows us to focus on the states with large weights. We record an immediate consequence of large $\rho(s)$ and the data coverage assumption, that is $\mu\left(s, \pi^{\star}(s)\right) \geq \rho(s) / C^{\star} \asymp L / N$.

Fourth level of decomposition. Now comes the most important part of the error decomposition, which is not present in the MAB analysis. We decompose the error based on whether the optimal action has a higher data probability $\mu\left(s, \pi^{\star}(s)\right)$ than the total probability of sub-optimal actions $\bar{\mu}(s):=\sum_{a \neq \pi^{\star}(s)} \mu(s, a)$. In particular, when $\mu\left(s, \pi^{\star}(s)\right)<10 \bar{\mu}(s)$, we can repeat the analysis of MAB and show that

$$
T_{4} \lesssim \sqrt{\frac{S\left(C^{\star}-1\right) L}{N}}
$$

Here, the appearance of $C^{\star}-1$, as opposed to $C^{\star}$ is due to the restriction $\mu\left(s, \pi^{\star}(s)\right)<10 \bar{\mu}(s)$. One can verify that $\mu\left(s, \pi^{\star}(s)\right)<10 \bar{\mu}(s)$ together with the data coverage assumption ensures that

$$
\sum_{s: \rho(s) \geq 2 C^{\star} L / N, \mu\left(s, \pi^{\star}(s)\right)<10 \bar{\mu}(s)} \rho(s) \lesssim C^{\star}-1 .
$$

On the other hand, when $\mu\left(s, \pi^{\star}(s)\right) \geq 10 \bar{\mu}(s)$, i.e., when the optimal action is more likely to be seen in the dataset, the penalty function $b\left(s, \pi^{\star}(s)\right)$ associated with the optimal action would be much smaller than those of the sub-optimal actions. Thanks to the LCB approach, the optimal action will be chosen with high probability, i.e., $T_{5} \lesssim 1 / N^{10}$.

Putting the pieces together, we arrive at the desired rate $O\left(\sqrt{\frac{S\left(C^{\star}-1\right)}{N}}+\frac{S}{N}\right)$.

### 3.4 LCB in Markov decision processes

Now we are ready to instantiate the LCB principle to the full-fledged Markov decision process. We propose a variant of value iteration with LCB (VI-LCB) in Section 3.4.1 and present its performance guarantee in Section 3.4.2. Section 3.4.3 is devoted to the informationtheoretic lower bound for offline learning in MDPs, which leaves us with a regime in which it is currently unclear whether LCB for MDP is optimal or not. However, we conjecture that VI-LCB is optimal for all ranges of $C^{\star}$. We conclude our discussion in Section 3.4.4 with an explanation about the technical difficulty of closing the gap and a preview to a simple episodic example where we manage to prove the optimality of LCB with a rather intricate analysis.

Additional notation. We present the algorithm and results in this section with the help of some matrix notation for MDPs. For a function $f: \mathcal{X} \mapsto \mathbb{R}$, we overload the notation and write $f \in \mathbb{R}^{|\mathcal{S |}|}$ to denote a vector with elements $f(x)$, e.g., $V, Q$, and $r$. We write $P \in \mathbb{R}^{S|\mathcal{A}| \times S}$ to represent the probability transition matrix whose $(s, a)$-th row denoted by $P_{s, a}$ is a probability vector representing $P(\cdot \mid s, a)$. We use $P^{\pi} \in \mathbb{R}^{S|\mathcal{A}| \times S|\mathcal{A}|}$ to denote a transtion matrix induced by policy $\pi$ whose $(s, a) \times\left(s^{\prime}, a^{\prime}\right)$ element is equal to $P\left(s^{\prime} \mid s, a\right) \pi\left(a^{\prime} \mid s^{\prime}\right)$. We write $\rho^{\pi} \in \mathbb{R}^{S|\mathcal{A}|}$ to denote the initial distribution induced by policy $\pi$ whose $(s, a)$ element is equal to $\rho(s) \pi(a \mid s)$.

### 3.4.1 Offline value iteration with LCB

Our algorithm design builds upon the classic value iteration algorithm. In essence, value iteration updates the value function $V \in \mathbb{R}^{S}$ using

$$
\begin{aligned}
Q(s, a) & \hookleftarrow r(s, a)+\gamma P_{s, a} \cdot V, \quad \text { for all }(s, a), \\
V(s) & \hookleftarrow \max _{a} Q(s, a), \quad \text { for all } s .
\end{aligned}
$$

Note, however, with offline data, we do not have access to the expected reward $r(s, a)$ and the true transition dynamics $P_{s, a}$. One can naturally replace them with the empirical counterparts $\hat{r}(s, a)$ and $\hat{P}_{s, a}$ estimated from offline data $\mathcal{D}$, and arrive at the empirical value iteration:

$$
\begin{aligned}
Q(s, a) & \hookleftarrow \hat{r}(s, a)+\gamma \hat{P}_{s, a} \cdot V, \quad \text { for all }(s, a), \\
V(s) & \leftarrow \max _{a} Q(s, a), \quad \text { for all } s .
\end{aligned}
$$

Mimicking the algorithmic design for MABs and CBs, we can subtract a penalty function $b(s, a)$ from the $Q$ update as the finishing touch, which yields the value iteration algorithm with LCB:

$$
\begin{align*}
Q(s, a) & \leftarrow \hat{r}(s, a)-b(s, a)+\gamma \hat{P}_{s, a} \cdot V, \quad \text { for all }(s, a),  \tag{3.17}\\
V(s) & \leftarrow \max _{a} Q(s, a), \quad \text { for all } s . \tag{3.18}
\end{align*}
$$

```
Algorithm 4 Offline value iteration with LCB (VI-LCB)
    Inputs: Batch dataset \(\mathcal{D}\), discount factor \(\gamma\), and confidence level \(\delta\).
    Set \(T:=\frac{\log N}{1-\gamma}\).
    Randomly split \(\mathcal{D}\) into \(T+1\) sets \(\mathcal{D}_{t}=\left\{\left(s_{i}, a_{i}, r_{i}, s_{i}^{\prime}\right)\right\}_{i=1}^{m}\) for \(t \in\{0,1, \ldots, T\}\) with
    \(m:=N /(T+1)\).
    Set \(m_{0}(s, a):=\sum_{i=1}^{m} \mathbb{1}\left\{\left(s_{i}, a_{i}\right)=(s, a)\right\}\) based on dataset \(\mathcal{D}_{0}\).
    For all \(a \in \mathcal{A}\) and \(s \in \mathcal{S}\), initialize \(Q_{0}(s, a)=0, V_{0}(s)=0\) and set \(\pi_{0}(s)=\)
    \(\arg \max _{a} m_{0}(s, a)\).
    for \(t=1, \ldots, T\) do
        Initialize \(r_{t}(s, a)=0\) and set \(P_{s, a}^{t}\) to be a random probability vector.
        Set \(m_{t}(s, a):=\sum_{i=1}^{m} \mathbb{1}\left\{\left(s_{i}, a_{i}\right)=(s, a)\right\}\) based on dataset \(\mathcal{D}_{t}\).
        Compute penalty \(b_{t}(s, a)\) for \(L=2000 \log (2(T+1) S|\mathcal{A}| / \delta)\)
        \(b_{t}(s, a):=V_{\max } \cdot \sqrt{\frac{L}{m_{t}(s, a) \vee 1}}\).
            for \((s, a) \in(\mathcal{S}, \mathcal{A})\) do
            if \(m_{t}(s, a) \geq 1\) then
                    Set \(P_{s, a}^{t}\) to be empirical transitions and \(r_{t}(s, a)\) be empirical average of rewards.
            Set \(Q_{t}(s, a) \leftarrow r_{t}(s, a)-b_{t}(s, a)+\gamma P_{s, a}^{t} \cdot V_{t-1}\).
        Compute \(V_{t}^{\text {mid }} \leftarrow \max _{a} Q_{t}(s, a)\) and \(\pi_{t}^{\operatorname{mid}}(s) \in \arg \max _{a} Q_{t}(s, a)\).
        for \(s \in \mathcal{S}\) do
            if \(V_{t}^{\text {mid }}(s) \leq V_{t-1}(s)\) then \(V_{t}(s) \leftarrow V_{t-1}(s)\) and \(\pi_{t}(s) \leftarrow \pi_{t-1}(s)\).
            else \(V_{t}(s) \leftarrow V_{t}^{\text {mid }}(s)\) and \(\pi_{t}(s) \leftarrow \pi_{t}^{\text {mid }}(s)\).
    Return \(\hat{\pi}:=\pi_{T}\).
```

Algorithm 4 uses the update rule (3.17) as its key component as well as a few other tricks:

- Data splitting: Instead of using the full offline data $\mathcal{D}=\left\{\left(s_{i}, a_{i}, r_{i}, s_{i}^{\prime}\right)\right\}_{i=1}^{N}$ to form the empirical estimates $\hat{r}(s, a)$ and $\hat{P}_{s, a}$, Algorithm 4 deploys data splitting where each iteration (3.17) uses different samples to perform the update. This procedure is not needed in practice, however it is helpful in alleviating the dependency issues in the analysis, resulting in the removal of an extra factor of $S$ in the sample complexity.
- Monotonic update: Unlike traditional value iteration methods, Algorithm 4 involves a monotonic improvement step, in which the value function $V$ and the policy $\pi$ are updated only when the corresponding value function is larger than that in the previous iteration. This extra step was first proposed in the work Sidford et al. (2018a) for reinforcement learning with access to a generative model. In a nutshell, the key benefit of the monotonic update is to shave a $1 /(1-\gamma)$ factor in the sample complexity; we refer
the interested reader to the original work Sidford et al. (2018a) for further discussions on this step.


### 3.4.2 Performance guarantees of VI-LCB

Now we turn to the performance guarantee for the VI-LCB algorithm (cf. Algorithm 4).
Theorem 3.6 (LCB sub-optimality, MDP). Consider a Markov decision process and assume that

$$
\max _{s, a} \frac{d^{\star}(s, a)}{\mu(s, a)} \leq C^{\star}
$$

Then, for all $C^{\star} \geq 1$, policy $\hat{\pi}$ returned by Algorithm 4 with $\delta=1 / N$ achieves

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \lesssim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S C^{\star}}{(1-\gamma)^{5} N}}\right) \tag{3.20}
\end{equation*}
$$

In addition, if $1 \leq C^{\star} \leq 1+\frac{L \log (N)}{200(1-\gamma) N}$, we have a tighter performance upper bound

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \lesssim \min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{4} N}\right) . \tag{3.21}
\end{equation*}
$$

We will shortly provide a proof sketch of Theorem 3.6; a complete proof is deferred to Section 3.9.5. The upper bound shows that for all regime of $C^{\star} \geq 1$, we can guarantee a rate of $\widetilde{O}\left(\sqrt{S C^{\star} /\left((1-\gamma)^{5} N\right)}\right)$, which is similar to the rate of contextual bandit when the $C^{\star}=1+\Omega(1)$ by taking $\gamma=0$. When $C=1+O(\log (N) / N)$, we can show a rate $S /\left(\left(1-\gamma^{4}\right) N\right)$, which also recovers the result in contextual bandit case. However, in the regime of $C^{\star} \in[1+\Omega(\log (N) / N), 1+O(1)]$, contextual bandit gives $\sqrt{S\left(C^{\star}-1\right) / N}$, while we fail to give the same dependence on $C^{\star}$ in this case. We defer the further discussion on the sub-optimality of this regime to Section 3.4.4.

Remark 3.1. Relaxation of the concentrability assumption is possible by allowing the ratio to hold only for a subset $\mathcal{C}$ of state-action pairs and characterizing the sub-optimality incurred by $(s, a) \in \mathcal{C}$ via a missing mass analysis dependent on a constant $\xi$ such that $\sum_{(s, a) \notin \mathcal{C}} d^{\star}(s, a) \leq$ $\xi$.

Proof sketch for Theorem 3.6. For the general case of $C^{\star} \geq 1$, we first define the clean event of interest as below.

$$
\begin{equation*}
\mathcal{E}_{\mathrm{MDP}}:=\left\{\forall s, a, t:\left|r(s, a)-r_{t}(s, a)+\gamma\left(P_{s, a}-P_{s, a}^{t}\right) \cdot V_{t-1}\right| \leq b_{t}(s, a)\right\} \tag{3.22}
\end{equation*}
$$

In words, on the event $\mathcal{E}_{\mathrm{MDP}}$, the penalty function $b_{t}(s, a)$ well captures the statistical fluctuations of the Q-function estimate $r_{t}(s, a)+\gamma P_{s, a}^{t} \cdot V_{t-1}$. The following lemma shows that this event happens with high probability. The proof is postponed to Section 3.9.2.

Lemma 3.1 (Clean event probability, MDP). One has $\mathbb{P}\left(\mathcal{E}_{M D P}\right) \geq 1-\delta$.
In the above lemma, concentration of $V_{t}$ is only needed instead of any value function $V$ such as required in the work Yu et al. (2020). For the latter to hold, one needs to introduce another factor of $\sqrt{S}$ by taking a union bound. We avoid a union bound by exploiting the independence of $P_{s, a}^{t}$ and $V_{t}$ obtained by randomly splitting the dataset. This is key to obtaining an optimal dependency on the state size $S$.

Under the clean event, we can show that the monotonically increasing value function $V_{t}$ always lower bounds the value of the corresponding policy $\pi_{t}$, along with a recursive inequality on the sub-optimality of $Q_{t+1}$ w.r.t. $Q^{\star}$ to penalty and sub-optimality of the previous step.

Proposition 3.4 (Contraction properties of Algorithm 4). Let $\pi$ be an arbitrary policy. On the event $\mathcal{E}_{M D P}$, one has for all $s \in \mathcal{S}, a \in \mathcal{A}$, and $t \in\{1, \ldots, T\}$ :

$$
V_{t-1} \leq V_{t} \leq V^{\pi t} \leq V^{\star}, \quad Q_{t} \leq r+\gamma P V_{t-1}, \quad \text { and } \quad Q^{\pi}-Q_{t} \leq \gamma P^{\pi}\left(Q^{\pi}-Q_{t-1}\right)+2 b_{t}
$$

By recursively applying the last inequality, we can derive a value difference lemma. The following lemma relates the sub-optimality to the penalty term $b_{t}$, of which we have good control:

Lemma 3.2 (Value difference for Algorithm 4). Let $\pi$ be an arbitrary policy. On the event $\mathcal{E}_{M D P}$, one has for all $t \in\{1, \ldots, T\}$

$$
J(\pi)-J\left(\pi_{t}\right) \leq \frac{\gamma^{t}}{1-\gamma}+2 \sum_{i=1}^{t} \mathbb{E}_{\nu_{t-i}^{\pi}}\left[b_{i}(s, a)\right]
$$

Here, $\nu_{k}^{\pi}:=\gamma^{k} \rho^{\pi}\left(P^{\pi}\right)^{k}$ for $k \geq 0$.
The proof is provided in Section 3.9.4. The value difference bound has two terms: the first term is due to convergence error of value iteration and the second term is the error caused by subtracting penalties $b_{i}(s, a)$ in each iteration $i$ from the rewards. By plugging in $b_{i}$ and choosing $t$ appropriately we can get the desired performance guarantee.

For the case of $1 \leq C^{\star} \leq 1+\frac{L \log (N)}{200(1-\gamma) N}$, we adopt a similar decomposition as the contextual bandit analysis sketched in Section 3.3.3. The only difference is that since $C^{\star}$ is small enough, we know that all the sub-optimal actions have very small mass in the $\mu$. Thus LCB enjoys a rate of $1 / N$ as the imitation learning case.

### 3.4.3 Information-theoretic lower bound for offline RL in MDPs

In this section, we focus on the statistical limits of offline learning in MDPs.
Define the following family of MDPs

$$
\operatorname{MDP}\left(C^{\star}\right)=\left\{(\rho, \mu, P, R) \left\lvert\, \max _{s, a} \frac{d^{\star}(s, a)}{\mu(s, a)} \leq C^{\star}\right.\right\}
$$

Note that here the normalized discounted occupancy measure $d^{\star}$ depends implicitly on the specification of the MDP, i.e., $\rho, P$, and $R$.

We have the following minimax lower bound for offline policy learning in MDPs, with the proof deferred to Section 3.9.6.

Theorem 3.7 (Information-theoretic limit, MDP). For any $C^{\star} \geq 1, \gamma \geq 0.5$, one has

$$
\inf _{\hat{\pi}} \sup _{(\rho, \mu, P, R) \in \operatorname{MDP}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}+\sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}\right) .
$$

Several remarks are in order.

Imitation learning and offline learning. It is interesting to note that similar to the lower bound for contextual bandits, the statistical limit involves two separate terms $\frac{S}{(1-\gamma)^{2} N}$ and $\sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}$. The first term captures the imitation learning regime under which a fast rate $1 / N$ is expected, while the second term deals with the large $C^{\star}$ regime with a parametric rate $1 / \sqrt{N}$. More interestingly, the dependence on $C^{\star}$ appears to be $C^{\star}-1$, which is different from the performance upper bound of VI-LCB in Theorem 3.6. We will comment more on this in the coming section.

Dependence on the effective horizon $1 /(1-\gamma)$. Comparing the upper bound in Theorem 3.6 with the lower bound in Theorem 3.7, one sees that the sample complexity of VI-LCB for all regimes of $C^{\pi}$ is loose by an extra $1 /(1-\gamma)^{2}$ factor in sample complexity. The horizon dependency has been addressed by modifications to the VI-LCB algorithm in follow-up works by Xie et al. (2021) and Kumar et al. (2022). The first work uses Bernstein-based penalty and variance reduction similar to the technique used in the work Sidford et al. (2018a). The second work shows that the vanilla version of VI-LCB without data splitting improves horizon dependency using an $s$-absorbing MDP construction similar to the work (Agarwal et al., 2020c).

### 3.4.4 What happens when $C^{\star} \in[1+\Omega(1 / N), 1+O(1)]$ ?

Now we return to the discussion on the dependency on $C^{\star}$. Ignore the dependency on $1 /(1-\gamma)$ for the moment. By comparing Theorems 3.6 and 3.7, one realizes that VI-LCB is optimal both when $C^{\star} \geq 1+\Theta(1)$ and when $C^{\star} \leq 1+\Theta(1 / N)$. However, in the middling regime when $C^{\star} \in[1+\Omega(1 / N), 1+O(1)]$, the upper and lower bounds differ in their dependency on $C^{\star}$. More specifically, the upper bound presented in Theorem 3.6 is $\sqrt{S C^{\star} / N}$, while the lower bound in Theorem 3.7 is $S / N+\sqrt{S\left(C^{\star}-1\right) / N}$.

Technical hurdle. We conjecture that VI-LCB is optimal even this regime and the current gap is an artifact of our analysis. However, we would like to point out that, although we manage to close the gap in contextual bandits, the case with MDPs is significantly more challenging due to error propagation. Naively applying the decomposition in the contextual bandit case fails to achieve the $C^{\star}-1$ dependence in this regime. Take the term $T_{5}$ in Figure 3.3 as an example. For contextual bandits, given the selection rule is

$$
\begin{equation*}
\hat{\pi}(s) \hookleftarrow \underset{a}{\arg \max } \hat{r}(s, a)-\sqrt{\frac{L}{N(s, a)}}, \tag{3.23}
\end{equation*}
$$

it is straightforward to check that as long as the optimal action is taken with much higher probability than the sub-optimal ones, i.e., $\mu\left(s, \pi^{\star}(s)\right) \gg \sum_{a \neq \pi^{\star}(s)} \mu(s, a)$, the LCB approach will pick the right action regardless of the value gap $r\left(s, \pi^{\star}(s)\right)-r(s, a)$. In contrast, due to the recursive update $Q(s, a) \hookleftarrow r_{t}(s, a)-\sqrt{\frac{L}{N_{t}(s, a)}}+\gamma P_{s, a}^{t} \cdot V_{t-1}$, LCB picks the right action if

$$
r_{t}\left(s, \pi^{\star}(s)\right)-\sqrt{\frac{L}{N_{t}\left(s, \pi^{\star}(s)\right)}}+\gamma P_{s, \pi^{\star}(s)}^{t} \cdot V_{t-1}>r_{t}(s, a)-\sqrt{\frac{L}{N_{t}(s, a)}}+\gamma P_{s, a}^{t} \cdot V_{t-1}
$$

for all $a \neq \pi^{\star}(s)$. The presence of the value estimate from the previous step, i.e., $V_{t-1}$ (which is absent in CBs) drastically changes the picture: even if we know that $\mu\left(s, \pi^{\star}(s)\right) \gg$ $\sum_{a \neq \pi^{\star}(s)} \mu(s, a)$ and hence $N_{t}\left(s, \pi^{\star}(s)\right) \gg N_{t}(s, a)$, the current analysis does not guarantee the above inequality to hold. It is likely that for the value gap $Q^{\star}\left(s, \pi^{\star}(s)\right)-Q^{\star}(s, a)$ to affect whether the LCB algorithm chooses the optimal action. How to study the interplay between the value gap and the policy chosen by LCB forms the main obstacle to obtaining tight performance guarantees when $C^{\star} \in[1+\Omega(1 / N), 1+O(1)]$.

A confirmation from an episodic MDP. In Section 3.10 .6 we present an episodic example with the intention to demonstrate that (1) a variant of VI-LCB in the episodic case is able to achieve the optimal dependency on $C^{\star}$ and hence closing the gap between the upper and the lower bounds, and (2) the tight analysis of the sub-optimality is rather intricate and depends on a delicate decomposition based on the value gap $Q^{\star}\left(s, \pi^{\star}(s)\right)-Q^{\star}(s, a)$.

As a preview, we illustrate the episodic MDP with $H=3$ in Figure 3.4. It turns out that when tackling the term similar to $T_{5}$ in Figure 3.3, a further decomposition based on the value gap is needed. In a nutshell, we decompose the error into two cases: (1) when $Q^{\star}(s, 1)-Q^{\star}(s, 2)$ is large, and (2) when $Q^{\star}(s, 1)-Q^{\star}(s, 2)$ is small. Intuitively, in the latter case, the contribution to the sub-optimality is well controlled, and in the former one, we manage to show that VI-LCB selects the right action with high probability. What is more interesting and suprising is that the right threshold for value gap is given by $\sqrt{\left(C^{\star}-1\right) / N}$. Ultimately, this allows us to achieve the optimal dependency on $C^{\star}$.


Figure 3.4: An episodic MDP with $H=3$, two states per level, and two actions $\mathcal{A}=\{1,2\}$ available from every state. The rewards are assumed to be deterministic and bounded. Action 1 is assumed to be optimal in all states and that $\mu(s, 1) \geq 9 \mu(s, 2)$.

### 3.5 Related work

In this section we review additional related works. In Section 3.5.1, we discuss various assumptions on the batch dataset that have been proposed in the literature. In Section 3.5.2, we review conservative methods in offline RL. We conclude this section by comparing existing lower bounds with the ones presented in this paper.

### 3.5.1 Assumptions on batch dataset

One of the main challenges in offline RL is the insufficient coverage of the dataset caused by lack of online exploration (Wang et al., 2020a; Zanette, 2020; Szepesvári, 2010) and in particular the distribution shift in which the occupancy density of the behavior policy and the one induced by the learned policy are different. This effect can be characterized using concentrability coefficients (Minos, 2007) which impose bounds on the density ratio (importance weights).

Most concentrability requirements imposed in existing offline RL involve taking a supremum of the density ratio over all state-action pairs and all policies, i.e., $\max _{\pi} C^{\pi}$ (Scherrer, 2014; Chen and Jiang, 2019; Jiang, 2019; Wang et al., 2019a; Liao et al., 2020; Lii et al., 2019; Zhang et al., 2020a) and some definitions are more complex and stronger assuming a bounded ratio per time step (Szepesvári and Minos, 2005; Minos, 2007; Antos et al., 2008; Farahmand et al., 2010; Antos et al., 2007). A more stringent definition originally proposed by Minos (2003) also imposes exploratoriness on state marginals. This definition is recently used by Xie and Jiang (2020) to develop an efficient offline RL algorithm with general function approximation and only realizability. The MABO algorithm proposed by Xie and Jiang (2020) and the related algorithms by Fend et al. (2019) and Uehara et al. (2020) use a milder definition based on a weighted norm of density ratios as opposed to the infinity norm. In contrast, to compete with an optimal policy, we only require coverage over states and actions visited by that policy, which is referred to as the "best" concentrability coefficient (Scherrer, 2014; Geist et al., 2017; Agarwal et al., 2020d; Xie and Jiang, 2020).

Another related assumption is the uniformly lower bounded data distribution. For example, some works consider access to a generative model with an equal number of samples on all state-action pairs (Sidford et al., 2018a,b; Agarwal et al., 2020c; Li et al., 2020). As
discussed before, this assumption is significantly stronger than assuming $C^{\star}$ is bounded. Furthermore, one can modify the analysis of the LCB algorithm to show optimal data composition dependency in this case as well.

### 3.5.2 Conservatism in offline RL

In practice, such high coverage assumptions on batch dataset also known as data diversity (Levine et al., 2020) often fail to hold (Gulcehre et al., 2020; Agarwal et al., 2020e; Fu et al., 2020). Several methods have recently emerged to address such strong data requirements. The first category involves policy regularizers or constraints to ensure closeness between the learned policy and the behavior policy (Fujimoto et al., 2019b; Wu et al., 2019; Jaques et al., 2019; Peng et al., 2019; Siegel et al., 2020; Wang et al., 2020c; Kumar et al., 2019; Fujimoto et al., 2019a; Ghasemipour et al., 2020; Nachum et al., 2019b; Zhang et al., 2020b; Nachum et al., 2019a; Zhang et al., 2020c). These methods are most suited when the batch dataset is nearly-expert (Wu et al., 2019; Fu et al., 2020) and sometimes require the knowledge of the behavior policy.

Another category includes the value-based methods. Kumar et al. (2020) propose conservative Q-learning through value regularization and demonstrate empirical success. Liu et al. (2020) propose a variant of fitted Q-iteration with a conservative update called MSBQI. This algorithm effectively requires the data distribution to be uniformly lower bounded on the state-action pairs visited by any competing policy. Moreover, the sub-optimality of MSB-QI has a $1 /(1-\gamma)^{4}$ horizon dependency compared to ours which is $1 /(1-\gamma)^{2.5}$.

The last category involves learning pessimistic models such as Kidambi et al. (2020), Yu et al. (2020) and Yu et al. (2021) all of which demonstrate empirical success. From a theoretical perspective, the recent work Jin et al. (2020c) studies pessimism in offline RL in episodic MDPs and function approximation setting. The authors present upper and lower bounds for linear MDPs with a suboptimality gap of $d H$, where $d$ is the feature dimension and $H$ is the horizon. Specialized to the tabular case, this gap is equal to $S A H$, compared to ours which is only $H$. Furthermore, this work does not study the adaptivity of pessimism to data composition.

Another recent work by Yin et al. (2021) studies pessimism in tabular MDP setting and proves matching upper and lower bounds. However, their approach requires a uniform lower bound on the data distribution that traces an optimal policy. This assumption is stronger than ours; for example, it requires optimal actions to be included in the states not visited by an optimal policy. Furthermore, this characterization of data coverage does not recover the imitation learning setting: if the behavior policy is exactly equal to the optimal policy, data distribution lower bound can still be small.

### 3.5.3 Information-theoretic lower bounds

There exists a large body of literature providing information-theoretic lower bounds for RL under different settings; see e.g., Dann and Brunskill (2015); Krishnamurthy et al. (2016);

Jiang et al. (2017); Jin et al. (2018); Azar et al. (2013); Ma et al. (2021); Lattimore and Hutter (2012); Domingues et al. (2020); Duan et al. (2020); Zanette (2020); Wang et al. (2020a). In the generative model setting with uniform samples, Azar et al. (2013) proves a lower bound on value sub-optimality which is later extended to policy sub-optimality by Sidford et al. (2018a). For the offline RL setting, Kidambi et al. (2020) prove a lower bound only considering the data and policy occupancy support mismatch without dependency on sample size. Jin et al. (2020c) gives a lower bound for linear MDP setting but which does not give a tight dependency on parameters when specialized to the tabular setting. In Yin et al. (2020, 2021), a hard MDP is constructed with a dependency on the data distribution lower bound. In contrast, our lower bounds depend on $C^{\star}$, which has not been studied in the past, and holds for the entire data spectrum. In the imitation learning setting, (Xu et al., 2020) considers discounted MDP setting and shows a lower bound on the performance of the behavior cloning algorithm. We instead present an information-theoretic lower bound for any algorithm for $C^{\star}=1$ which is based on adapting the construction of Rajaraman et al. (2020) to the discounted case.

### 3.6 Discussion

In this paper, we propose a new batch RL framework based on the single policy concentrability coefficient (e.g., $C^{\star}$ ) that smoothly interpolates the two extremes of data composition encountered in practice, namely the expert data and uniform coverage data. Under this new framework, we pursue the statistically optimal algorithms that can even be implemented without the knowledge of the exact data composition. More specifically, focusing on the lower confidence bound (LCB) approach inspired by the principle of pessimism, we find that LCB is adaptively minimax optimal for addressing the offline contextual bandit problems and the optimal rate naturally bridges the $1 / N$ rate when data is close to following the expert policy and the $1 / \sqrt{N}$ rate in the typical offline RL case. Here $N$ denotes the number of samples in the batch dataset. We also investigate the LCB approach in the offline multiarmed bandit problems and Markov decision processes. The message is somewhat mixed. For bandits, LCB is shown to be optimal for a wide range of data compositions, however, LCB without the knowledge of data composition, is provably non-adaptive in the near-expert data regime. When it comes to MDPs, we show that LCB is adaptively rate-optimal when $C^{\star}$ is extremely close to 1 , and when $C^{\star} \geq 1+$ constant. Contrary to bandits, we conjecture that LCB is optimal across the spectrum of data composition, which is left for future work.

### 3.7 Proofs for multi-armed bandits

In Section 3.7.1, we prove Proposition 3.1 that demonstrates the failure of the best empirical arm when solving offline MABs. Section 3.7.2 is devoted to the proof of Theorem 3.1, which supplies the performance upper bound of the LCB approach. This upper bound is
accompanied by a minimax lower bound given in Section 3.7.3. In the end, we provably show the lack of adaptivity of the LCB approach in Section 3.7.4.

### 3.7.1 Proof of Proposition 3.1

We start by introducing the bandit instance under consideration. Set $|\mathcal{A}|=2, a^{\star}=1$, $\mu(1)=(N-1) / N$, and $\mu(2)=1 / N$. As for the reward distributions, for the optimal arm $a^{\star}=1$, we let $R(1)=2 \epsilon$ almost surely. In contrast, for arm 2 we set

$$
R(2)= \begin{cases}2.1 \epsilon, & \text { w.p. } 0.5 \\ 0, & \text { w.p. } 0.5\end{cases}
$$

It is easy to check that indeed $a^{\star}=1$ is the optimal arm to choose. Our goal is to show that for this particular bandit problem, given $N$ offline data from $\mu$ and $R$, the empirical best arm $\hat{a}$ will perform poorly with high probability.

To see this, consider the following event

$$
\mathcal{E}_{1}:=\{N(2)=1\} .
$$

We have

$$
\mathbb{P}\left(\mathcal{E}_{1}\right)=N \cdot \mu(1)^{N-1} \cdot \mu(2)=(1-1 / N)^{N-1} .
$$

As long as $N$ is sufficiently large (say $N \geq 500$ ), we have $\mathbb{P}\left(\mathcal{E}_{1}\right) \geq 0.36$ for any $0 \leq n \leq N$, and thus $\mathbb{P}\left(\mathcal{E}_{1}\right) \geq 0.36$.

Now we are in position to develop a performance lower bound for the empirical best arm $\hat{a}$. By construction, we have $r(1)-r(2)=0.95 \epsilon$. Therefore the sub-optimality is given by

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] & =0.95 \epsilon \cdot \mathbb{P}\left(\hat{a} \neq a^{\star}\right) \\
& \geq 0.95 \epsilon \cdot \mathbb{P}\left(\mathcal{E}_{1} \cap \hat{r}(2)=2.1 \epsilon\right) \\
& \geq 0.95 \epsilon \cdot 0.18>0.1 \epsilon
\end{aligned}
$$

Rescaling the value of $\epsilon$ finishes the proof.

### 3.7.2 Proof of Theorem 3.1

Before embarking on the main proof, we record two useful lemmas. The first lemma sandwiches the true mean reward by the empirical one and the penalty function, which directly follows from Hoeffding's inequality and a union bound. For completeness, we provide the proof at the end of this subsection.

Lemma 3.3. With probability at least $1-\delta$, we have

$$
\begin{equation*}
\hat{r}(a)-b(a) \leq r(a) \leq \hat{r}(a)+b(a), \quad \text { for all } 1 \leq a \leq|\mathcal{A}| . \tag{3.24}
\end{equation*}
$$

The second one is a simple consequence of the Chernoff bound for binomial random variables.

Lemma 3.4. With probability at least $1-\exp \left(-N \mu\left(a^{\star}\right) / 8\right)$, one has

$$
\begin{equation*}
N\left(a^{\star}\right) \geq \frac{1}{2} N \mu\left(a^{\star}\right) \tag{3.25}
\end{equation*}
$$

Denote by $\mathcal{E}$ the event that both relations (3.24) and (3.25) hold. Conditioned on $\mathcal{E}$, one has

$$
r\left(a^{\star}\right) \leq \hat{r}\left(a^{\star}\right)+b\left(a^{\star}\right)=\hat{r}\left(a^{\star}\right)-b\left(a^{\star}\right)+2 b\left(a^{\star}\right) .
$$

In view of the definition of $\hat{a}$, we have $\hat{r}\left(a^{\star}\right)-b\left(a^{\star}\right) \leq \hat{r}(\hat{a})-b(\hat{a})$, and hence

$$
r\left(a^{\star}\right) \leq \hat{r}(\hat{a})-b(\hat{a})+2 b\left(a^{\star}\right) \leq r(\hat{a})+2 b\left(a^{\star}\right)
$$

where the last inequality holds under the event $\mathcal{E}$ (in particular the bound (3.24) on $\hat{a}$ ). Now we are left with the term $b\left(a^{\star}\right)$. It suffices to lower bound $N\left(a^{\star}\right)$. Note that the event $\mathcal{E}$ (cf. the lower bound (3.25)) ensures that

$$
N\left(a^{\star}\right) \geq \frac{1}{2} N \mu\left(a^{\star}\right) \geq \frac{N}{2 C^{\star}}>0
$$

As a result, we conclude

$$
b\left(a^{\star}\right)=\sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{2 N\left(a^{\star}\right)}} \leq \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{N \mu\left(a^{\star}\right)}},
$$

which further implies

$$
\begin{equation*}
r\left(a^{\star}\right) \leq r(\hat{a})+2 \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{N \mu\left(a^{\star}\right)}} \tag{3.26}
\end{equation*}
$$

whenever the event $\mathcal{E}$ holds. It is easy to check that under the assumption $N \geq 8 C^{\star} \log (1 / \delta)$, we have $\mathbb{P}(\mathcal{E}) \geq 1-2 \delta$. This finishes the proof of the high probability claim.

In the end, we can compute the expected sub-optimality as

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] & =\mathbb{E}_{\mathcal{D}}\left[\left(r\left(a^{\star}\right)-r(\hat{a})\right) 1\{\mathcal{E}\}\right]+\mathbb{E}_{\mathcal{D}}\left[\left(r\left(a^{\star}\right)-r(\hat{a})\right) 1\left\{\mathcal{E}^{c}\right\}\right] \\
& \leq 2 \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{N \mu\left(a^{\star}\right)}} \mathbb{P}(\mathcal{E})+\mathbb{P}\left(\mathcal{E}^{c}\right)
\end{aligned}
$$

Here the inequality uses the bound (3.26) and the fact that $r\left(a^{\star}\right)-r(\hat{a}) \leq 1$. We continue bounding the sub-optimality by

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \leq 2 \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{N \mu\left(a^{\star}\right)}}+2 \delta \leq 2 \sqrt{\frac{C^{\star} \log (2|\mathcal{A}| / \delta)}{N}}+2 \delta .
$$

Here the last relation uses $\mu\left(a^{\star}\right) \geq 1 / C^{\star}$. Taking $\delta=1 / N$ completes the proof.

Proof of Lemma 3.3. Consider a fixed action $a$. If $N(a)=0$, one trivially has $\hat{r}(a)-b(a)=$ $-1 \leq r(a) \leq \hat{r}(a)+b(a)=1$. When $N(a)>0$, applying Hoeffding's inequality, one sees that

$$
\mathbb{P}\left(\left.|\hat{r}(a)-r(a)| \geq \sqrt{\frac{\log (2|\mathcal{A}| / \delta)}{2 N(a)}} \right\rvert\, N(a)\right) \leq \frac{\delta}{|\mathcal{A}|}
$$

Since this claim holds for all possible $N(a)$, we have for any fixed action $a$

$$
\mathbb{P}(|\hat{r}(a)-r(a)| \geq b(a)) \leq \frac{\delta}{|\mathcal{A}|}
$$

A further union bound over the action space yields the advertised claim.

### 3.7.3 Proof of Theorem 3.2

We separate the proof into two cases: $C^{\star} \geq 2$ and $C^{\star} \in(1,2)$. For both cases, our lower bound proof relies on the classic Le Cam's two-point method (Yu, 1997; Le Cam, 2012). In essence, we construct two MAB instances in the family $\operatorname{MAB}\left(C^{\star}\right)$ with different optimal rewards that are difficult to distinguish given the offline dataset.

The case of $C^{\star} \geq 2$. We consider a simple two-armed bandit. For the behavior policy, we set $\mu(2)=1 / C^{\star}$ and $\mu(1)=1-1 / C^{\star}$. Since we are constructing lower bound instances, it suffices to consider Bernoulli distributions supported on $\{0,1\}$. In particular, we consider the following two possible sets for the Bernoulli means

$$
f_{1}=\left(\frac{1}{2}, \frac{1}{2}-\delta\right) ; \quad f_{2}=\left(\frac{1}{2}, \frac{1}{2}+\delta\right)
$$

with $\delta \in[0,1 / 4]$. Indeed, $\left(\mu, f_{1}\right),\left(\mu, f_{2}\right) \in \operatorname{MAB}\left(C^{\star}\right)$ with the proviso that $C^{\star} \geq 2$. Denote the loss/sub-optimality of an estimator $\hat{a}$ to be

$$
\begin{equation*}
\mathcal{L}(\hat{a} ; f):=r\left(a^{\star}\right)-r(\hat{a}), \tag{3.27}
\end{equation*}
$$

where the optimal action $a^{\star}$ implicitly depends on the reward distribution $f$. Clearly, for any estimator $\hat{a}$, we have

$$
\mathcal{L}\left(\hat{a} ; f_{1}\right)+\mathcal{L}\left(\hat{a} ; f_{2}\right) \geq \delta
$$

Therefore Le Cam's method tells us that

$$
\inf _{\hat{a}} \sup _{(\mu, R) \in \operatorname{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq \inf _{\hat{a}} \sup _{f \in f_{1}, f_{2}} \mathbb{E}_{\mathcal{D}}[\mathcal{L}(\hat{a} ; f)] \geq \frac{\delta}{4} \cdot \exp \left(-\operatorname{KL}\left(\mathbb{P}_{\mu \otimes f_{1}} \| \mathbb{P}_{\mu \otimes f_{2}}\right)\right)
$$

Here $\operatorname{KL}\left(\mathbb{P}_{\mu \otimes f_{1}} \| \mathbb{P}_{\mu \otimes f_{2}}\right)$ denotes the KL divergence between the two MAB instances with $N$ samples. Direct calculations yield

$$
\mathrm{KL}\left(\mathbb{P}_{\mu \otimes f_{1}} \| \mathbb{P}_{\mu \otimes f_{2}}\right) \leq \frac{N \mathrm{KL}\left(\mathbb{P}_{f_{1}} \| \mathbb{P}_{f_{2}}\right)}{C^{\star}} \leq \frac{N(2 \delta)^{2}}{C^{\star}\left(1 / 4-\delta^{2}\right)} \leq 200 N \delta^{2} / C^{\star}
$$

Here we use the fact that for two Bernoulli distribution, $\operatorname{KL}(\operatorname{Bern}(p) \| \operatorname{Bern}(q)) \leq(p-$ $q)^{2} /[q(1-q)]$ and that $\delta \in[0,1 / 4]$. Taking

$$
\delta=\min \left\{\frac{1}{4}, \sqrt{\frac{C^{\star}}{N}}\right\}
$$

yields the desired lower bound for $C^{\star} \geq 2$.
The case of $C^{\star} \in(1,2)$. Recall that when $C^{\star} \geq 2$, we construct the same behavior distribution $\mu$ for two different reward distributions $f_{1}, f_{2}$. In contrast, in the case of $C^{\star} \in$ $[1,2)$, we construct instances that are different in both the reward distributions as well as the behavior distribution. More specifically, let $\mu_{1}(1)=1 / C^{\star}, \mu_{1}(2)=1-1 / C^{\star}, f_{1}=\left(\frac{1}{2}+\delta, \frac{1}{2}\right)$ for some $\delta>0$ which will be specified later. Similarly, we let $\mu_{2}(1)=1-1 / C^{\star}, \mu_{2}(2)=1 / C^{\star}$, $f_{2}=\left(\frac{1}{2}, \frac{1}{2}+\delta\right)$. It is straightforward to check that $\left(\mu_{1}, f_{1}\right),\left(\mu_{2}, f_{2}\right) \in \operatorname{MAB}\left(C^{*}\right)$. Clearly, for any estimator $\hat{a}$, we have

$$
\mathcal{L}\left(\hat{a} ; f_{1}\right)+\mathcal{L}\left(\hat{a} ; f_{2}\right) \geq \delta
$$

Again, applying Le Cam's method, we have

$$
\begin{equation*}
\inf _{\hat{a}} \sup _{(\mu, R) \in \operatorname{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq \frac{\delta}{4} \cdot \exp \left(-\mathrm{KL}\left(\mathbb{P}_{\mu_{1} \otimes f_{1}} \| \mathbb{P}_{\mu_{2} \otimes f_{2}}\right)\right) \tag{3.28}
\end{equation*}
$$

Note that

$$
\begin{aligned}
\mathrm{KL}\left(\mathbb{P}_{\mu_{1} \otimes f_{1}} \| \mathbb{P}_{\mu_{2} \otimes f_{2}}\right) \leq & N \cdot\left(\frac{\frac{1}{2}+\delta}{C^{\star}} \log \left(\frac{1+2 \delta}{C^{\star}-1}\right)+\frac{\frac{1}{2}-\delta}{C^{\star}} \log \left(\frac{1-2 \delta}{C^{\star}-1}\right)\right. \\
& \left.+\frac{1-\frac{1}{C^{\star}}}{2} \log \left(\frac{C^{\star}-1}{1+2 \delta}\right)+\frac{1-\frac{1}{C^{\star}}}{2} \log \left(\frac{C^{\star}-1}{1-2 \delta}\right)\right) \\
= & N \cdot\left(\left(\frac{1+\delta}{C^{\star}}-\frac{1}{2}\right) \log \left(\frac{1+2 \delta}{C^{\star}-1}\right)+\left(\frac{1-\delta}{C^{\star}}-\frac{1}{2}\right) \log \left(\frac{1-2 \delta}{C^{\star}-1}\right)\right) .
\end{aligned}
$$

Taking $\delta=\frac{2-C^{\star}}{2}$, we get $\operatorname{KL}\left(\mathbb{P}_{\mu_{1} \otimes f_{1}} \| \mathbb{P}_{\mu_{2} \otimes f_{2}}\right) \leq N \cdot \frac{2-C^{\star}}{C^{\star}} \cdot \log \left(\frac{2}{C^{\star}-1}\right)$. Thus we know that

$$
\begin{equation*}
\inf _{\hat{a}} \sup _{(\mu, R) \in \operatorname{MAB}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \gtrsim \exp \left(-\left(2-C^{\star}\right) \cdot \log \left(\frac{2}{C^{\star}-1}\right) \cdot N\right) . \tag{3.29}
\end{equation*}
$$

This finishes the proof of the lower bound for $C^{\star} \in(1,2)$.

### 3.7.4 Proof of Proposition 3.2

To begin with, we have $\mathbb{E}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \leq \mathbb{P}\left(\hat{a} \neq a^{\star}\right)$, where we have used the fact that the rewards are bounded between 0 and 1 . Thus it is sufficient to control $\mathbb{P}\left(\hat{a} \neq a^{\star}\right)$, which obeys

$$
\mathbb{P}\left(\hat{a} \neq a^{\star}\right)=\mathbb{P}\left(\exists a \neq a^{\star}, N(a) \geq N\left(a^{\star}\right)\right) \leq \mathbb{P}\left(N-N\left(a^{\star}\right) \geq N\left(a^{\star}\right)\right)=\mathbb{P}\left(N\left(a^{\star}\right) \leq \frac{N}{2}\right)
$$

Applying the Chernoff bound for binomial random variables yields

$$
\mathbb{P}\left(N\left(a^{\star}\right) \leq \frac{N}{2}\right) \leq \exp \left(-N \cdot \mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right) .
$$

Taking the previous steps collectively to arrive at the desired conclusion.

### 3.7.5 Proof of Theorem 3.3

We prove the case when $C^{\star}=1.5$ and when $C^{\star}=6$ separately.
The case when $C^{\star}=1.5$. We begin by introducing the MAB problem.

The bandit instance. Consider a two-armed bandit problem with the optimal arm denoted by $a^{\star}$ and the sub-optimal arm $a$. We set $\mu\left(a^{\star}\right)=1 / C^{\star}$, and $\mu(a)=1-1 / C^{\star}$ in accordance with the requirement $1 / \mu\left(a^{\star}\right) \leq C^{\star}$. We consider the following reward distributions: the optimal arm $a^{\star}$ has a deterministic reward equal to $1 / 2$ whereas the sub-optimal arm has a reward distribution of $\operatorname{Bern}(1 / 2-g)$ for some $g \in(0,1 / 3)$, which will be specified momentarily. It is straightforward to check that the arm $a^{\star}$ is indeed optimal and the MAB problem $(\mu, R)$ belongs to $\mathrm{MAB}\left(C^{\star}\right)$.

Lower bounding the performance of LCB. For the two-armed bandit problem introduced above, we have

$$
\begin{align*}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] & =g \cdot \mathbb{P}(\text { LCB chooses arm } a) \\
& =g \sum_{k=0}^{N} \mathbb{P}(\text { LCB chooses arm } a \mid N(a)=k) \mathbb{P}(N(a)=k) \\
& \geq g \sum_{k=N \mu(a) / 2}^{2 N \mu(a)} \mathbb{P}(\text { LCB chooses arm } a \mid N(a)=k) \mathbb{P}(N(a)=k), \tag{3.30}
\end{align*}
$$

where we restrict ourselves to the event

$$
\mathcal{E}:=\left\{\frac{1}{2} N \mu(a) \leq N(a) \leq 2 N \mu(a)\right\}
$$

It turns out that when $1 \leq k \leq 2 N \mu(a)$, one has

$$
\begin{equation*}
\mathbb{P}(\mathrm{LCB} \text { chooses } \operatorname{arm} a \mid N(a)=k) \geq \frac{1}{\sqrt{4 N \mu(a)}} \cdot \exp \left(-\frac{(g \sqrt{2 N \mu(a)}+\sqrt{L})^{2}}{\frac{1}{4}-g^{2}}\right) . \tag{3.31}
\end{equation*}
$$

Combine inequalities (3.30) and (3.31) to obtain

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq g \frac{1}{\sqrt{4 N \mu(a)}} \cdot \exp \left(-\frac{(g \sqrt{2 N \mu(a)}+\sqrt{L})^{2}}{\frac{1}{4}-g^{2}}\right) \mathbb{P}(\mathcal{E}) .
$$

Setting $g=\min \{1 / 3, \sqrt{L /(2 N \mu(a))}\}$ yields

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] & \geq \frac{\min \left(\sqrt{L /(2 N \mu(a))}, \frac{1}{3}\right)}{\sqrt{4 N \mu(a)}} \cdot \exp (-32 L) \mathbb{P}(\mathcal{E}) \\
& \geq \min \left(\frac{\sqrt{L}}{8 N \mu(a)}, \frac{1}{12 \sqrt{N \mu(a)}}\right) \cdot \exp (-32 L),
\end{aligned}
$$

where the last inequality uses Chernoff's bound, i.e., $\mathbb{P}(\mathcal{E}) \geq 1-2 \exp (-N \mu(a) / 8) \geq \frac{1}{2}$. Substituting the definition of $L$ and $\mu(a)$ completes the proof.

Proof of the lower bound (3.31). By the definition of LCB, we have
$\mathbb{P}($ LCB chooses arm $a \mid N(a)=k)=\mathbb{P}\left(1 / 2-\sqrt{L / N\left(a^{\star}\right)} \leq \hat{r}(a)-\sqrt{L / N(a)} \mid N(a)=k\right)$

$$
\begin{aligned}
& \geq \mathbb{P}(\hat{r}(a) \geq 1 / 2+\sqrt{L / N(a)} \mid N(a)=k) \\
& \geq \frac{1}{\sqrt{2 k}} \cdot \exp \left(-k \cdot \mathrm{KL}\left(\frac{1}{2}-\sqrt{\frac{L}{k}} \| \frac{1}{2}+g\right)\right) \\
& \geq \frac{1}{\sqrt{2 k}} \cdot \exp \left(-\frac{k\left(g+\sqrt{\frac{L}{k}}\right)^{2}}{\frac{1}{4}-g^{2}}\right)
\end{aligned}
$$

Here, the penultimate inequality comes from a lower bound for Binomial tails (Robert, 1990) and the last inequality uses the elementary fact that $\mathrm{KL}(p \| q) \leq(p-q)^{2} / q(1-q)$. One can easily see that the probability lower bound is decreasing in $k$ and hence when $N(a)=k \leq 2 N \mu(a)$, we have

$$
\mathbb{P}(\mathrm{LCB} \text { chooses the arm } a \mid N(a)=k) \geq \frac{1}{\sqrt{4 N \mu(a)}} \cdot \exp \left(-\frac{(g \sqrt{2 N \mu(a)}+\sqrt{L})^{2}}{\frac{1}{4}-g^{2}}\right)
$$

This completes the proof.

The case when $C^{\star}=6$. We now prove the lower bound for the case of $C^{\star}=6$.

The bandit instance. Consider a two-armed bandit problem with $\mu\left(a^{\star}\right)=\frac{1}{C \star}$ for the optimal arm and $\mu(a)=1-\frac{1}{C^{\star}}$ for the sub-optimal arm, which satisfies the concentrability requirement. We set the following reward distributions: the optimal arm $a^{\star}$ is distributed according to $\operatorname{Bern}(1 / 2)$ and the sub-optimal arm has a deterministic reward equal to $1 / 2-g$ for some $g \in(0,1 / 2)$, which will be specified momentarily. It is immediate that $a^{\star}$ is optimal in this construction and that the MAB problem $(\mu, R)$ belongs to $\operatorname{MAB}\left(C^{\star}\right)$.

Lower bounding the performance of LCB. Similar arguments as before give

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq g \sum_{k=N \mu\left(a^{\star}\right) / 2}^{2 N \mu\left(a^{\star}\right)} \mathbb{P}\left(\text { LCB chooses arm } a \mid N\left(a^{\star}\right)=k\right) \mathbb{P}\left(N\left(a^{\star}\right)=k\right), \tag{3.32}
\end{equation*}
$$

where we restrict ourselves to the event (with abuse of notation)

$$
\mathcal{E}:=\left\{\frac{1}{2} N \mu\left(a^{\star}\right) \leq N\left(a^{\star}\right) \leq 2 N \mu\left(a^{\star}\right)\right\} .
$$

By the definition of LCB, when $C^{\star}=6$ and $\frac{1}{2} N \mu\left(a^{\star}\right) \leq k \leq 2 N \mu\left(a^{\star}\right) \leq \frac{1}{3} N$, one has

$$
\begin{aligned}
\mathbb{P}\left(\mathrm{LCB} \text { chooses arm } a \mid N\left(a^{\star}\right)=k\right) & =\mathbb{P}\left(\left.\hat{r}\left(a^{\star}\right)-\sqrt{L / N\left(a^{\star}\right)} \leq \frac{1}{2}-g-\sqrt{L / N(a)} \right\rvert\, N\left(a^{\star}\right)=k\right) \\
& =\mathbb{P}\left(\hat{r}\left(a^{\star}\right) \leq 1 / 2-g+\sqrt{L / k}-\sqrt{L /(N-k)} \mid N\left(a^{\star}\right)=k\right) \\
& \geq \mathbb{P}\left(\hat{r}\left(a^{\star}\right) \leq 1 / 2-g+\sqrt{3 L / N}-\sqrt{3 L /(2 N)} \mid N\left(a^{\star}\right)=k\right) \\
& >\mathbb{P}\left(\left.\hat{r}\left(a^{\star}\right) \leq 1 / 2-g+\sqrt{\frac{L}{4 N}} \right\rvert\, N\left(a^{\star}\right)=k\right) .
\end{aligned}
$$

We set $g=\min \{\sqrt{L /(4 N)}, 1 / 2\}$. Under this choice of $g$, we always have

$$
\begin{equation*}
\mathbb{P}\left(\mathrm{LCB} \text { chooses arm } a \mid N\left(a^{\star}\right)=k\right) \geq \frac{1}{2} \tag{3.33}
\end{equation*}
$$

Combine the inequalities (3.32) and (3.33) to obtain

$$
\mathbb{E}_{\mathcal{D}}\left[r\left(a^{\star}\right)-r(\hat{a})\right] \geq g \cdot \frac{1}{2} \cdot \mathbb{P}(\mathcal{E}) \geq \frac{\min (1, \sqrt{L / N})}{8}
$$

### 3.8 Proofs for contextual bandits

In Section 3.8.1, we prove the sub-optimality guarantee of the LCB approach for contextual bandits stated in Theorem 3.4. In Section 3.8.2 we prove Theorem 3.5-a minimax lower bound for contextual bandits. In the end, we prove the failure of the most played arm approach in Section 3.8.3.

### 3.8.1 Proof of Theorem 3.4

We prove a stronger version of Theorem 3.4: Fix a deterministic expert policy $\pi$ that is not necessarily optimal. We assume that

$$
\max _{s} \frac{\rho(s)}{\mu(s, \pi(s))} \leq C^{\pi}
$$

Setting $\delta=1 / N$, the policy $\hat{\pi}$ returned by Algorithm 3 obeys

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left(1, \widetilde{O}\left(\sqrt{\frac{S\left(C^{\pi}-1\right)}{N}}+\frac{S}{N}\right)\right)
$$

The statement in Theorem 3.4 can be recovered when we take $\pi=\pi^{\star}$.
We begin with defining a good event

$$
\begin{equation*}
\mathcal{E}:=\{\forall s, a:|r(s, a)-\hat{r}(s, a)| \leq b(s, a)\} \tag{3.34}
\end{equation*}
$$

on which the penalty function $b(s, a)$ provides a valid upper bound on the reward estimation error $r(s, a)-\hat{r}(s, a)$. With this definition in place, we state a key decomposition of the sub-optimality of the LCB method:

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}} & {\left[\sum_{s} \rho(s)[r(s, \pi(s))-r(s, \hat{\pi}(s))]\right] } \\
= & \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s))=0\}\right]=: T_{1} \\
& +\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}\right]:=T_{2} \\
& +\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\left\{\mathcal{E}^{c}\right\}\right]:=T_{3} .
\end{aligned}
$$

In words, the term $T_{1}$ corresponds to the error induced by missing mass, i.e., when the expert action $\pi(s)$ is not seen in the data $\mathcal{D}$. The second term $T_{2}$ denotes the error when the good event $\mathcal{E}$ takes place. The last term $T_{3}$ denotes the sub-optimality incurred under the complement event $\mathcal{E}^{c}$.

To avoid cluttered notation, we denote $L:=2000 \sqrt{2 \log (S|\mathcal{A}| N)}$ such that $b(s, a)=$ $\sqrt{L / N(s, a)}$ when $N(s, a) \geq 1$. These three error terms obey the following upper bounds, whose proofs are provided in subsequent subsections:

$$
\begin{align*}
& T_{1} \leq \frac{4 S C^{\pi}}{9 N}  \tag{3.35a}\\
& T_{2}  \tag{3.35b}\\
& \lesssim \frac{S C^{\pi}}{N} L+\sqrt{\frac{S\left(C^{\pi}-1\right)}{N}} L+\frac{1}{N^{9}}  \tag{3.35c}\\
& T_{3}
\end{align*}
$$

Combining the above three bounds together with the fact that $\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \leq 1$ yields that

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left(1, \widetilde{O}\left(\sqrt{\frac{S\left(C^{\pi}-1\right)}{N}}+\frac{S C^{\pi}}{N}\right)\right)
$$

Note that if $C^{\pi} \geq 2$, the first term $\sqrt{\frac{S\left(C^{\pi}-1\right)}{N}}$ always dominates. Conversely, if $C^{\pi}<2$, we can omit the extra $C^{\pi}$ in the second term $\frac{S C^{\pi}}{N}$. This gives the desired claim in Theorem 3.4.

## Proof of the bound (3.35a) on $T_{1}$

Since $r(s, \pi(s))-r(s, \hat{\pi}(s)) \leq 1$ for any $\hat{\pi}(s)$, one has

$$
\begin{aligned}
T_{1} & \leq \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s) \mathbb{1}\{N(s, \pi(s))=0\}\right]=\sum_{s} \rho(s) \mathbb{P}(N(s, \pi(s))=0) \\
& =\sum_{s} \rho(s)(1-\mu(s, \pi(s)))^{N} .
\end{aligned}
$$

Recall the assumption that $\max _{s} \frac{\rho(s)}{\mu(s, \pi(s))} \leq C^{\pi}$. We can continue the upper bound of $T_{1}$ to obtain

$$
T_{1} \leq \sum_{s} C^{\pi} \mu(s, \pi(s))(1-\mu(s, \pi(s)))^{N} \leq \sum_{s} C^{\pi} \frac{4}{9 N}=\frac{4}{9 N} S C^{\pi}
$$

Here, the last inequality holds since $\max _{x \in[0,1]} x(1-x)^{N} \leq 4 /(9 N)$.

## Proof of the bound (3.35b) on $T_{2}$

For any state $s \in \mathcal{S}$, define the total mass on sub-optimal actions to be

$$
\bar{\mu}(s):=\sum_{a: a \neq \pi(s)} \mu(s, a) .
$$

We can then partition the state space into the following three disjoint sets:

$$
\begin{align*}
\mathcal{S}_{1} & :=\left\{s \left\lvert\, \rho(s)<\frac{2 C^{\pi} L}{N}\right.\right\}  \tag{3.36a}\\
\mathcal{S}_{2} & :=\left\{s \left\lvert\, \rho(s) \geq \frac{2 C^{\pi} L}{N}\right., \mu(s, \pi(s)) \geq 10 \bar{\mu}(s)\right\}  \tag{3.36b}\\
\mathcal{S}_{3} & :=\left\{s \left\lvert\, \rho(s) \geq \frac{2 C^{\pi} L}{N}\right., \mu(s, \pi(s))<10 \bar{\mu}(s)\right\} . \tag{3.36c}
\end{align*}
$$

The set $\mathcal{S}_{1}$ includes the states that are "less important" in evaluating the performance of LCB. The set $\mathcal{S}_{2}$ captures the states for which the expert action $\pi(s)$ is drawn more frequently under the behavior distribution $\mu$.

With this partition at hand, we can decompose the term $T_{2}$ accordingly:

$$
\begin{aligned}
T_{2}= & \sum_{s \in \mathcal{S}_{1}} \rho(s) \mathbb{E}_{\mathcal{D}}[[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}]=: T_{2,1} \\
& +\sum_{s \in \mathcal{S}_{2}} \rho(s) \mathbb{E}_{\mathcal{D}}[[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}]=: T_{2,2} \\
& +\sum_{s \in \mathcal{S}_{3}} \rho(s) \mathbb{E}_{\mathcal{D}}[[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}]=: T_{2,3}
\end{aligned}
$$

The proof is completed by observing the following three upper bounds:

$$
T_{2,1} \leq \frac{2 S C^{\pi} L}{N} ; \quad T_{2,2} \lesssim \frac{1}{N^{9}} ; \quad T_{2,3} \lesssim \sqrt{\frac{C^{\pi} S L}{N} \min \left\{1,10\left(C^{\pi}-1\right)\right\}} \lesssim \sqrt{\frac{\left(C^{\pi}-1\right) S L}{N}}
$$

Proof of the bound on $T_{2,1}$. We again use the basic fact that

$$
[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\} \leq 1
$$

to reach

$$
T_{2,1} \leq \sum_{s \in \mathcal{S}_{1}} \rho(s) \leq \frac{2 S C^{\pi} L}{N}
$$

where the last inequality hinges on the definition (3.36a) of $\mathcal{S}_{1}$, namely for any $s \in \mathcal{S}_{1}$, one has $\rho(s)<\frac{2 C^{\pi} L}{N}$.

Proof of the bound on $T_{2,2}$. Fix a state $s \in \mathcal{S}_{2}$, we define the following two sets of actions:

$$
\begin{aligned}
& \mathcal{A}_{1}(s):=\{a \mid r(s, a)<r(s, \pi(s)), \mu(s, a) \leq L /(200 N)\} \\
& \mathcal{A}_{2}(s):=\{a \mid r(s, a)<r(s, \pi(s)), \mu(s, a)>L /(200 N)\}
\end{aligned}
$$

Further define $A(s, a)$ to be the event that $\hat{r}(s, \pi(s))-b(s, \pi(s))<\hat{r}(s, a)-b(s, a)$. Clearly one has $r(s, \pi(s))-r(s, \hat{\pi}(s)) \leq \mathbb{1}\left\{\cup_{a \in \mathcal{A}_{1}(s) \cup \mathcal{A}_{2}(s)} A(s, a)\right\}$. Consequently, we can write the following decomposition:

$$
\left.\left.\left.\left.\begin{array}{rl}
\mathbb{E}_{\mathcal{D}} & {[ }
\end{array}\right] r(s, \pi(s))-r(s, \hat{\pi}(s))\right] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}\right]\right\} .
$$

As a result, $T_{2,2}$ obeys

$$
\begin{equation*}
T_{2,2} \leq \sum_{s \in \mathcal{S}_{2}} \rho(s) p_{1}(s)+\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{2}(s) \tag{3.37}
\end{equation*}
$$

which satisfy the bounds

$$
\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{1}(s) \lesssim \frac{1}{N^{10}}, \quad \text { and } \quad \sum_{s \in \mathcal{S}_{2}} \rho(s) p_{2}(s) \lesssim \frac{1}{N^{9}}
$$

Taking these two bounds collectively leads us to the desired conclusion. In what follows, we focus on the proving the aforementioned two bounds.

Proof of the bound on $\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{1}(s)$. Fix a state $s \in \mathcal{S}_{2}$. In view of the data coverage assumption, one has

$$
\begin{equation*}
\mu(s, \pi(s)) \geq \frac{\rho(s)}{C^{\pi}} \geq \frac{2 L}{N} \tag{3.38}
\end{equation*}
$$

In contrast, for any $a \in \mathcal{A}_{1}(s)$, we have

$$
\begin{equation*}
\mu(s, a) \leq \frac{L}{200 N} \tag{3.39}
\end{equation*}
$$

Therefore one has $\mu(s, \pi(s)) \gg \mu(s, a)$ for any non-expert action $a$. As a result, the optimal action is selected more frequently than the sub-optimal ones. It turns out that under such circumstances, the LCB algorithm picks the right action with high probability. We make this intuition precise below.

The bounds (3.38) and (3.39) together with Chernoff's bound give

$$
\begin{gathered}
\mathbb{P}\left(N(s, a) \leq \frac{5 L}{200}\right) \geq 1-\exp \left(-\frac{L}{200}\right) \\
\mathbb{P}(N(s, \pi(s))>L) \geq 1-\exp \left(-\frac{L}{4}\right)
\end{gathered}
$$

These allow us to obtain an upper bound for the function $\hat{r}-b$ evaluated at sub-optimal actions and a lower bound on $\hat{r}(s, \pi(s))-b(s, \pi(s))$. More precisely, if $N(s, a)=0$, we know that $\hat{r}(s, a)=-1$; when $1 \leq N(s, a) \leq \frac{5 L}{200}$, we have

$$
\hat{r}(s, a)-b(s, a) \leq 1-\sqrt{\frac{L}{5 L / 200}} \leq-5 .
$$

Now we turn to lower bounding the function $\hat{r}-b$ evaluated at the optimal action. When $N(s, \pi(s))>L$, one has

$$
\hat{r}(s, \pi(s))-b(s, \pi(s))>-\sqrt{\frac{L}{N(s, \pi(s))}}=-1
$$

To conclude, if both $N(s, a) \leq \frac{5 L}{200}$ and $N(s, \pi(s)) \geq L$ hold, we must have $\hat{r}(s, a)-$ $b(s, a)<\hat{r}(s, \pi(s))-b(s, \pi(s))$. Therefore we can deduce that

$$
\begin{aligned}
\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{1}(s) & =\sum_{s \in \mathcal{S}_{2}} \rho(s) \mathbb{P}\left(\exists a \in \mathcal{A}_{1}(s), A(s, a), N(s, \pi(s)) \geq 1\right) \\
& \leq(|\mathcal{A}|-1) \exp \left(-\frac{L}{200}\right)+\exp \left(-\frac{1}{4} L\right) \\
& \leq|\mathcal{A}| \exp \left(-\frac{L}{200}\right) \\
& \lesssim \frac{1}{N^{10}}
\end{aligned}
$$

The last inequality comes from the choice of $L=2000 \log (2 S|\mathcal{A}| N)$.
Proof of the bound on $\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{2}(s)$. Before embarking on the proof of $\sum_{s \in \mathcal{S}_{2}} \rho(s) p_{2}(s) \lesssim \lesssim \frac{1}{N^{9}}$, it is helpful to pause and gather a few useful properties of $(s, a)$ with $s \in \mathcal{S}_{2}, a \in \mathcal{A}_{2}(s)$ :

1. $\rho(s) \geq \frac{2 C^{\pi} L}{N}$ and hence $\mu(s, \pi(s)) \geq \frac{2 L}{N}$ by the definition of $C^{\pi}$;
2. $\frac{L}{200 N} \leq \mu(s, a) \leq \frac{1}{10} \mu(s, \pi(s))$;
3. $\sum_{a \in \mathcal{A}_{2}} \mu(s, a) \leq \frac{1}{10} \mu(s, \pi(s))$;
4. $\left|\mathcal{A}_{2}(s)\right| \leq 200 N / L$.

In addition, we define a high probability event on which the sample sizes $N(s, a)$ concentrate around their respective means $N \mu(s, a)$ :

$$
\begin{aligned}
\mathcal{E}_{2}(s):=\{ & \frac{1}{2} N \mu(s, \pi(s)) \leq N(s, \pi(s)) \leq 2 N \mu(s, \pi(s)) \\
& \left.\forall a \in \mathcal{A}_{2}(s), \frac{1}{2} N \mu(s, a) \leq N(s, a) \leq 2 N \mu(s, a)\right\}
\end{aligned}
$$

which-in view of the Chernoff bound and the union bound-obeys

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{2}(s)\right) \geq 1-1 / N^{9} \tag{3.40}
\end{equation*}
$$

With these preparations in place, we can derive

$$
\begin{aligned}
p_{2}(s) & =\mathbb{P}\left(\exists a \in \mathcal{A}_{2}, A(s, a), N(s, \pi(s)) \geq 1\right) \\
& \leq \mathbb{P}\left(\mathcal{E}_{2}^{c}(s)\right)+\mathbb{P}\left(\exists a \in \mathcal{A}_{2}, A(s, a), N(s, \pi(s)) \geq 1, \mathcal{E}_{2}(s)\right) \\
& \leq \mathbb{P}\left(\mathcal{E}_{2}^{c}(s)\right)+\sum_{a \in \mathcal{A}_{2}} \mathbb{P}\left(A(s, a), N(s, \pi(s)) \geq 1, \mathcal{E}_{2}(s)\right) \\
& \lesssim \frac{1}{N^{9}}+\frac{\left|\mathcal{A}_{2}\right|}{N^{10}} \lesssim \frac{1}{N^{9}},
\end{aligned}
$$

where the last line arises from the bound

$$
\begin{equation*}
\mathbb{P}\left(A(s, a), N(s, \pi(s)) \geq 1, \mathcal{E}_{2}(s)\right) \lesssim \frac{1}{N^{10}} \tag{3.41}
\end{equation*}
$$

and the cardinality upper bound $\left|\mathcal{A}_{2}(s)\right| \lesssim N$. This completes the bound on $\sum_{s \in \mathcal{S}_{2}} p(s)$.
Proof of the bound (3.41). On the event $\mathcal{E}_{2}(s)$, one must have $N(s, a) \geq 1$ and $N(s, \pi(s)) \geq$ 1. Therefore, we can define

$$
\epsilon:=\sqrt{\frac{L}{N(s, a)}}-\sqrt{\frac{L}{N(s, \pi(s))}} \quad \text { and } \quad \Delta=r(s, \pi(s))-r(s, a),
$$

and obtain the following bound on the conditional probability

$$
\begin{aligned}
& \mathbb{P}\left(\left.\hat{r}(s, a)-\sqrt{\frac{L}{N(s, a)}} \geq \hat{r}(s, \pi(s))-\sqrt{\frac{L}{N(s, \pi(s))}} \right\rvert\, N(s, \pi(s)), N(s, a), \mathcal{E}_{2}\right) \\
& \quad \leq \exp \left(\left.-2 \frac{N(s, a) N(s, \pi(s))(\epsilon+\Delta)^{2}}{N(s, a)+N(s, \pi(s))} \right\rvert\, N(s, \pi(s)), N(s, a), \mathcal{E}_{2}\right)
\end{aligned}
$$

where the inequality arises from Lemma 3.13. Note that under event $\mathcal{E}_{2}(s)$ and the property $\mu(s, a) \leq \frac{1}{10} \mu(s, \pi(s))$, we have $N(s, \pi(s)) \geq 4 N(s, a)$ and thus $\epsilon \geq \frac{1}{2} \sqrt{\frac{L}{N(s, a)}}$. This allows us to further upper bound the probability as

$$
\begin{aligned}
& \mathbb{P}\left(\left.\hat{r}(s, a)-\sqrt{\frac{L}{N(s, a)}} \geq \hat{r}(s, \pi(s))-\sqrt{\frac{L}{N(s, \pi(s))}} \right\rvert\, N(s, \pi(s)), N(s, a), \mathcal{E}_{2}\right) \\
& \quad \leq \exp \left(-N(s, a)(\epsilon+\Delta)^{2}\right) \\
& \quad \leq \exp \left(-\left(\frac{1}{2} \sqrt{L}+\sqrt{N(s, a)} \Delta\right)^{2}\right) \\
& \quad \leq \exp \left(-\frac{1}{4} L\right) \lesssim \frac{1}{N^{10}}
\end{aligned}
$$

under the choice of $L=2000 \log (2 S|\mathcal{A}| N)$. Since this upper bound holds for any configuration of $N(s, a)$ and $N(s, \pi(s))$, one has the desired claim.

Proof of the bound on $T_{2,3}$. On the good event $\mathcal{E}$, we know that

$$
\begin{aligned}
r(s, \pi(s))-r(s, \hat{\pi}(s)) & \leq r(s, \pi(s))-[\hat{r}(s, \hat{\pi}(s))-b(s, \hat{\pi}(s))] \\
& \leq r(s, \pi(s))-[\hat{r}(s, \pi(s))-b(s, \pi(s))] \\
& \leq 2 b(s, \pi(s))
\end{aligned}
$$

Here the middle line arises from the definition of the LCB algorithm, i.e., $\hat{\pi}(s) \in$ $\arg \max _{a} \hat{r}(s, a)-b(s, a)$ for each $s$. Substitute this upper bound into the definition of $T_{2}$ to obtain

$$
\begin{aligned}
T_{2,3} & \leq 2 \sum_{s \in \mathcal{S}_{3}} \rho(s) \mathbb{E}_{\mathcal{D}}[b(s, \pi(s)) \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}] \\
& =2 \sum_{s \in \mathcal{S}_{3}} \rho(s) \mathbb{E}_{\mathcal{D}}\left[\sqrt{\frac{L}{N(s, \pi(s))}} \mathbb{1}\{N(s, \pi(s)) \geq 1\} \mathbb{1}\{\mathcal{E}\}\right] \\
& \leq 2 \sqrt{L} \sum_{s \in \mathcal{S}_{3}} \rho(s) \mathbb{E}_{\mathcal{D}}\left[\sqrt{\frac{1}{N(s, \pi(s)) \vee 1}} \mathbb{1}\{N(s, \pi(s)) \geq 1\}\right]
\end{aligned}
$$

where we have used the definition of $b(s, a)$. Lemma 3.14 tells us that there exists a universal constant $c>0$ such that

$$
\mathbb{E}_{\mathcal{D}}\left[\sqrt{\frac{1}{N(s, \pi(s)) \vee 1}} \mathbb{1}\{N(s, \pi(s)) \geq 1\}\right] \leq \frac{c}{\sqrt{N \mu(s, \pi(s))}}
$$

As a result, we reach the conclusion that

$$
T_{2,3} \leq 2 \sqrt{L} \sum_{s \in \mathcal{S}_{3}} \rho(s) \frac{c}{\sqrt{N \mu(s, \pi(s))}}
$$

In view of the assumption $\max _{s} \rho(s) / \mu(s, \pi(s)) \leq C^{\pi}$, one further has

$$
T_{2,3} \leq 2 c \sqrt{\frac{C^{\pi} L}{N}} \sum_{s \in \mathcal{S}_{3}} \sqrt{\rho(s)} \leq 2 c \sqrt{\frac{C^{\pi} L}{N}} \sqrt{S} \sqrt{\sum_{s \in \mathcal{S}_{3}} \rho(s)}
$$

with the last inequality arising from Cauchy-Schwarz's inequality. The desired bound on $T_{2,3}$ follows from the following simple fact regarding $\sum_{s \in \mathcal{S}_{3}} \rho(s)$ :

$$
\begin{equation*}
\sum_{s \in \mathcal{S}_{3}} \rho(s) \leq \min \left\{1,10\left(C^{\pi}-1\right)\right\} \tag{3.42}
\end{equation*}
$$

Proof of the inequality (3.42). The upper bound 1 is trivial to see. To achieve the other upper bound, we first use the assumption $\max _{s} \rho(s) / \mu(s, \pi(s)) \leq C^{\pi}$ to see

$$
\sum_{s \in \mathcal{S}_{3}} \rho(s) \leq \sum_{s \in \mathcal{S}_{3}} C^{\pi} \mu(s, \pi(s)) \leq 10 C^{\pi} \sum_{s \in \mathcal{S}_{3}} \bar{\mu}(s)
$$

Here the last relation follows from the definition of $\mathcal{S}_{3}$. Note that

$$
\sum_{s \in \mathcal{S}_{3}} \bar{\mu}(s) \leq \sum_{s} \bar{\mu}(s)=1-\sum_{s} \mu(s, \pi(s)) \leq 1-\frac{1}{C^{\pi}}
$$

where we have reused the assumption $\max _{s} \rho(s) / \mu(s, \pi(s)) \leq C^{\pi}$. Taking the previous two inequalities collectively yields the final claim.

## Proof of the bound (3.35c) on $T_{3}$

It is not hard to see that

$$
\sum_{s} \rho(s)[r(s, \pi(s))-r(s, \hat{\pi}(s))] \mathbb{1}\{N(s, \pi(s)) \geq 1\} \leq 1
$$

which further implies

$$
T_{3} \leq \mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\mathcal{E}^{c}\right\}\right]=\mathbb{P}\left(\mathcal{E}^{c}\right)
$$

It then boils down to upper bounding the probability $\mathbb{P}\left(\mathcal{E}^{c}\right)$. The proof is similar in spirit to that of Lemma 3.3.

Fix a state-action pair $(s, a)$. If $N(s, a)=0$, one clearly has $-1=\hat{r}(s, a)-b(s, a) \leq$ $r(s, a) \leq \hat{r}(s, a)+b(s, a)=1$. Therefore we concentrate on the case when $N(s, a) \geq 1$. Apply the Hoeffding's inequality to see that for any $\delta_{1} \in(0,1)$, one has

$$
\mathbb{P}\left(\left.|\hat{r}(s, a)-r(s, a)| \geq \sqrt{\frac{\log \left(2 / \delta_{1}\right)}{2 N(s, a)}} \right\rvert\, N(s, a)\right) \leq \delta_{1}
$$

In particular, setting $\delta_{1}=\delta /(S|\mathcal{A}|)$ yields

$$
\begin{equation*}
\mathbb{P}\left(\left.|\hat{r}(s, a)-r(s, a)| \geq \sqrt{\frac{\log (2 S|\mathcal{A}| / \delta)}{2 N(s, a)}} \right\rvert\, N(s, a)\right) \leq \frac{\delta}{S|\mathcal{A}|} \tag{3.43}
\end{equation*}
$$

Recall that $b(s, a)$ is defined such that when $N(s, a) \geq 1$,

$$
b(s, a)=\sqrt{\frac{2000 \log (2 S|\mathcal{A}| / \delta)}{N(s, a)}}
$$

Since the inequality (3.43) holds for any $N(s, a)$, we have for any fixed $(s, a)$,

$$
\mathbb{P}(|\hat{r}(s, a)-r(s, a)| \geq b(s, a)) \leq \frac{\delta}{S|\mathcal{A}|}
$$

Taking a union bound over $\mathcal{S} \times \mathcal{A}$ leads to the conclusion that $\mathbb{P}\left(\mathcal{E}^{c}\right) \leq \delta$, and hence $T_{3} \leq \delta$. Taking $\delta=1 / N$ gives the advertised result.

### 3.8.2 Proof of Theorem 3.5

We prove the lower bound differently for the following regimes: $C^{\star}=1, C^{\star} \geq 2$, and $C^{\star} \in(1,2)$. When $C^{\star}=1$, the offline RL problem reduces to the imitation learning problem in contextual bandits, whose lower bound has been shown in the paper Rajaraman et al. (2020). When $C^{\star} \in(1,2)$ or $C^{\star} \geq 2$, we generalize the lower bound given for the multiarmed bandits with different choices of initial distributions. In what follows, we detail the proofs for each regime.

The case when $C^{\star}=1$. When $C^{\star}=1$, one has $d^{\star}(s, a)=\mu(s, a)$ for any $(s, a)$ pair. This recovers the imitation learning problem, where the rewards are also included in the dataset. Thus the lower bound proved in Lemma 3.6 is applicable, which comes from a modified version of Theorem 6 in the paper Rajaraman et al. (2020):

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}(1)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left(1, \frac{S}{N}\right) . \tag{3.44}
\end{equation*}
$$

The case when $C^{\star} \geq 2$. Fix a contextual bandit instance $(\rho, \mu, R)$, define the loss/suboptimality of an estimated policy $\pi$ to be

$$
\mathcal{L}(\pi ;(\rho, \mu, R)):=J\left(\pi^{\star}\right)-J(\hat{\pi}) .
$$

We intend to show that when $C^{\star} \geq 2$,

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}_{\mu \otimes R}[\mathcal{L}(\pi ;(\rho, \mu, R))] \gtrsim \min \left(1, \sqrt{\frac{S C^{\star}}{N}}\right) \tag{3.45}
\end{equation*}
$$

Our proof follows the standard recipe of proving minimax lower bounds, namely, we first construct a family of hard contextual bandit instances, and then apply Fano's inequality to obtain the desired lower bound.

Construction of hard instances. Consider a CB with state space $\mathcal{S}:=\{1,2, \ldots, S\}$. Set the initial distribution $\rho_{0}(s)=1 / S$ for any $s \in \mathcal{S}$. Each state $s \in \mathcal{S}$ is associated with two actions $a_{1}$ and $a_{2}$. The behavior distribution for each $s, a$ is specified below

$$
\mu_{0}\left(s, a_{1}\right)=\frac{1}{S}-\frac{1}{S C^{\star}} \quad \text { and } \quad \mu_{0}\left(s, a_{2}\right)=\frac{1}{S C^{\star}}
$$

It is easy to check that for any reward distribution $R$, one has $\left(\rho_{0}, \mu_{0}, R\right) \in \mathrm{CB}\left(C^{\star}\right)$. It remains to construct a set of reward distributions that are nearly indistinguishable from the data. To achieve this goal, we leverage the Gilbert-Varshamov lemma (cf. Lemma 3.15) to obtain a set $\mathcal{V} \subseteq\{-1,1\}^{S}$ that obeys (1) $|\mathcal{V}| \geq \exp (S / 8)$ and (2) $\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{1} \geq S / 2$ for any $\boldsymbol{v}_{1} \boldsymbol{v}_{2} \in \mathcal{V}$ with $\boldsymbol{v}_{1} \neq \boldsymbol{v}_{2}$. With this set $\mathcal{V}$ in place, we can continue to construct the following set of Bernoulli reward distributions

$$
\mathcal{R}:=\left\{\left.\left\{\operatorname{Bern}\left(\frac{1}{2}\right), \operatorname{Bern}\left(\frac{1}{2}+v_{s} \delta\right)\right\}_{s \in \mathcal{S}} \right\rvert\, \boldsymbol{v} \in \mathcal{V}\right\} .
$$

Here $\delta \in(0,1 / 3)$ is a parameter that will be specified later. Each element $\boldsymbol{v} \in \mathcal{V}$ is mapped to a reward distribution such that for the state $s$, the reward distribution associated with $\left(s, a_{2}\right)$ is $\operatorname{Bern}\left(\frac{1}{2}+v_{s} \delta\right)$. In view of the second property of the set $\mathcal{V}$, one has for any policy $\pi$ and any two different reward distributions $R_{1}, R_{2} \in \mathcal{R}$,

$$
\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R_{1}\right)\right)+\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R_{2}\right)\right) \geq \frac{\delta}{4}
$$

Application of Fano's inequality. Now we are ready to apply Fano's inequality, that is

$$
\inf _{\hat{\pi}} \sup _{\left(\rho_{0}, \mu_{0}, R\right) \mid R \in \mathcal{R}} \mathbb{E}_{\mu_{0} \otimes R}\left[\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R\right)\right)\right] \geq \frac{\delta}{8}\left(1-\frac{N \max _{i \neq j} \mathrm{KL}\left(\mu \otimes R_{i} \| \mu \otimes R_{j}\right)+\log 2}{\log |\mathcal{R}|}\right) .
$$

It then remains to control $\max _{i \neq j} \mathrm{KL}\left(\mu \otimes R_{i} \| \mu \otimes R_{j}\right)$ and $\log |\mathcal{R}|$. For the latter quantity, we have

$$
\log |\mathcal{R}|=\log |\mathcal{V}| \geq S / 8
$$

where the inequality comes from the first property of the set $\mathcal{V}$. With regards to the KL divergence, one has

$$
\max _{i \neq j} \mathrm{KL}\left(\mu \otimes R_{i} \| \mu \otimes R_{j}\right) \leq S \cdot \frac{1}{S C^{\star}} \cdot 16 \delta^{2}=\frac{16 \delta^{2}}{C^{\star}}
$$

As a result, we conclude that as long as

$$
\frac{200 N \delta^{2}}{S C^{\star}} \leq 1
$$

one has

$$
\inf _{\hat{\pi}} \sup _{\left(\rho_{0}, \mu_{0}, R\right) \mid R \in \mathcal{R}} \mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R\right)\right) \gtrsim \delta .
$$

To finish the proof, we can set $\delta=\sqrt{\frac{S C^{\star}}{200 N}}$ when $\sqrt{\frac{S C^{\star}}{200 N}}<\frac{1}{3}$, and $\delta=\frac{1}{3}$ otherwise. This yields the desired lower bound (3.45).

The case when $C^{\star} \in(1,2)$. We intend to show that

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}[\mathcal{L}(\pi ;(\rho, \mu, R))] \gtrsim \min \left(C^{\star}-1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}\right) . \tag{3.46}
\end{equation*}
$$

The proof is similar to that of the previous case, with the difference lying in the construction of $\rho_{0}$ and $\mu_{0}$.

Construction of hard instances. Consider a CB with state space $\mathcal{S}:=$ $\{0,1,2, \ldots, S\}$ and action space $\mathcal{A}:=\left\{a_{1}, a_{2}\right\}$. Set the initial distribution $\rho_{0}(s)=\left(C^{\star}-1\right) / S$ for any $1 \leq s \leq S$ and $\rho_{0}(0)=2-C^{\star}$. Each state $1 \leq s \leq S$ is associated with two actions $a_{1}$ and $a_{2}$ such that

$$
\mu_{0}\left(s, a_{1}\right)=\mu_{0}\left(s, a_{2}\right)=\frac{C^{\star}-1}{S C^{\star}}
$$

In contrast, for $s=0$, one has a single action $a_{1}$ with $\mu_{0}\left(0, a_{1}\right)=\frac{2-C^{\star}}{C^{\star}}$. Similar to the above case, we have for any reward distribution $R$, that $\left(\rho_{0}, \mu_{0}, R\right) \in \mathrm{CB}\left(C^{\star}\right)$.

We deploy essentially the same family $\mathcal{R}$ of reward distributions as before with an additional reward of $R\left(0, a_{1}\right) \equiv 0$ on state $s=0$. As a result, one can show that for any policy $\pi$ and any two different reward distributions $R_{1}, R_{2} \in \mathcal{R}$,

$$
\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R_{1}\right)\right)+\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R_{2}\right)\right) \geq \frac{\delta}{4}\left(C^{\star}-1\right)
$$

Application of Fano's inequality. Fano's inequality tells us that

$$
\inf _{\hat{\pi}} \sup _{\left(\rho_{0}, \mu_{0}, R\right) \mid R \in \mathcal{R}} \mathbb{E}\left[\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R\right)\right)\right] \geq \frac{\delta}{8}\left(1-\frac{N \max _{i \neq j} \mathrm{KL}\left(\mu \otimes R_{i} \| \mu \otimes R_{j}\right)+\log 2}{S / 8}\right) .
$$

In the current case, we have

$$
\max _{i \neq j} \mathrm{KL}\left(\mu \otimes R_{i} \| \mu \otimes R_{j}\right) \leq S \cdot \frac{C^{\star}-1}{S C^{\star}} \cdot 16 \delta^{2}=\frac{16\left(C^{\star}-1\right)}{C^{\star}} \delta^{2} .
$$

As before, setting

$$
\delta=\min \left(\sqrt{\frac{S C^{\star}}{200\left(C^{\star}-1\right) N}}, \frac{1}{3}\right)
$$

yields the lower bound
$\inf _{\hat{\pi}} \sup _{\left(\rho_{0}, \mu_{0}, R\right) \mid R \in \mathcal{R}} \mathbb{E}\left[\mathcal{L}\left(\pi ;\left(\rho_{0}, \mu_{0}, R\right)\right)\right] \gtrsim \min \left(C^{\star}-1, \sqrt{\frac{S C^{\star}\left(C^{\star}-1\right)}{N}}\right) \gtrsim \min \left(C^{\star}-1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}\right)$.
Putting the pieces together. We are now in position to summarize and simplify the three established lower bounds (3.44), (3.45), and (3.46).

When $C^{\star}=1$, the claim in Theorem 3.5 is identical to the bound (3.44).
When $C^{\star} \geq 2$, we have from the bound (3.45) that

$$
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}[\mathcal{L}(\pi ;(\rho, \mu, R))] \gtrsim \min \left(1, \sqrt{\frac{S C^{\star}}{N}}\right) \asymp \min \left(1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}\right) .
$$

Further notice that

$$
\sqrt{\frac{S\left(C^{\star}-1\right)}{N}} \geq \sqrt{\frac{S}{N}} \geq \min \left(1, \frac{S}{N}\right)
$$

The claimed lower bound in Theorem 3.5 arises.
In the end, when $C^{\star} \in(1,2)$, we know from the bounds (3.44) and (3.46) that

$$
\inf _{\hat{\pi}} \sup _{(\rho, \mu, R) \in \mathrm{CB}\left(C^{\star}\right)} \mathbb{E}[\mathcal{L}(\pi ;(\rho, \mu, R))] \gtrsim \max \left\{\min \left(1, \frac{S}{N}\right), \min \left(C^{\star}-1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}\right)\right\} .
$$

Elementary calculations reveal that

$$
\max \left\{\min \left(1, \frac{S}{N}\right), \min \left(C^{\star}-1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}\right)\right\} \asymp \min \left(1, \sqrt{\frac{S\left(C^{\star}-1\right)}{N}}+\frac{S}{N}\right)
$$

which completes the proof.

### 3.8.3 Proof of Proposition 3.3

We design the hard instance with state space $\left\{s_{0}, s_{1}\right\}$ and action space $\left\{a_{0}, a_{1}\right\}$. Only under state $\left(s_{0}, a_{0}\right)$ we can possibly get non-zero reward, and all other state-action pairs give 0 rewards. We set $d^{\star}\left(s_{0}\right)=d^{\star}\left(s_{0}, a_{0}\right)=C^{\star}-1-\epsilon, d^{\star}\left(s_{1}\right)=2-C^{\star}+\epsilon$ for some small $\epsilon>0$. The constraints introduced by concentrability are $\mu\left(s_{0}, a_{0}\right) \geq\left(C^{\star}-1-\epsilon\right) / C^{\star}$, $\mu\left(s_{1}\right) \geq\left(2-C^{\star}+\epsilon\right) / C^{\star}$.

We set $\mu\left(s_{0}, a_{0}\right)=\left(C^{\star}-1-\epsilon\right) / C^{\star}, \mu\left(s_{0}, a_{1}\right)=\left(C^{\star}-1\right) / C^{\star}, \mu\left(s_{1}\right)=\left(2-C^{\star}+\epsilon\right) / C^{\star}$. One can verify that $d^{\star}, \mu$ are valid probability distributions and the concentrability assumption still holds.

In this case, since $\mu\left(s_{0}, a_{0}\right)<\mu\left(s_{0}, a_{1}\right)$, the algorithm fails to identify the optimal arm $a_{0}$ as $N \rightarrow \infty$. This incurs the following expected sub-optimality

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right]=d^{\star}\left(s_{0}\right) \geq C^{\star}-1-\epsilon
$$

Setting $\epsilon \rightarrow 0$ gives us the conclusion.

### 3.9 Proofs for MDPs

We begin by presenting several Bellman equations for discounted MDPs, which is followed by the proof of Lemma 3.1. We then prove general properties of Algorithm 4 under the clean event (3.22). These include the contraction properties given in Proposition 3.4 as well as the value difference lemma (cf. Lemma 3.2). Next, we prove the LCB sub-optimality Theorem 3.6. In the end, we prove the minimax lower bound followed by an analysis of imitation learning with an alternative data coverage assumption.

### 3.9.1 Bellman and Bellman-like equations

Given a discounted MDP, the Bellman value operator $\mathcal{T}_{\pi}$ associated with a policy $\pi$ is defined as

$$
\begin{equation*}
\mathcal{T}_{\pi} V:=r_{\pi}+\gamma P_{\pi} V \tag{3.47}
\end{equation*}
$$

It is well-known that $V^{\pi}$ is the unique solution to $\mathcal{T}_{\pi} V=V$, which is known as the Bellman equation.

In addition to $V^{\pi}$, other quantities in an MDP also follow a Bellman-like equation, which we briefly review here. For discounted occupancy measures, simple algebra gives

$$
\begin{align*}
d_{\pi}=(1-\gamma) \rho+\gamma d_{\pi} P_{\pi} & \Rightarrow \quad d_{\pi}=(1-\gamma) \rho\left(I-\gamma P_{\pi}\right)^{-1}  \tag{3.48}\\
d^{\pi}=(1-\gamma) \rho^{\pi}+\gamma d^{\pi} P^{\pi} & \Rightarrow \quad d^{\pi}=(1-\gamma) \rho^{\pi}\left(I-\gamma P^{\pi}\right)^{-1} \tag{3.49}
\end{align*}
$$

### 3.9.2 Proof of Lemma 3.1

The proof is similar to that of Lemma 3.3. For completeness, we include it here.
From the algorithmic design, it is clear (in particular the $Q$ update and the monotonic improvement step) that

$$
V_{t}(s) \in\left[0, V_{\max }\right], \quad \text { for all } s \in \mathcal{S} \text { and } t \geq 0
$$

As a result, for a fixed tuple $(s, a, t)$, if $m_{t}(s, a)=0$, one has

$$
\left|r(s, a)+\gamma P_{s, a} \cdot V_{t}-r_{t}(s, a)-\gamma P_{s, a}^{t} \cdot V_{t-1}\right| \leq 1+\gamma V_{\max }=V_{\max } \leq b_{t}(s, a)
$$

When $m_{t}(s, a) \geq 1$, exploiting the independence between $V_{t}$ and $P_{s, a}^{t}$ and using Hoeffding's inequality to obtain
$\mathbb{P}\left(\left|r(s, a)+\gamma P_{s, a} \cdot V_{t}-r_{t}(s, a)-\gamma P_{s, a}^{t} \cdot V_{t-1}\right| \geq V_{\max } \sqrt{L / m_{t}(s, a)} \mid m_{t}(s, a)\right) \leq 2 \exp (-2 L)$.
Since the above inequality holds for any $m_{t}(s, a)$, one necessarily has

$$
\mathbb{P}\left(\left|r(s, a)+\gamma P_{s, a} \cdot V_{t}-r_{t}(s, a)-\gamma P_{s, a}^{t} \cdot V_{t-1}\right| \geq b_{t}(s, a)\right) \leq 2 \exp (-2 L)
$$

Taking a union bound over $s, a$ and $t \in\{0, \ldots, T\}$ and setting $\delta_{1}=\frac{\delta}{2 S|\mathcal{A}|(T+1)}$ finishes the proof.

### 3.9.3 Proof of Proposition 3.4

We prove the claims one by one.

Proof of $V_{t-1} \leq V_{t}$. The first claim $V_{t-1} \leq V_{t}$ is directly implied by line 15 of Algorithm 4.

Proof of $V_{t} \leq V^{\pi_{t}}$. For the second claim $V_{t} \leq V^{\pi_{t}}$, it suffices to prove that $V_{t} \leq \mathcal{T}_{\pi_{t}} V_{t}$. Indeed, $V_{t} \leq \mathcal{T}_{\pi_{t}} V_{t}$ together with the monotonicity of the Bellman's operator yield the conclusion $V_{t} \leq V^{\pi_{t}}$. In what follows, we prove $V_{t} \leq \mathcal{T}_{\pi_{t}} V_{t}$ via induction.

The base case $V_{0} \leq \mathcal{T}_{\pi_{0}} V_{0}$ holds due to zero initialization. Hence from now on, we assume $V_{k} \leq \mathcal{T}_{\pi_{k}} V_{k}$ for $0 \leq k \leq t-1$ and intend to prove $V_{t} \leq \mathcal{T}_{\pi_{t}} V_{t}$. We split the proof into two cases.

- If $V_{t-1}(s) \geq \max _{a}\left\{r_{t-1}(s, a)-b_{t-1}(s, a)+\gamma P_{s, a}^{t-1} \cdot V_{t-1}\right\}$, the algorithm sets $V_{t}(s)=$ $V_{t-1}(s)$ and $\pi_{t}(s)=\pi_{t-1}(s)$. Consequently, we have

$$
V_{t}(s)=V_{t-1}(s) \leq\left(\mathcal{T}_{\pi_{t-1}} V_{t-1}\right)(s) \leq\left(\mathcal{T}_{\pi_{t}} V_{t}\right)(s)
$$

where the first inequality arises from the induction hypothesis and the last one holds since $V_{t-1} \leq V_{t}$ and $\pi_{t}(s)=\pi_{t-1}(s)$.

- If instead, the algorithm sets $Q_{t}(s, a)=r_{t}(s, a)-b_{t}(s, a)+\gamma P_{s, a}^{t} \cdot V_{t-1}$ with $\pi_{t}(s)=$ $\arg \max _{a} Q_{t}(s, a)$ and $V_{t}(s)=Q_{t}\left(s, \pi_{t}(s)\right)$, then we have

$$
\begin{aligned}
\left(\mathcal{T}_{\pi_{t}} V_{t}\right)(s)= & r\left(s, \pi_{t}(s)\right)+\gamma P_{s, \pi_{t}(s)} \cdot V_{t} \\
\geq & r\left(s, \pi_{t}(s)\right)+\gamma P_{s, \pi_{t}(s)} \cdot V_{t-1} \\
= & r_{t}\left(s, \pi_{t}(s)\right)-b_{t}\left(s, \pi_{t}(s)\right)+\gamma P_{s, \pi_{t}(s)}^{t} \cdot V_{t-1} \\
& +b_{t}\left(s, \pi_{t}(s)\right)+r\left(s, \pi_{t}(s)\right)-r_{t}\left(s, \pi_{t}(s)\right)+\gamma\left(P_{s, \pi_{t}(s)}-P_{s, \pi_{t}(s)}^{t}\right) \cdot V_{t-1} \\
= & V_{t}(s)+b_{t}\left(s, \pi_{t}(s)\right)+r\left(s, \pi_{t}(s)\right)-r_{t}\left(s, \pi_{t}(s)\right)+\gamma\left(P_{s, \pi_{t}(s)}-P_{s, \pi_{t}(s)}^{t}\right) \cdot V_{t-1} \\
\geq & V_{t}(s),
\end{aligned}
$$

where the first inequality is due to $V_{t-1} \leq V_{t}$ and the last inequality holds under the clean event $\mathcal{E}_{\text {MDP }}$.

This finishes the proof of $V_{t} \leq \mathcal{T}_{\pi_{t}} V_{t}$ and hence $V_{t} \leq V^{\pi_{t}}$. The claim $V^{\pi_{t}} \leq V^{\star}$ is trivial to see.

Proof of $Q_{t} \leq r+\gamma P V_{t-1} \leq r+\gamma P V_{t}$. Since $V_{t} \geq V_{t-1}$, we have

$$
\begin{aligned}
r(s, a)+\gamma P_{s, a} \cdot V_{t} \geq & r(s, a)+\gamma P_{s, a} \cdot V_{t-1} \\
= & r_{t}(s, a)-b_{t}(s, a)+\gamma P_{s, a}^{t} \cdot V_{t-1} \\
& +b_{t}(s, a)+r(s, a)-r_{t}(s, a)+\gamma\left(P_{s, a}-P_{s, a}^{t}\right) \cdot V_{t-1} \\
\geq & Q_{t}(s, a)
\end{aligned}
$$

where the last inequality holds under $\mathcal{E}_{\text {MDP }}$.
Proof of $Q^{\pi}-Q_{t} \leq \gamma P^{\pi}\left(Q^{\pi}-Q_{t-1}\right)+2 b_{t}$. Let $Q(:, \pi) \in \mathbb{R}^{S}$ be a vector with elements $Q^{\pi}(s, \pi(s))$. By definition, one has

$$
\begin{aligned}
& Q^{\pi}(s, a)-Q_{t}(s, a) \\
& \quad=r(s, a)+\gamma P_{s, a} \cdot V^{\pi}-r_{t}(s, a)+b_{t}(s, a)-\gamma P_{s, a}^{t} \cdot V_{t-1} \\
& \quad=\gamma P_{s, a} \cdot V^{\pi}-\gamma P_{s, a} \cdot V_{t-1}+b_{t}(s, a)+r(s, a)-r_{t}(s, a)+\gamma\left(P_{s, a}-P_{s, a}^{t}\right) \cdot V_{t-1} \\
& \quad \leq \gamma P_{s, a} \cdot\left(Q^{\pi}(:, \pi)-Q_{t-1}(:, \pi)\right)+b_{t}(s, a)+r(s, a)-r_{t}(s, a)+\gamma\left(P_{s, a}-P_{s, a}^{t}\right) \cdot V_{t-1} \\
& \quad \leq \gamma P_{s, a} \cdot\left(Q^{\pi}(:, \pi)-Q_{t-1}(:, \pi)\right)+2 b_{t}(s, a)
\end{aligned}
$$

Here, the first inequality comes from the fact that $V_{t-1} \geq \max _{a} Q_{t-1}(:, a) \geq Q_{t}(:, \pi)$ and the last inequality again holds under $\mathcal{E}_{\text {MDP }}$.

### 3.9.4 Proof of Lemma 3.2

In view of Proposition 3.4, one has $V_{t} \leq V^{\pi_{t}}$. Therefore we obtain

$$
\left.\mathbb{E}_{\rho}\left[V^{\pi}(s)-V^{\pi_{t}}(s)\right] \leq \mathbb{E}_{\rho}\left[V^{\pi}(s)-V_{t}(s)\right] \leq \mathbb{E}_{\rho}\left[V^{\pi}(s)-V_{t}^{\operatorname{mid}}(s)\right\}\right]
$$

where the last inequality arises from the monotonicity imposed by Algorithm 4. Note that $V_{t}^{\text {mid }}(s)=Q_{t}\left(s, \pi_{t}^{\text {mid }}\right)$ and that $\pi_{t}^{\text {mid }}$ is greedy with respect to $Q_{t}$. We can continue the upper bound as

$$
\left.\mathbb{E}_{\rho}\left[V^{\pi}(s)-V^{\pi_{t}}(s)\right] \leq \mathbb{E}_{\rho}\left[Q^{\pi}(s, \pi(s))-Q_{t}\left(s, \pi_{t}^{\mathrm{mid}}\right)\right\}\right] \leq \mathbb{E}_{\rho}\left[Q^{\pi}(s, \pi(s))-Q_{t}(s, \pi(s))\right]
$$

Rewriting using the matrix notation gives

$$
\begin{equation*}
\mathbb{E}_{\rho}\left[V^{\pi}(s)-V^{\pi_{t}}(s)\right] \leq \mathbb{E}_{\rho}\left[Q^{\pi}(s, \pi(s))-Q_{t}(s, \pi(s))\right]=\rho^{\pi}\left(Q^{\pi}-Q_{t}\right) \tag{3.50}
\end{equation*}
$$

Now we are ready to apply the third claim in Proposition 3.4 to deduce that on the event $\mathcal{E}_{\text {MDP }}$ :

$$
\begin{aligned}
Q^{\pi}-Q_{t} & \leq \gamma P^{\pi}\left(Q^{\pi}-Q_{t-1}\right)+2 b_{t} \leq \gamma P^{\pi}\left[\gamma P^{\pi}\left(Q^{\pi}-Q_{t-2}\right)+2 b_{t-1}\right]+2 b_{t} \\
& \leq \cdots \\
& \leq \gamma^{t}\left(P^{\pi}\right)^{t}\left(Q^{\pi}-Q_{0}\right)+2 \sum_{j=1}^{t}\left(\gamma P^{\pi}\right)^{t-j} b_{j} \\
& \leq \frac{\gamma^{t}}{1-\gamma} \mathbf{1}+2 \sum_{j=1}^{t}\left(\gamma P^{\pi}\right)^{t-j} b_{j} .
\end{aligned}
$$

Here 1 denotes the all-one vector with dimension $S|\mathcal{A}|$, and the last inequality arises from the fact that $Q^{\pi}-Q_{0}=Q^{\pi} \leq(1-\gamma)^{-1} 1$. Multiplying both sides the of the equation above by $\rho^{\pi}$, we conclude that

$$
\begin{equation*}
\rho^{\pi}\left(Q^{\pi}-Q_{t}\right) \leq \frac{\gamma^{t}}{1-\gamma}+2 \sum_{j=1}^{t} \rho^{\pi}\left(\gamma P^{\pi}\right)^{t-j} b_{j}=\frac{\gamma^{t}}{1-\gamma}+2 \sum_{j=1}^{t} v_{t-j}^{\pi} b_{j}, \tag{3.51}
\end{equation*}
$$

where we use the definition of $v_{k}^{\pi}=\rho^{\pi}\left(\gamma P^{\pi}\right)^{k}$. Combine the inequalities (3.50) and (3.51) to reach the desired result.

### 3.9.5 Proof of Theorem 3.6

Similar to the proof given for contextual bandits, we prove a stronger result than Theorem 3.6. Fix any deterministic expert policy $\pi$. Assume that the data coverage assumption holds, that is

$$
\max _{s, a} \frac{d^{\pi}(s, a)}{\mu(s, a)} \leq C^{\pi} .
$$

Then for all $C^{\pi} \geq 1$, Algorithm 4 with $\delta=1 / N$ achieves

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S C^{\pi}}{(1-\gamma)^{5} N}}\right) . \tag{3.52}
\end{equation*}
$$

In addition, if $1 \leq C^{\pi} \leq 1+\frac{L \log (N)}{200(1-\gamma) N}$, then we have a tighter performance upper bound

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{4} N}\right) \tag{3.53}
\end{equation*}
$$

The result in Theorem 3.6 can be recovered by taking $\pi=\pi^{\star}$.
We split the proof into two cases: (1) the general case when $C^{\pi} \geq 1$ and (2) the regime where $C^{\pi} \leq 1+L /(200 m)$.

The general case when $C^{\pi} \geq 1$. The proof of the general case follows similar steps as those in the proof of Theorem 3.4. We first decompose the expected sub-optimality into three terms:

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right]\right] \\
& =\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right] \mathbb{1}\left\{\exists t \leq T, m_{t}(s, \pi(s))=0\right\}\right]=: T_{1} \\
& \quad+\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right] \mathbb{1}\left\{\forall t \leq T, m_{t}(s, \pi(s)) \geq 1\right\} \mathbb{1}\left\{\mathcal{E}_{\mathrm{MDP}}\right\}\right]=: T_{2} \\
& \quad+\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right] \mathbb{1}\left\{\forall t \leq T, m_{t}(s, \pi(s)) \geq 1\right\} \mathbb{1}\left\{\mathcal{E}_{\mathrm{MDP}}^{c}\right\}\right]=: T_{3} .
\end{aligned}
$$

Similar to before, the first term $T_{1}$ captures the sub-optimality incurred by the missing mass on the expert action $\pi(s)$. The second term $T_{2}$ is the sub-optimality under the clean event $\mathcal{E}_{\mathrm{MDP}}$, while the last one $T_{3}$ denotes the sub-optimality suffered under the complement event $\mathcal{E}_{\mathrm{MDP}}^{c}$, on which the empirical average of Q-function falls outside the constructed confidence interval.

As we will show in subsequent sections, these error terms satisfy the following upper bounds:

$$
\begin{align*}
& T_{1} \leq \frac{4 S C^{\pi}(T+1)^{2}}{9(1-\gamma)^{2} N}  \tag{3.54a}\\
& T_{2} \leq \frac{\gamma^{T}}{1-\gamma}+32 \frac{1}{(1-\gamma)^{2}} \sqrt{\frac{L S C^{\pi}(T+1)}{N}}  \tag{3.54b}\\
& T_{3} \leq V_{\max } \delta \tag{3.54c}
\end{align*}
$$

Setting $\delta=1 / N, T=\log N /(1-\gamma)$ and noting that $\gamma^{T} \leq 1 / N$ yield that

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim\left(\sqrt{\frac{S C^{\pi}}{(1-\gamma)^{5} N}}+\frac{S C^{\pi}}{(1-\gamma)^{4} N}\right)
$$

Note that we always have $\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \leq \frac{1}{1-\gamma}$. In the interesting regime of $\frac{S C^{\pi}}{(1-\gamma)^{3} N} \leq 1$, the first term above always dominates. This gives the desired claim (3.52).

The case when $C^{\pi} \leq 1+L /(200 m)$. Under this circumstance, the following lemma proves useful.

Lemma 3.5. For any deterministic policy $\hat{\pi}$, one has

$$
\begin{equation*}
J(\pi)-J(\hat{\pi}) \leq V_{\max }^{2} \mathbb{E}_{s \sim d_{\pi}}[\mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\}] \tag{3.55}
\end{equation*}
$$

Proof. In view of the performance difference lemma in Kakade and Langford (2002, Lemma 6.1), one has

$$
\begin{aligned}
J(\pi)-J(\hat{\pi}) & =\frac{1}{1-\gamma} \mathbb{E}_{s \sim d_{\pi}}\left[Q^{\hat{\pi}}(s, \pi(s))-Q^{\hat{\pi}}(s, \hat{\pi}(s))\right] \\
& =\frac{1}{1-\gamma} \mathbb{E}_{s \sim d_{\pi}}\left[\left[Q^{\hat{\pi}}(s, \pi(s))-Q^{\hat{\pi}}(s, \hat{\pi}(s))\right] \mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\}\right] \\
& \leq V_{\max }^{2} \mathbb{E}_{s \sim d_{\pi}}[\mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\}]
\end{aligned}
$$

Here the last line uses the fact that $Q^{\hat{\pi}}(s, \pi(s))-Q^{\hat{\pi}}(s, \hat{\pi}(s)) \leq V_{\max }$.
Lemma 3.5 links the sub-optimality of a policy to its disagreement with the optimal policy. With Lemma 3.5 at hand, we can continue to decompose the expected sub-optimality into:

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{D}} {\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right]\right.} \\
& \leq V_{\max }^{2} \mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{s \sim d_{\pi}}\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\}\right]\right] \\
&=V_{\max }^{2} \mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{s \sim d_{\pi}}\left[\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\} \mathbb{1}\left\{\exists t \leq T, m_{t}(s, \pi(s))=0\right\}\right]\right]=: T_{1}^{\prime}\right. \\
&+V_{\max }^{2} \mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{s \sim d_{\pi}}\left[\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\} \mathbb{1}\left\{\forall t \leq T, m_{t}(s, \pi(s)) \geq 1\right\}\right]\right]=: T_{2}^{\prime}\right.
\end{aligned}
$$

We bound each term according to

$$
\begin{align*}
T_{1}^{\prime} & \leq \frac{4 S C^{\pi}(T+1)^{2}}{9(1-\gamma)^{2} N}  \tag{3.56a}\\
T_{2}^{\prime} & \lesssim \frac{S C^{\pi} L T}{(1-\gamma)^{2} N}+\frac{S T^{10}}{(1-\gamma)^{2} N^{9}} \tag{3.56b}
\end{align*}
$$

The claimed bound (3.53) follows by taking $\delta=1 / N$ and $T=\log N /(1-\gamma)$.

Proof of the bound (3.54a) on $T_{1}$ and the bound (3.56a) on $T_{1}^{\prime}$
Since for any $s \in \mathcal{S}, V^{\pi}(s)-V^{\pi_{T}}(s) \leq V_{\max }$ one has
$T_{1} \leq V_{\max } \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s) \mathbb{1}\left\{\exists t \leq T, m_{t}(s, \pi(s))=0\right\}\right]=V_{\max } \sum_{s} \rho(s) \mathbb{P}\left(\exists t \leq T, m_{t}(s, \pi(s))=0\right)$.
The definition of the normalized occupancy measure (3.5b) entails $\rho(s) \leq d^{\pi}(s, \pi(s))$ and thus

$$
\frac{\rho(s)}{\mu(s, \pi(s))} \leq \frac{1}{1-\gamma} \cdot \frac{d^{\pi}(s, \pi(s))}{\mu(s, \pi(s))} \leq \frac{C^{\pi}}{1-\gamma}
$$

Here the last relation follows from the data coverage assumption. Combine the above two inequalities to see that

$$
\begin{aligned}
T_{1} & \leq V_{\max } \sum_{s} \frac{C^{\pi}}{1-\gamma} \mu(s, \pi(s)) \mathbb{P}\left(\exists t \leq T, m_{t}(s, \pi(s))=0\right) \\
& =\frac{C^{\pi}}{(1-\gamma)^{2}} \sum_{s} \mu(s, \pi(s)) \mathbb{P}\left(\exists t \leq T, m_{t}(s, \pi(s))=0\right) \\
& \leq \frac{C^{\pi}}{(1-\gamma)^{2}} \sum_{t=0}^{T} \sum_{s} \mu(s, \pi(s)) \mathbb{P}\left(m_{t}(s, \pi(s))=0\right),
\end{aligned}
$$

where in the penultimate line, we identify $V_{\max }$ with $1 /(1-\gamma)$, and the last relation is by the union bound. Direct calculations yield

$$
\mathbb{P}\left(m_{t}(s, \pi(s))=0\right)=(1-\mu(s, \pi(s)))^{m}
$$

which further implies

$$
T_{1} \leq \frac{C^{\pi}(T+1)}{(1-\gamma)^{2}} \sum_{s} \mu(s, \pi(s))(1-\mu(s, \pi(s)))^{m} \leq \frac{4 C^{\pi} S(T+1)}{9(1-\gamma)^{2} m}=\frac{4 C^{\pi} S(T+1)^{2}}{9(1-\gamma)^{2} N}
$$

Here, we have used $\max _{x \in[0,1]} x(1-x)^{m} \leq 4 /(9 m)$ and the fact that $m=N /(T+1)$.
The bound (3.56a) on $T_{1}^{\prime}$ follows from exactly the same argument as above, except that we replace $\rho$ with $d^{\pi}$.

## Proof of the bound (3.54b) on $T_{2}$

Lemma 3.2 asserts that on the clean event $\mathcal{E}_{\mathrm{MDP}}$, one has

$$
\begin{align*}
T_{2} & \leq \frac{\gamma^{T}}{1-\gamma}+2 \sum_{t=1}^{T} \mathbb{E}_{\mathcal{D}, \nu_{T-t}^{\pi}}\left[b_{t}(s, \pi(s)) \mathbb{1}\left\{m_{t}(s, \pi(s)) \geq 1\right\}\right] \\
& =\frac{\gamma^{T}}{1-\gamma}+2 \sum_{t=1}^{T} \mathbb{E}_{\mathcal{D}, \nu_{T-t}^{\pi}}\left[V_{\max } \sqrt{\frac{L}{m_{t}(s, \pi(s))}} \mathbb{1}\left\{m_{t}(s, \pi(s)) \geq 1\right\}\right] \\
& \leq \frac{\gamma^{T}}{1-\gamma}+2 \sum_{t=1}^{T} \mathbb{E}_{\nu_{T-t}^{\pi}}\left[16 V_{\max } \sqrt{\frac{L}{m \mu(s, \pi(s))}}\right] \tag{3.57}
\end{align*}
$$

Here, we substitute in the definition of $b_{t}(s, a)$ in the middle line and the last inequality arises from Lemma 3.14 with $c_{1 / 2} \leq 16$.

By definition of $\nu_{k}^{\pi}=\rho^{\pi}\left(\gamma P^{\pi}\right)^{k}$, we have $\sum_{k=0}^{\infty} \nu_{k}^{\pi}=d^{\pi} /(1-\gamma)$. Therefore, one has

$$
\begin{aligned}
\sum_{t=1}^{T} \mathbb{E}_{\nu_{T-t}^{\pi}}\left[\frac{1}{\sqrt{\mu(s, \pi(s))}}\right] & =\sum_{t=1}^{T} \sum_{s} \nu_{T-t}^{\pi}(s, \pi(s)) \frac{1}{\sqrt{\mu(s, \pi(s))}} \\
& =\sum_{s}\left[\sum_{t=1}^{T} \nu_{T-t}^{\pi}(s, \pi(s))\right] \frac{1}{\sqrt{\mu(s, \pi(s))}} \\
& \leq \sum_{s} \frac{d^{\pi}(s, \pi(s))}{1-\gamma} \frac{1}{\sqrt{\mu(s, \pi(s))}}
\end{aligned}
$$

We then apply the concentrability assumption and the Cauchy-Schwarz inequality to deduce that

$$
\begin{aligned}
\sum_{t=1}^{T} \mathbb{E}_{\nu_{T-t}^{\pi}}\left[\frac{1}{\sqrt{\mu(s, \pi(s))}}\right] & \leq \sqrt{\frac{C^{\pi}}{(1-\gamma)^{2}}} \sum_{s} \sqrt{d^{\pi}(s, \pi(s))} \\
& \leq \sqrt{\frac{C^{\pi}}{(1-\gamma)^{2}}} \sqrt{S} \sqrt{\sum_{s} d^{\pi}(s, \pi(s))} \\
& =\frac{\sqrt{S C^{\pi}}}{1-\gamma}
\end{aligned}
$$

Substitute the above bound into the inequality (3.57) to arrive at the conclusion

$$
T_{2} \leq \frac{\gamma^{T}}{1-\gamma}+32 \frac{1}{(1-\gamma)^{2}} \sqrt{\frac{L S C^{\pi}}{m}}
$$

The proof is completed by noting that $m=N /(T+1)$.

## Proof of the bound (3.54c) on $T_{3}$

It is easy to see that

$$
\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\pi_{T}}(s)\right] \mathbb{1}\left\{\forall s, t, m_{t}(s, \pi(s)) \geq 1\right\} \leq V_{\max }
$$

which further implies

$$
T_{3} \leq V_{\max } \mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\mathcal{E}_{\mathrm{MDP}}^{c}\right\}\right]=V_{\max } \mathbb{P}\left(\mathcal{E}_{\mathrm{MDP}}^{c}\right) \leq V_{\max } \delta .
$$

Here, the last bound relies on Lemma 3.1.

## Proof of the bound (3.56b) on $T_{2}^{\prime}$

Partition the state space into the following two disjoint sets:

$$
\begin{align*}
& \mathcal{S}_{1}:=\left\{s \left\lvert\, d_{\pi}(s)<\frac{2 C^{\pi} L}{m}\right.\right\}  \tag{3.58a}\\
& \mathcal{S}_{2}:=\left\{s \left\lvert\, d_{\pi}(s) \geq \frac{2 C^{\pi} L}{m}\right.\right\} \tag{3.58b}
\end{align*}
$$

In words, the set $\mathcal{S}_{1}$ includes the states that are less important in evaluating the performance of LCB. We can then decompose the term $T_{2}^{\prime}$ accordingly:

$$
\begin{aligned}
T_{2}^{\prime}= & V_{\max }^{2} \sum_{s \in \mathcal{S}_{1}} d_{\pi}(s) \mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\} \mathbb{1}\left\{\forall t, m_{t}(s, \pi(s)) \geq 1\right\}\right]=: T_{2,1} \\
& +V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) \mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\} \mathbb{1}\left\{\forall t, m_{t}(s, \pi(s)) \geq 1\right\}\right]=: T_{2,2}
\end{aligned}
$$

The proof is completed by observing the following two upper bounds:

$$
T_{2,1} \leq \frac{2 S C^{\pi} L T}{(1-\gamma)^{2} N}, \quad \text { and } \quad T_{2,2} \lesssim \frac{S}{(1-\gamma)^{2}}\left(\frac{T}{N}\right)^{9}
$$

Proof of the bound on $T_{2,1}$. We again use the basic fact that

$$
\mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\pi_{T}(s) \neq \pi(s)\right\} \mathbb{1}\left\{\forall s, t, m_{t}(s, \pi(s)) \geq 1\right\}\right] \leq 1
$$

to reach

$$
T_{2,1} \leq V_{\max }^{2} \sum_{s \in \mathcal{S}_{1}} d_{\pi}(s) \leq \frac{2 S C^{\pi} L}{(1-\gamma)^{2} m}
$$

where the last inequality hinges on the definition of $\mathcal{S}_{1}$ given in (3.58a), namely for any $s \in \mathcal{S}_{1}$, one has $d_{\pi}(s)<\frac{2 C^{\pi} L}{m}$. Identifying $m$ with $N /(T+1)$ concludes the proof.

Proof of the bound on $T_{2,2}$. Equivalently, we can write $T_{2,2}$ as

$$
T_{2,2}=V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) \mathbb{P}\left(\pi_{T}(s) \neq \pi(s), m_{t}(s, \pi(s)) \geq 1 \forall t\right) .
$$

By inspecting Algorithm 4, one can realize the following inclusion

$$
\left\{\pi_{T}(s) \neq \pi(s)\right\} \subseteq\left\{\pi_{0}(s) \neq \pi(s)\right\} \cup\left\{\exists 0 \leq t \leq T-1 \text { and } \exists a \neq \pi(s), Q_{t+1}(s, a) \geq Q_{t+1}(s, \pi(s))\right\}
$$

Indeed, if $\pi_{0}(s)=\pi(s)$ and for all $t, Q_{t+1}(s, \pi(s))>\max _{a \neq \pi(s)} Q_{t+1}(s, a)$, LCB would select the expert action in the end, i.e., $\pi_{T}(s)=\pi(s)$. Therefore, we can upper bound $T_{2,2}$ as

$$
\begin{aligned}
T_{2,2} & \leq V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) \mathbb{P}\left(\pi_{0}(s) \neq \pi(s), m_{t}(s, \pi(s)) \geq 1 \forall t\right)=: \beta_{1} \\
& +V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) \mathbb{P}\left(\exists t \leq T-1, \exists a \neq \pi(s), Q_{t+1}(s, a) \geq Q_{t+1}(s, \pi(s)), m_{t}(s, \pi(s)) \geq 1 \forall t\right)=: \beta_{2}
\end{aligned}
$$

In the sequel, we bound $\beta_{1}$ and $\beta_{2}$ in the reverse order.
Bounding $\beta_{2}$. Fix a state $s \in \mathcal{S}_{2}$. In view of the data coverage assumption, one has

$$
\begin{equation*}
\mu(s, \pi(s)) \geq \frac{1}{C^{\pi}} d_{\pi}(s) \geq \frac{1}{C^{\pi}} \frac{2 C^{\pi} L}{m}=\frac{2 L}{m} . \tag{3.59}
\end{equation*}
$$

In contrast, for any $a \neq \pi(s)$, since $C^{\pi} \leq 1+\frac{L}{200 m}$, we have

$$
\begin{equation*}
\mu(s, a) \leq \sum_{a \neq \pi(s)} \mu(s, a) \leq 1-\frac{1}{C^{\pi}} \leq \frac{L}{200 m} \tag{3.60}
\end{equation*}
$$

where the middle inequality reuses the concentrability assumption. One has $\mu(s, \pi(s)) \gg$ $\mu(s, a)$ for any non-expert action $a$. As a result, the expert action is pulled more frequently than the others. It turns out that under such circumstances, the LCB algorithm picks the expert action with high probability. We shall make this intuition precise below.

The bounds (3.59) and (3.60) together with Chernoff's bound give

$$
\begin{gathered}
\mathbb{P}\left(m_{t}(s, a) \leq \frac{5 L}{200}\right) \geq 1-\exp \left(-\frac{L}{200}\right) \\
\mathbb{P}\left(m_{t}(s, \pi(s)) \geq L\right) \geq 1-\exp \left(-\frac{L}{4}\right)
\end{gathered}
$$

These allow us to obtain an upper bound for the function $Q_{t+1}$ evaluated at non-expert actions and a lower bound on $Q_{t+1}(s, \pi(s))$. More precisely, when $m_{t}(s, a) \leq \frac{5 L}{200}$, we have

$$
\begin{aligned}
Q_{t}(s, a) & =r_{t}(s, a)-b_{t}(s, a)+\gamma P_{s, a}^{t} \cdot V_{t-1} \\
& =r_{t}(s, a)-V_{\max } \sqrt{\frac{L}{m_{t}(s, a) \vee 1}}+\gamma P_{s, a}^{t} \cdot V_{t-1} \\
& \leq 1-V_{\max } \sqrt{\frac{L}{5 L / 200}}+\gamma V_{\max } \\
& \leq-5 V_{\max } .
\end{aligned}
$$

Here we used the fact that $L \geq 70$. Now we turn to lower bounding the function $Q_{t}$ evaluated at the optimal action. When $m_{t}(s, \pi(s)) \geq L$, one has

$$
Q_{t}(s, \pi(s))=r_{t}(s, \pi(s))-V_{\max } \sqrt{\frac{L}{m_{t}(s, \pi(s))}}+\gamma P_{s, \pi(s)}^{t} \cdot V_{t-1} \geq-V_{\max }
$$

To conclude, if both $m_{t}(s, a) \leq \frac{5 L}{200}$ and $m_{t}(s, \pi(s)) \geq L$ hold, we must have $Q_{t}(s, a)<$ $Q_{t}(s, \pi(s))$. Therefore we can deduce that

$$
\begin{aligned}
\mathbb{P} & \left(\exists 0 \leq t \leq T \text { and } \exists a \neq \pi(s), Q_{t}(s, a) \geq Q_{t}(s, \pi(s)), m_{t}(s, \pi(s)) \geq 1 \forall t\right) \\
& \leq \sum_{0 \leq t \leq T} \mathbb{P}\left(\exists a \neq \pi(s), Q_{t}(s, a) \geq Q_{t}(s, \pi(s)), m_{t}(s, \pi(s)) \geq 1 \forall t\right) \\
& \leq \sum_{0 \leq t \leq T-1}\left\{(|\mathcal{A}|-1) \exp \left(-\frac{L}{200}\right)+\exp \left(-\frac{1}{4} L\right)\right\} \\
& \leq T|\mathcal{A}| \exp \left(-\frac{L}{200}\right),
\end{aligned}
$$

which further implies

$$
\begin{aligned}
\beta_{2} & \leq V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) T|\mathcal{A}| \exp \left(-\frac{L}{200}\right) \\
& \leq T V_{\max }|\mathcal{A}| \cdot \frac{1}{1-\gamma} \exp \left(-\frac{L}{200}\right) \\
& \lesssim T m^{-9} .
\end{aligned}
$$

Bounding $\beta_{1}$. In fact, the analysis of $\beta_{2}$ has revealed that with high probability, $\pi(s)$ is the most played arm among all actions. More precisely, we have

$$
\begin{aligned}
\beta_{1} & \leq V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s) \mathbb{P}\left(\pi_{0}(s) \neq \pi(s)\right) \\
& \leq V_{\max }^{2} \sum_{s \in \mathcal{S}_{2}} d_{\pi}(s)\left\{\mathbb{P}\left(\max _{a} m_{0}(s, a) \geq \frac{5 L}{200}\right)+\mathbb{P}\left(m_{0}(s, \pi(s)) \leq L\right)\right\} \\
& \leq V_{\max }^{2}|\mathcal{A}| \exp \left(-\frac{L}{200}\right) \lesssim \frac{1}{(1-\gamma)^{2} m^{-9}} .
\end{aligned}
$$

Combine the bounds on $\beta_{1}$ and $\beta_{2}$ to arrive at the claim on $T_{2,2}$.

### 3.9.6 Proof of Theorem 3.7

Similar to the proof of the lower bound for contextual bandits, we split the proof into three cases: (1) $C^{\star}=1$, (2) $C^{\star} \geq 2$, and (3) $C^{\star} \in(1,2)$. For $C^{\star}=1$, we adapt the lower bound from episodic imitation learning (Rajaraman et al., 2020) to the discounted case. For both $C^{\star} \in(1,2)$ and $C^{\star} \geq 2$, we rely on the construction of the MDP in the paper Lattimore and Hutter (2012), which reduces the policy learning problem in MDP to a bandit problem. The key difference is that in our construction, we need to carefully design the initial distribution $\rho$ to incorporate the effect of $C^{\star}$ in the lower bound.

The case when $C^{\star}=1$. In this case we have $\mu(s, a)=d^{\star}(s, a)$ for all $(s, a)$ pairs, which is the imitation learning setting. We adapt the lower bound given in Rajaraman et al. (2020) for episodic imitation learning to the discounted case and obtain the following lemma:

Lemma 3.6. When $C^{\star}=1$, one has

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, P, R) \in \operatorname{MDP}(1)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left\{\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}\right\} \tag{3.61}
\end{equation*}
$$

We defer the proof to Section 3.9.6, which follows exactly the analysis by Rajaraman et al. (2020) except for changing the setting from episodic to discounted.

The case when $C^{\star} \geq 2$. When $C^{\star} \geq 2$, we intend to show that

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, P, R) \in \operatorname{MDP}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S C^{\star}}{(1-\gamma)^{3} N}}\right) . \tag{3.62}
\end{equation*}
$$

We adopt the following construction of the hard MDP instance from the work Lattimore and Hutter (2012).


Figure 3.5: Illustration of one replica in the hard $\mathrm{MDP}_{h}$. The left plot shows the transition probabilities from $\left(s_{1}^{j}, a_{1}\right)$ and the right plot shows them from $\left(s_{1}^{j}, a_{2}\right)$.

Construction of hard instances. Consider the MDP which consists of $S / 4$ replicas of MDPs in Figure 3.5 and an extra state $s_{-1}$. The total number of states is $S+1$. For each replica, we have four states $s_{0}, s_{1}, s_{\oplus}, s_{\ominus}$. There is only one action, say $a_{1}$, in all the states except $s_{1}$, which has two actions $a_{1}, a_{2}$. The rewards are all deterministic. In addition, the transitions for states $s_{0}, s_{\oplus}, s_{\ominus}$ are shown in the diagram. More specifically, we have $\mathbb{P}\left(s_{\oplus}^{j} \mid\right.$ $\left.s_{1}^{j}, a_{1}\right)=\mathbb{P}\left(s_{\ominus}^{j} \mid s_{1}^{j}, a_{1}\right)=1 / 2$ and $\mathbb{P}\left(s_{\oplus}^{j} \mid s_{1}^{j}, a_{2}\right)=1 / 2+v_{j} \delta$, and $\mathbb{P}\left(s_{\ominus}^{j} \mid s_{1}^{j}, a_{2}\right)=1 / 2-v_{j} \delta$. Here $v_{j} \in\{-1,+1\}$ is the design choice associated with the $j$-th replica and $\delta \in[0,1 / 4]$ will be specified later. Clearly, if $v_{j}=1$, the optimal action at $s_{1}^{j}$ is $a_{2}$, otherwise, the optimal one is $a_{1}$. Under the extra state $s_{-1}$, there is only one action with reward 0 which transits to itself with probability 1 . We use $s_{i}^{j}$ to denote state $i$ in $j$-th replica, where $j \in[S / 4]$. Based on the description above, the only parameter in this MDP is the transition dynamics associated with the state $s_{1}^{j}$. We will later specify how to set these for each $s_{1}^{j}$. The single replica has the following important properties:

1. The probabilities $p, q$ are designed such that the three states $s_{0}, s_{\ominus}, s_{\oplus}$ are mostly absorbing, while any action in $s_{1}$ will lead to immediate transition to $s_{\oplus}$ or $s_{\ominus}$.
2. The state $s_{\oplus}$ is the only state that gives reward 1 , which helps reduce the MDP problem to a bandit one: the MDP only depends on the choice of transition probabilities at state $s_{1}^{j}$; once a policy reaches state $s_{1}$ it should choose the action most likely to lead to state $\oplus$ whereupon it will either be rewarded or punished (visit state $\oplus$ or $\ominus$ ). Eventually, it will return to state 1 where the whole process repeats.

We also need to specify the initial distribution $\rho_{0}$ and the behavior distribution $\mu_{0}$. When
$C^{\star} \geq 2$, we set the initial distribution $\rho_{0}$ to be uniformly distributed on the state $s_{0}$ in all the $S / 4$ replicas, i.e., $\forall j \in[S / 4], \rho_{0}\left(s_{0}^{j}\right)=4 / S$. From $d^{\star}=(1-\gamma) \rho\left(I-\gamma P^{\pi^{\star}}\right)^{-1}$ we can derive $d^{\star}$ as follows:

$$
\begin{aligned}
d^{\star}\left(s_{0}^{j}\right) & =\frac{8}{(2+\gamma) S}, \quad d^{\star}\left(s_{1}^{j}\right)=\frac{8 \gamma(1-\gamma)}{(2-\gamma)(2+\gamma) S} \in\left[\frac{1-\gamma}{S}, \frac{4(1-\gamma)}{S}\right], \\
d^{\star}\left(s_{\oplus}^{j}\right) & =\frac{\gamma\left(\frac{1}{2} \mathbb{1}\left\{v_{j}=-1\right\}+\left(\frac{1}{2}+\delta\right) \mathbb{1}\left\{v_{j}=1\right\}\right)}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \\
d^{\star}\left(s_{\ominus}^{j}\right) & =\frac{\gamma\left(\frac{1}{2} \mathbb{1}\left\{v_{j}=1\right\}+\left(\frac{1}{2}-\delta\right) \mathbb{1}\left\{v_{j}=-1\right\}\right)}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \quad d^{\star}\left(s_{-1}\right)=0 .
\end{aligned}
$$

This allows us to construct the behavior distribution $\mu_{0}$ as follows:

$$
\begin{aligned}
\mu_{0}\left(s_{0}^{j}\right) & =\frac{d^{\star}\left(s_{0}^{j}\right)}{C^{\star}}, \quad \mu_{0}\left(s_{1}^{j}, a_{2}\right)=\frac{d^{\star}\left(s_{1}^{j}\right)}{C^{\star}}, \quad \mu_{0}\left(s_{1}^{j}, a_{1}\right)=d^{\star}\left(s_{1}^{j}\right) \cdot\left(1-\frac{1}{C^{\star}}\right) \\
\mu_{0}\left(s_{\oplus}^{j}\right) & =\frac{3}{4} \cdot \frac{\gamma}{2(1-\gamma) C^{\star}} \cdot d^{\star}\left(s_{1}^{j}\right), \quad \mu_{0}\left(s_{\ominus}^{j}\right)=\frac{1}{2} \cdot \frac{\gamma}{2(1-\gamma) c^{\star}} \cdot d^{\star}\left(s_{1}^{j}\right), \\
\mu_{0}\left(s_{-1}\right) & =1-\sum_{j}\left(\mu_{0}\left(s_{0}^{j}\right)+\mu_{0}\left(s_{1}^{j}\right)+\mu_{0}\left(s_{\oplus}^{j}\right)+\mu_{0}\left(s_{\ominus}^{j}\right)\right)
\end{aligned}
$$

It is easy to check that for any $v_{j} \in\{-1,1\}, \delta \in[0,1 / 4]$, one has $\mu_{0}\left(s_{-1}\right)>0$, and more importantly

$$
\left(\rho_{0}, \mu_{0}, P, R\right) \in \operatorname{MDP}\left(C^{\star}\right)
$$

Since in this construction of MDP, the reward distribution is deterministic and fixed, and we only need to change the transition dynamics $P$, which is governed by the choice of $\delta$ and $v_{j_{1 \leq k \leq S / 4}}$. Hence we write the loss/sub-optimality of a policy $\pi$ w.r.t. a particular design of $P$ as

$$
\mathcal{L}(\pi ; P)=J_{P}\left(\pi^{\star}\right)-J_{P}(\pi) .
$$

Our target then becomes

$$
\inf _{\hat{\pi}} \sup _{\left(\rho_{0}, \mu_{0}, P, R\right) \in \operatorname{MDP}\left(C^{\star}\right)} \mathbb{E}[\mathcal{L}(\hat{\pi} ; P)] \gtrsim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S C^{\star}}{(1-\gamma)^{3} N}}\right) .
$$

It remains to construct a set of transition probabilities (determined by $\delta$ and $\boldsymbol{v}$ ) that are nearly indistinguishable given the data. Similar to the construction in the lower bound for contextual bandits, we leverage the Gilbert-Varshamov lemma (cf. Lemma 3.15) to obtain a set $\mathcal{V} \subseteq\{-1,1\}^{S / 4}$ that obeys (1) $|\mathcal{V}| \geq \exp (S / 32)$ and (2) $\left\|\boldsymbol{v}_{1}-\boldsymbol{v}_{2}\right\|_{1} \geq S / 8$ for any $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathcal{V}$ with $\boldsymbol{v}_{1} \neq \boldsymbol{v}_{2}$. Each element $\boldsymbol{v} \in \mathcal{V}$ is mapped to a transition probability at $s_{1}^{j}$ such that the probability of transiting to $s_{\oplus}^{j}$ associated with $\left(s_{1}^{j}, a_{2}\right)$ is $\frac{1}{2}+v_{j} \delta$. We denote the resulting set of transition probabilities as $\mathcal{P}$. We record a useful characteristic of this family $\mathcal{P}$ of transition dynamics below, which results from the second property of the set $\mathcal{V}$.

Lemma 3.7. For any policy $\pi$ and any two different transition probabilities $P_{1}, P_{2} \in \mathcal{P}$, the following holds:

$$
\mathcal{L}\left(\pi ; P_{1}\right)+\mathcal{L}\left(\pi ; P_{2}\right) \geq \frac{\delta}{32(1-\gamma)}
$$

Application of Fano's inequality. We are now ready to apply Fano's inequality, that is

$$
\inf _{\hat{\pi}} \sup _{P \in \mathcal{P}} \mathbb{E}[\mathcal{L}(\hat{\pi} ; P)] \geq \frac{\delta}{64(1-\gamma)}\left(1-\frac{N \max _{i \neq j} \mathrm{KL}\left(\mu_{0} \otimes P_{i} \| \mu_{0} \otimes P_{j}\right)+\log 2}{\log |\mathcal{P}|}\right) .
$$

It remains to controlling $\max _{i \neq j} \mathrm{KL}\left(\mu_{0} \otimes P_{i} \| \mu_{0} \otimes P_{j}\right)$ and $\log |\mathcal{P}|$. For the latter quantity, we have

$$
\log |\mathcal{P}|=\log |\mathcal{V}| \geq S / 32
$$

where the inequality comes from the first property of the set $\mathcal{V}$. With regards to the KL divergence, one has

$$
\max _{i \neq j} \mathrm{KL}\left(\mu_{0} \otimes P_{i} \| \mu_{0} \otimes P_{j}\right) \leq \frac{4(1-\gamma)}{S C^{\star}} \cdot \frac{S}{4} \cdot 16 \delta^{2}=\frac{16(1-\gamma) \delta^{2}}{C^{\star}}
$$

since $\mu_{0}\left(s_{1}^{j}, a_{2}\right) \in\left[\frac{1-\gamma}{S C^{\star}}, \frac{4(1-\gamma)}{S C^{*}}\right]$. As a result, we conclude that as long as

$$
\frac{c_{3}(1-\gamma) N \delta^{2}}{S C^{\star}} \leq 1
$$

for some universal constant $c_{3}$, one has

$$
\inf _{\hat{\pi}} \sup _{P} \mathbb{E}\left[[\mathcal{L}(\hat{\pi} ; P)] \gtrsim \frac{\delta}{1-\gamma} .\right.
$$

To finish the proof, we can set $\delta=\sqrt{\frac{S C^{\star}}{c_{3}(1-\gamma) N}}$ when $\sqrt{\frac{S C^{\star}}{c_{3}(1-\gamma) N}}<\frac{1}{4}$ and $\delta=\frac{1}{4}$ otherwise. This yields the desired lower bound (3.62).

The case when $C^{\star} \in(1,2)$. We intend to show that when $C^{\star} \in(1,2)$,

$$
\begin{equation*}
\inf _{\hat{\pi}} \sup _{(\rho, \mu, P, R) \in \operatorname{MDP}\left(C^{\star}\right)} \mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \gtrsim \min \left(\frac{C^{\star}-1}{1-\gamma}, \sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}\right) . \tag{3.63}
\end{equation*}
$$

The proof is similar to that of the previous case but with a different construction for $\rho_{0}$ and $\mu_{0}$.

Construction of the hard instance. Let $\rho_{0}\left(s_{0}^{j}\right)=4\left(C^{\star}-1\right) / S, \rho_{0}\left(s_{-1}\right)=2-C^{\star}$. From $d^{\star}=(1-\gamma) \rho\left(I-\gamma P^{\pi^{\star}}\right)^{-1}$ we can derive $d^{\star}$ as follows.

$$
\begin{aligned}
& d^{\star}\left(s_{0}^{j}\right)=\frac{8\left(C^{\star}-1\right)}{(2+\gamma) S}, \quad d^{\star}\left(s_{1}^{j}\right)=\frac{8 \gamma(1-\gamma)\left(C^{\star}-1\right)}{(2-\gamma)(2+\gamma) S} \in\left[\frac{(1-\gamma)\left(C^{\star}-1\right)}{S}, \frac{4(1-\gamma)\left(C^{\star}-1\right)}{S}\right], \\
& d^{\star}\left(s_{\oplus}^{j}\right)=\frac{\gamma\left(\frac{1}{2} \mathbb{1}\left\{v_{j}=-1\right\}+\left(\frac{1}{2}+\delta\right) \mathbb{1}\left\{v_{j}=1\right\}\right)}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \\
& d^{\star}\left(s_{\ominus}^{j}\right)=\frac{\gamma\left(\frac{1}{2} \mathbb{1}\left\{v_{j}=1\right\}+\left(\frac{1}{2}-\delta\right) \mathbb{1}\left\{v_{j}=-1\right\}\right)}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \quad d^{\star}\left(s_{-1}\right)=2-C^{\star} .
\end{aligned}
$$

This allows us to construct the behavior distribution $\mu_{0}$ as follows

$$
\begin{aligned}
\mu_{0}\left(s_{0}^{j}\right) & =\frac{d^{\star}\left(s_{0}^{j}\right)}{C^{\star}}, \quad \mu_{0}\left(s_{1}^{j}, a_{1}\right)=\mu_{0}\left(s_{1}^{j}, a_{2}\right)=\frac{d^{\star}\left(s_{1}^{j}\right)}{C^{\star}} \\
\mu_{0}\left(s_{\oplus}^{j}\right) & =\frac{3}{4} \cdot \frac{\gamma}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \quad \mu_{0}\left(s_{\ominus}^{j}\right)=\frac{1}{2} \cdot \frac{\gamma}{2(1-\gamma)} \cdot d^{\star}\left(s_{1}^{j}\right), \\
\mu_{0}\left(s_{-1}\right) & =1-\sum_{j}\left(\mu_{0}\left(s_{0}^{j}\right)+\mu_{0}\left(s_{1}^{j}\right)+\mu_{0}\left(s_{\oplus}^{j}\right)+\mu_{0}\left(s_{\ominus}^{j}\right)\right)
\end{aligned}
$$

Again, one can check that for any $v_{j} \in\{-1,1\}$ and $\delta \in[0,1 / 4]$, we have $\mu_{0}\left(s_{-1}\right)>0$ and

$$
\left(\rho_{0}, \mu_{0}, P, R\right) \in \operatorname{MDP}\left(C^{\star}\right)
$$

We use the same family $\mathcal{P}$ of transition probabilities as before. Following the same proof as Lemma 3.7 and noting that the initial distribution is multiplied by an extra $C^{\star}-1$ factor, we know that for any policy $\pi$, and any two different distributions $P_{1}, P_{2} \in \mathcal{P}$,

$$
\mathcal{L}\left(\pi ; P_{1}\right)+\mathcal{L}\left(\pi ; P_{2}\right) \geq \frac{\left(C^{\star}-1\right) \delta}{32(1-\gamma)}
$$

Application of Fano's inequality. Now we are ready to apply Fano's inequality, that is

$$
\inf _{\hat{\pi}} \sup _{P \in \mathcal{P}} \mathbb{E}[\mathcal{L}(\hat{\pi} ; P)] \geq \frac{\delta}{64(1-\gamma)}\left(1-\frac{N \max _{i \neq j} \mathrm{KL}\left(\mu_{0} \otimes P_{i} \| \mu_{0} \otimes P_{j}\right)+\log 2}{\log |\mathcal{P}|}\right) .
$$

Now the KL divergence satisfies

$$
\mathrm{KL}\left(\mu_{0} \otimes P_{i} \| \mu_{0} \otimes P_{j}\right) \leq \frac{4(1-\gamma)\left(C^{\star}-1\right)}{S C^{\star}} \cdot \frac{S}{4} \cdot 16 \delta^{2}=\frac{16(1-\gamma)\left(C^{\star}-1\right) \delta^{2}}{C^{\star}}
$$

Here the first inequality comes from that $\mu_{0}\left(s_{1}^{j}\right)=\frac{c_{2}(1-\gamma)\left(C^{*}-1\right)}{S C^{\star}}$ for some constant $c_{2} \in[1,4]$. As a result, we conclude that as long as

$$
\frac{c_{3}(1-\gamma)\left(C^{\star}-1\right) N \delta^{2}}{S C^{\star}} \leq 1
$$

for some universal constant $c_{3}$, one has

$$
\inf _{\hat{\pi}} \sup _{P \in \mathcal{P}} \mathbb{E}[\mathcal{L}(\pi ; P)] \gtrsim \frac{\left(C^{\star}-1\right) \delta}{1-\gamma}
$$

To finish the proof, we can set $\delta=\sqrt{\frac{S C^{\star}}{c_{3}(1-\gamma)\left(C^{\star}-1\right) N}}$ when $\sqrt{\frac{S C^{\star}}{c_{3}(1-\gamma)\left(C^{\star}-1\right) N}}<\frac{1}{4}$, and $\delta=\frac{1}{4}$ otherwise. This yields the desired lower bound (3.63).

Putting the pieces together. Now we are in position to summarize and simplify the three established lower bounds (3.61), (3.62), and (3.63).

When $C^{\star}=1$, the claim in Theorem 3.7 is identical to the bound (3.61).
When $C^{\star} \geq 2$, we have from the bound (3.62) that

$$
\inf _{\hat{\pi}} \sup _{P} \mathbb{E}[\mathcal{L}(\hat{\pi} ; P)] \gtrsim \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S C^{\star}}{(1-\gamma)^{3} N}}\right) \asymp \min \left(\frac{1}{1-\gamma}, \sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}\right) .
$$

Further notice that

$$
\sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}} \geq \sqrt{\frac{S}{(1-\gamma)^{4} N}} \geq \min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}\right)
$$

The claimed lower bound in Theorem 3.7 arises.
In the end, when $C^{\star} \in(1,2)$, we know from the bounds (3.61) and (3.63) that

$$
\begin{aligned}
\inf _{\hat{\pi}} \sup _{P} \mathbb{E}[\mathcal{L}(\hat{\pi} ; P)] & \gtrsim \max \left\{\min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}\right), \min \left(\frac{C^{\star}-1}{1-\gamma}, \sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}\right)\right\} \\
& \asymp \min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}+\sqrt{\frac{S\left(C^{\star}-1\right)}{(1-\gamma)^{3} N}}\right)
\end{aligned}
$$

which completes the proof.

## Proof of Lemma 3.7

By definition, one has

$$
\begin{aligned}
\mathcal{L}\left(\pi ; P_{1}\right)+\mathcal{L}\left(\pi ; P_{2}\right) & =J_{P_{1}}\left(\pi^{\star}\right)-J_{P_{1}}(\pi)+J_{P_{2}}\left(\pi^{\star}\right)-J_{P_{2}}(\pi) \\
& =\sum_{j=1}^{S / 4} \rho_{0}\left(s_{0}^{j}\right)\left(V_{P_{1}}^{\star}\left(s_{0}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{0}^{j}\right)+V_{P_{2}}^{\star}\left(s_{0}^{j}\right)-V_{P_{2}}^{\pi}\left(s_{0}^{j}\right)\right),
\end{aligned}
$$

where we have ignored the state $s_{-1}$ since it has zero rewards. Our proof consists of three steps. We first connect the value difference $V_{P_{1}}^{\star}\left(s_{0}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{0}^{j}\right)$ at $s_{0}^{j}$ to that $V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right)$ at $s_{1}^{j}$. Then, we further link the value difference at $s_{1}^{j}$ to the difference in transition probabilities, i.e., $\delta$ in our design. In the end, we use the property of the set $\mathcal{V}$ to conclude the lower bound.

Step 1. Since at state $s_{0}^{j}$, we only have one action $a_{1}$ with $r\left(s_{0}^{j}, a_{1}\right)=0$, from the definition of value function one has

$$
V_{P_{1}}^{\pi}\left(s_{0}^{j}\right)=\sum_{i=0}^{\infty} \gamma^{i+1}(1-p) p^{i} V_{P_{1}}^{\pi}\left(s_{1}^{j}\right),
$$

for any policy $\pi$. Thus we have

$$
V_{P_{1}}^{\star}\left(s_{0}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{0}^{j}\right)=\sum_{i=0}^{\infty} \gamma^{i+1}(1-p) p^{i}\left(V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right)\right)>\frac{1}{4}\left(V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right)\right),
$$

where we have used the fact that (assuming $\gamma \geq 1 / 2$ )

$$
\sum_{i=0}^{\infty} \gamma^{i+1}(1-p) p^{i}=\frac{1}{2} \gamma \geq \frac{1}{4}
$$

The same conclusion holds for $P_{2}$. Therefore we can obtain the following lower bound

$$
\mathcal{L}\left(\pi ; P_{1}\right)+\mathcal{L}\left(\pi ; P_{2}\right) \geq \frac{1}{S} \sum_{j=1}^{S / 4}\left(V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right)+V_{P_{2}}^{\star}\left(s_{1}^{j}\right)-V_{P_{2}}^{\pi}\left(s_{1}^{j}\right)\right)
$$

Step 2. Without loss of generality, we assume that under $P_{1}, \mathbb{P}\left(s_{\oplus}^{j} \mid s_{1}^{j}, a_{2}\right)=\frac{1}{2}+\delta$, i.e., $v_{j}=+1$. Clearly, in this case, $a_{2}$ is the optimal action at $s_{1}^{j}$. If the policy $\pi$ chooses the sub-optimal action (i.e., $a_{1}$ ) at $s_{1}^{j}$, then we have

$$
\begin{aligned}
V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right) & =\gamma\left(\left(\frac{1}{2}+\delta\right) V_{P_{1}}^{\star}\left(s_{\oplus}^{j}\right)+\left(\frac{1}{2}-\delta\right) V_{P_{1}}^{\star}\left(s_{\ominus}^{j}\right)-\frac{1}{2} V_{P_{1}}^{\pi}\left(s_{\oplus}^{j}\right)-\frac{1}{2} V_{P_{1}}^{\pi}\left(s_{\ominus}^{j}\right)\right) \\
& \geq \gamma \delta\left(V_{P_{1}}^{\star}\left(s_{\oplus}^{j}\right)-V_{P_{1}}^{\star}\left(s_{\ominus}^{j}\right)\right) \\
& \geq \gamma \delta \sum_{i=0}^{\infty} \gamma^{i} q^{i}=\frac{\gamma \delta}{1-\gamma q}=\frac{\gamma \delta}{2(1-\gamma)}
\end{aligned}
$$

On the other hand, if $\pi\left(s_{1}^{j}\right)$ is not the optimal action ( $a_{1}$ in this case), we have the trivial lower bound $V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right) \geq 0$. As a result, we obtain

$$
V_{P_{1}}^{\star}\left(s_{1}^{j}\right)-V_{P_{1}}^{\pi}\left(s_{1}^{j}\right) \geq \frac{\gamma \delta}{2(1-\gamma)} 1\left\{\pi\left(s_{1}^{j}\right) \neq \pi_{P_{1}}^{\star}\left(s_{1}^{j}\right)\right\}
$$

which implies

$$
\begin{aligned}
\mathcal{L}\left(\pi ; P_{1}\right)+\mathcal{L}\left(\pi ; P_{2}\right) & \geq \frac{1}{S} \cdot \frac{\gamma \delta}{2(1-\gamma)} \sum_{j=1}^{S / 4}\left(1\left\{\pi\left(s_{1}^{j}\right) \neq \pi_{P_{1}}^{\star}\left(s_{1}^{j}\right)\right\}+1\left\{\pi\left(s_{1}^{j}\right) \neq \pi_{P_{2}}^{\star}\left(s_{1}^{j}\right)\right\}\right) \\
& \geq \frac{1}{S} \cdot \frac{\gamma \delta}{2(1-\gamma)} \sum_{j=1}^{S / 4} 1\left\{\pi_{P_{1}}^{\star}\left(s_{1}^{j}\right) \neq \pi_{P_{2}}^{\star}\left(s_{1}^{j}\right)\right\}
\end{aligned}
$$

Step 3. In the end, we use the second property of the set $\mathcal{V}$, namely for any $\boldsymbol{v}_{i} \neq \boldsymbol{v}_{j}$ in $\mathcal{V}$, one has $\left\|\boldsymbol{v}_{i}-\boldsymbol{v}_{j}\right\|_{1} \geq S / 8$. An immediate consequence is that

$$
\sum_{j=1}^{S / 4} 1\left\{\pi_{P_{1}}^{\star}\left(s_{1}^{j}\right) \neq \pi_{P_{2}}^{\star}\left(s_{1}^{j}\right)\right\}=\left\|\boldsymbol{v}_{P_{1}}-\boldsymbol{v}_{P_{2}}\right\|_{1} \geq \frac{S}{8} .
$$

Taking the previous three steps collectively completes the proof.

## Proof of Lemma 3.6

In the case of $C^{\star}=1$, we have $d^{\star}=\mu$ which is the imitation learning setting. We adapt the information-theoretic lower bound for the episodic MDPs given in the work Rajaraman et al. (2020, Theorem 6) to the discounted setting.

Notations and Setup: Let $\mathcal{S}(\mathcal{D})$ be the set of all states that are observed in dataset $\mathcal{D}$. When $C^{\star}=1$, we know the optimal policy $\pi^{\star}(s)$ at all states $s \in \mathcal{S}(\mathcal{D})$ visited in the dataset $\mathcal{D}$. We define $\Pi_{\text {mimic }}(\mathcal{D})$ as the family of deterministic policies which always take the optimal action on each state visited in $\mathcal{D}$, namely,

$$
\begin{equation*}
\Pi_{\operatorname{mimic}}(\mathcal{D}):=\left\{\forall s \in \mathcal{S}(\mathcal{D}), \pi(s)=\pi^{\star}(s)\right\} \tag{3.64}
\end{equation*}
$$

Informally, $\Pi_{\text {mimic }}(\mathcal{D})$ is the family of policies which are "compatible" with the dataset collected by the learner.

Define $\mathbb{M}_{\mathcal{S}, \mathcal{A}}$ as the family of MDPs over state space $\mathcal{S}$ and action space $\mathcal{A}$. We proceed by by lower bounding the Bayes expected suboptimality. That is, we aim at finding a distribution $\mathcal{P}$ over MDPs supported on $\mathbb{M}_{\mathcal{S}, \mathcal{A}}$ such that,

$$
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[J\left(\pi^{\star}\right)-\mathbb{E}_{\mathcal{D}}[J(\hat{\pi})]\right] \gtrsim \min \left\{\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}\right\}
$$

where $\hat{\pi}$ is a function of dataset $\mathcal{D}$.

Construction of the distribution $\mathcal{P}$ : We first determine the distribution of the optimal policy, and then we design $\mathcal{P}$ such that conditioned on the optimal policy, the distribution is deterministic. We let the distribution of the optimal policy be uniform over all deterministic policies. That is, for each $s \in \mathcal{S}, \pi^{\star}(s) \sim \operatorname{Unif}(\mathcal{A})$. For every $\pi^{\star}$, we construct an MDP instance in in Figure 3.6. Hence the distribution over MDPs comes from the randomness in $\pi$.

For a fixed optimal policy $\pi^{\star}$, the MDP instance $\operatorname{MDP}\left[\pi^{\star}\right]$ is determined as follows: we initialize with a fixed initial distribution over states $\rho=\{\zeta, \cdots, \zeta, 1-(S-2) \zeta, 0\}$ where $\zeta=\frac{1}{N+1}$. Let the last state be a special state $b$ which we refer to as the "bad state". At each state $s \in \mathcal{S} \backslash\{b\}$, choosing the optimal action renews the state in the initial distribution $\rho$ and


Figure 3.6: The hard MDP instance for the case $C^{\star}=1$. Upon playing the optimal (blue) action at any state except $b$, the learner returns to a new state according to initial distribution $\rho=\{\zeta, \cdots, \zeta, 1-(S-2) \zeta, 0\}$ where $\zeta=\frac{1}{N+1}$. Any other choice of action (red) deterministically transitions the state to $b$.
gives a reward of 1 , while any other choice of action deterministically induces a transition to the bad state $b$ and offers zero reward. In addition, the bad state is absorbing and dispenses no reward regardless of the choice of action. That is,

$$
P(\cdot \mid s, a)= \begin{cases}\rho, & s \in \mathcal{S} \backslash\{b\}, a=\pi^{\star}(s)  \tag{3.65}\\ \delta_{b}, & \text { otherwise }\end{cases}
$$

and the reward function of the MDP is given by

$$
r(s, a)= \begin{cases}1, & s \in \mathcal{S} \backslash\{b\}, a=\pi^{\star}(s)  \tag{3.66}\\ 0, & \text { otherwise }\end{cases}
$$

Under this construction, it is easy to see that $J_{\text {MDP }}\left(\pi^{\star}(\mathrm{MDP})\right)=1 /(1-\gamma)$ since the optimal action always acquires reward 1 throughout the trajectory. Thus the Bayes risk can be written as

$$
\begin{equation*}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[\frac{1}{1-\gamma}-\mathbb{E}\left[J_{\mathrm{MDP}}(\widehat{\pi}(\mathcal{D}))\right]\right] \tag{3.67}
\end{equation*}
$$

Understanding the conditional distribution. Now we study the conditional distribution of the MDP given the observed dataset $\mathcal{D}$. We start from the conditional distribution of the optimal policy. We present the following lemma without proof.

Lemma 3.8 (Rajaraman et al. (2020, Lemma A.14)). Conditioned on the dataset $\mathcal{D}$ collected by the learner, the optimal policy $\pi^{\star}$ is distributed $\sim \operatorname{Unif}\left(\Pi_{\text {mimic }}(\mathcal{D})\right)$. In other words, at each state visited in the dataset, the optimal action is fixed. At the remaining states, the optimal action is sampled uniformly from $\mathcal{A}$.

Now we define the conditional distribution of the MDPs given the dataset $\mathcal{D}$ collected by the learner as below.

Definition 3.2. Define $\mathcal{P}(\mathcal{D})$ as the distribution of MDP conditioned on the observed dataset $\mathcal{D}$. In particular, $\pi^{\star} \sim \operatorname{Unif}\left(\Pi_{\text {mimic }}(\mathcal{D})\right)$ and $\operatorname{MDP}=\operatorname{MDP}\left[\pi^{\star}\right]$.

From Lemma 3.8 and the definition of $\mathcal{P}(\mathcal{D})$ in Definition 3.2, applying Fubini's theorem gives

$$
\begin{equation*}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[\frac{1}{1-\gamma}-\mathbb{E}_{\mathcal{D}}[J(\widehat{\pi})]\right]=\mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[\frac{1}{1-\gamma}-J(\widehat{\pi})\right]\right] \tag{3.68}
\end{equation*}
$$

Lower bounding the Bayes Risk. Next we relate the Bayes risk to the first time the learner visits a state unobserved in $\mathcal{D}$.

Lemma 3.9. In the trajectory induced by the infinite-horizon MDP and policy, define the stopping time $\tau$ as the first time that the learner encounters a state $s \neq b$ that has not been visited in $\mathcal{D}$ at time $t$. That is,

$$
\tau= \begin{cases}\inf \left\{t: s_{t} \notin \mathcal{S}(\mathcal{D}) \cup\{b\}\right\} & \exists t: s_{t} \notin \mathcal{S}(\mathcal{D}) \cup\{b\}  \tag{3.69}\\ +\infty & \text { otherwise } .\end{cases}
$$

Then, conditioned on the dataset $\mathcal{D}$ collected by the learner,

$$
\begin{equation*}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[J\left(\pi^{\star}\right)-\mathbb{E}[J(\widehat{\pi})]\right] \geq\left(1-\frac{1}{|\mathcal{A}|}\right) \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}(\mathcal{D})}\left[\frac{\gamma^{\tau}}{1-\gamma}\right]\right] \tag{3.70}
\end{equation*}
$$

We defer the proof to the end of this section.
Plugging the result of Lemma 3.9 into equality (3.68), we obtain

$$
\begin{aligned}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[J\left(\pi^{\star}\right)-\mathbb{E}[J(\widehat{\pi})]\right] & \geq\left(1-\frac{1}{|\mathcal{A}|}\right) \mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}(\mathcal{D})}\left[\frac{\gamma^{\tau}}{1-\gamma}\right]\right]\right] \\
& \stackrel{(i)}{ }\left(1-\frac{1}{|\mathcal{A}|}\right) \frac{1}{2(1-\gamma)} \mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\widehat{\pi}(\mathcal{D})}\left[\tau \leq\left\lfloor\frac{1}{\log (1 / \gamma)}\right\rfloor\right]\right]\right] \\
& =\left(1-\frac{1}{|\mathcal{A}|}\right) \frac{1}{2(1-\gamma)} \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[\mathbb{E}_{\mathcal{D}}\left[\operatorname{Pr}_{\widehat{\pi}(\mathcal{D})}\left[\tau \leq\left\lfloor\frac{1}{\log (1 / \gamma)}\right\rfloor\right]\right]\right]
\end{aligned}
$$

where ( $i$ ) uses Markov's inequality. Lastly we bound the probability that we visit a state unobserved in the dataset before time $\left\lfloor\frac{1}{\log (1 / \gamma)}\right\rfloor$. For any policy $\widehat{\pi}$, from a similar proof as Rajaraman et al. (2020, Lemma A.16) we have

$$
\begin{equation*}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[\mathbb{E}_{\mathcal{D}}\left[\operatorname{Pr}_{\widehat{\pi}}\left[\tau \leq\left\lfloor\frac{1}{\log (1 / \gamma)}\right\rfloor\right]\right]\right] \gtrsim \min \left\{1, \frac{S}{\log (1 / \gamma) N}\right\} \tag{3.71}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}}\left[J\left(\pi^{\star}\right)-\mathbb{E}[J(\widehat{\pi})]\right] & \gtrsim\left(1-\frac{1}{|\mathcal{A}|}\right) \frac{1}{\log (1 / \gamma)} \min \left\{1, \frac{S}{(1-\gamma) N}\right\} \\
& \geq\left(1-\frac{1}{|\mathcal{A}|}\right) \frac{\gamma}{1-\gamma} \min \left\{1, \frac{S}{(1-\gamma) N}\right\}
\end{aligned}
$$

Here we use the fact that $\log (x) \leq x-1$. Since $1-\frac{1}{|\mathcal{A}|} \geq 1 / 2$ for $|\mathcal{A}| \geq 2$, the final result follows.

Proof of Lemma 3.9. To facilitate the analysis, we define an auxiliary random variable $\tau_{b}$ to be the first time the learner encounters the state $b$. If no such state is encountered, $\tau_{b}$ is defined as $+\infty$. Formally,

$$
\tau_{b}= \begin{cases}\inf \left\{t: s_{t}=b\right\}, & \exists t: s_{t}=b, \\ +\infty, & \text { otherwise }\end{cases}
$$

Conditioned on the observed dataset $\mathcal{D}$, we have

$$
\begin{align*}
\frac{1}{1-\gamma}-\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}[J(\widehat{\pi})] & =\frac{1}{1-\gamma}-\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(s_{t}, a_{t}\right)\right]\right]  \tag{3.72}\\
& \geq \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}}\left[\frac{\gamma^{\tau_{b}-1}}{1-\gamma}\right]\right] \tag{3.73}
\end{align*}
$$

where the last inequality follows from the fact that $r$ is bounded in $[0,1]$, and the state $b$ is absorbing and always offers 0 reward. Fixing the dataset $\mathcal{D}$ and the optimal policy $\pi^{\star}$ (which determines the $\left.\operatorname{MDP} \operatorname{MDP}\left[\pi^{\star}\right]\right)$, we study $\mathbb{E}_{\widehat{\pi}(\mathcal{D})}\left[\frac{\gamma^{\tau}-1}{1-\gamma}\right]$ and try to relate it to $\mathbb{E}_{\widehat{\pi}(\mathcal{D})}\left[\frac{\gamma^{\tau}}{1-\gamma}\right]$. Note that for any $t$ and state $s \in \mathcal{S}$,

$$
\begin{aligned}
\operatorname{Pr}_{\widehat{\pi}}\left[\tau_{b}=t+1, \tau=t, s_{t}=s\right] & =\operatorname{Pr}_{\widehat{\pi}}\left[\tau_{b}=t+1 \mid \tau=t, s_{t}=s\right] \operatorname{Pr}_{\widehat{\pi}}\left[\tau=t, s_{t}=s\right] \\
& =\left(1-\mathbb{1}\left\{\widehat{\pi}(s)=\pi^{\star}(s)\right\}\right) \operatorname{Pr}_{\widehat{\pi}}\left[\tau=t, s_{t}=s\right] .
\end{aligned}
$$

In the last equation, we use the fact that the learner must play an action other than $\pi^{\star}\left(s_{t}\right)$ to visit $b$ at time $t+1$. Next we take an expectation with respect to the randomness of $\pi^{\star}$ which conditioned on $\mathcal{D}$ is drawn from $\operatorname{Unif}\left(\Pi_{\text {mimic }}(\mathcal{D})\right)$. Note that $\operatorname{MDP}\left[\pi^{\star}\right]$ is also determined conditioning on $\pi^{\star}$. Observe that the dependence of the second term $\operatorname{Pr}_{\pi}\left[\tau=t, s_{t}=s\right]$ on $\pi^{\star}$ comes from the probability computed with the underlying MDP chosen as MDP $\left[\pi^{\star}\right]$. However it only depends on the characteristics of $\operatorname{MDP}\left[\pi^{\star}\right]$ on the observed states in $\mathcal{D}$. On the other hand, the first term $\left(1-\mathbb{1}\left\{\widehat{\pi}(s)=\pi^{\star}(s)\right\}\right)$ depends only on $\pi^{\star}(s)$, where $s$ is an unobserved state. Thus the two terms are independent. By taking expectation with respect to the randomness of $\pi^{\star} \sim \operatorname{Unif}\left(\Pi_{\text {mimic }}(\mathcal{D})\right)$ and MDP $=\operatorname{MDP}\left[\pi^{\star}\right]$, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\widehat{\pi}(\mathcal{D})}\left[\tau_{b}=t+1, \tau=t, s_{t}=s\right]\right] \\
& =\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[1-\mathbb{1}\left\{\widehat{\pi}(s)=\pi^{\star}(s)\right\}\right] \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\widehat{\pi}}\left[\tau=t, s_{t}=s\right]\right] \\
& =\left(1-\frac{1}{|\mathcal{A}|}\right) \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\widehat{\pi}}\left[\tau=t, s_{t}=s\right]\right]
\end{aligned}
$$

where in the last equation, we use the fact that conditioned on $\mathcal{D}$ either $(i) s=b$, in which case $\tau \neq t$ and both sides are 0 , or (ii) if $s \neq b$, then $\tau=t$ implies that the state $s$ visited at time $t$ must not be observed in $\mathcal{D}$, so $\pi^{\star}(s) \sim \operatorname{Unif}(\mathcal{A})$. Using the fact that $\operatorname{Pr}_{\hat{\pi}}\left[\tau_{b}=t+1, \tau=t, s_{t}=s\right] \leq \operatorname{Pr}_{\widehat{\pi}}\left[\tau_{b}=t+1, s_{t}=s\right]$ and summing over $s \in \mathcal{S}$ results in the inequality,

$$
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\bar{\pi}}\left[\tau_{b}=t+1\right]\right] \geq\left(1-\frac{1}{|\mathcal{A}|}\right) \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\operatorname{Pr}_{\widehat{\pi}}[\tau=t]\right]
$$

Multiplying both sides by $\frac{\gamma^{t}}{1-\gamma}$ and summing over $t=1, \cdots, \infty$,

$$
\mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}}\left[\frac{\gamma^{\tau_{b}-1}}{1-\gamma}\right]\right] \geq\left(1-\frac{1}{|\mathcal{A}|}\right) \mathbb{E}_{\mathrm{MDP} \sim \mathcal{P}(\mathcal{D})}\left[\mathbb{E}_{\widehat{\pi}}\left[\frac{\gamma^{\tau}}{1-\gamma}\right]\right] .
$$

here we use the fact that the initial distribution $\rho$ places no mass on the bad state $b$. Therefore, $\operatorname{Pr}_{\hat{\pi}(D)}\left[\tau_{b}=1\right]=\rho(b)=0$. This equation in conjunction with (3.73) completes the proof.

### 3.9.7 Imitation learning in discounted MDPs

In Theorem 3.3, we have shown that imitation learning has a worse rate than LCB even in the contextual bandit case when $C^{\star} \in(1,2)$. In this section, we show that if we change the concentrability assumption from density ratio to conditional density ratio, behavior cloning continues to work in certain regime. This also shows that behavior cloning works when $C^{\star}=1$ in the discounted MDP case.
Theorem 3.8. Assume the expert policy $\pi^{\star}$ is deterministic and that $\max \frac{(1-\gamma) d^{*}(a \mid s)}{\mu(a \mid s)} \leq C^{\star}$ for some $C^{\star} \in[1,2)$. We consider a variant of behavior cloning policy:

$$
\begin{equation*}
\Pi_{\text {mimic }}=\left\{\pi \in \Pi_{\text {det }}: \forall s \in \mathcal{D}, \pi(\cdot \mid s)=\underset{a}{\arg \max } N(s, a)\right\} \tag{3.74}
\end{equation*}
$$

Here $\pi \in \Pi_{\text {det }}$ refers to the set of all deterministic policies. Then for any $\hat{\pi} \in \Pi_{\text {mimic }}$, we have

$$
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{*}\right)-J(\hat{\pi})\right] \lesssim \frac{S}{C_{0} N(1-\gamma)^{2}},
$$

where $C_{0}=1-\exp \left(-\mathrm{KL}\left(\frac{1}{2} \| \frac{1}{C^{\star}}\right)\right)$.
Proof. Define the following population loss:

$$
\begin{equation*}
\mathcal{L}\left(\hat{\pi}, \pi^{*}\right)=\mathbb{E}_{\mathcal{D}}\left[\mathbb{E}_{s \sim d_{\star}}\left[1\left\{\hat{\pi}(s) \neq \pi^{*}(s)\right\}\right]\right] . \tag{3.75}
\end{equation*}
$$

From Lemma 3.5, we know that it suffices to control the population loss $\mathcal{L}\left(\hat{\pi}, \pi^{\star}\right)$. From a similar argument as in Rajaraman et al. (2020), we know that when $C^{\star}=1$, the expected suboptimality of $\hat{\pi}$ is upper bounded by $\min \left(\frac{1}{1-\gamma}, \frac{S}{(1-\gamma)^{2} N}\right)$.

When $C^{\star} \in(1,2)$, the contribution to the indicator loss can be decomposed into two parts: (1) the loss incurred due to the states not included in $\mathcal{D}$ whose expected value is upper bounded by $S / N ;(2)$ the loss incurred due to states the states for which the optimal action is not the most frequent in $\mathcal{D}$. Conditioned on $N(s)$ and from $\mu\left(\pi^{\star}(s) \mid s\right) \geq d^{\star}\left(\pi^{\star}(s) \mid s\right) / C^{\star}=$ $1 / C^{\star}$ the probability of not picking the optimal action is upper bounded by $\exp (-N(s)$. $\operatorname{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)$ ) using Chernoff's inequality. We have

$$
\begin{align*}
& \mathbb{E}\left[\mathcal{L}\left(\hat{\pi}, \pi^{\star}\right)\right]  \tag{3.76}\\
& \quad=\mathbb{E}_{s \sim d_{\star}, \mathcal{D}}\left[1\left\{\hat{\pi}(s) \neq \pi^{\star}(s)\right\}\right] \\
& \leq \mathbb{E}_{s \sim d_{\star}, \mathcal{D}}[\mathbb{P}(N(s)=0)]+\mathbb{E}_{s \sim d_{\star}} \mathbb{E}_{\mathcal{D}}\left[\mathbb{P}\left(\hat{\pi}(s) \neq \pi^{\star}(s)\right) \mid N(s) \geq 1\right] \\
& \left.\quad \lesssim \frac{S}{N}+\mathbb{E}_{s \sim d_{\star}} \mathbb{E}_{\mathcal{D}}\left[\left.\exp \left(-N(s) \cdot \mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right) \right\rvert\, N(s) \geq 1\right)\right] \\
& \quad \lesssim \frac{S}{N}+\sum_{s} p(s) \sum_{n=1}^{N}\binom{N}{n} \exp \left(-n \cdot \mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right) p(s)^{n}(1-p(s))^{N-n} \\
& \quad \leq \frac{S}{N}+\sum_{s} p(s)\left(1-p(s)\left(1-\exp \left(-\mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right)\right)^{N}\right. \tag{3.77}
\end{align*}
$$

Denote $C_{0}=1-\exp \left(-\mathrm{KL}\left(\operatorname{Bern}\left(\frac{1}{2}\right) \| \operatorname{Bern}\left(\frac{1}{C^{\star}}\right)\right)\right)$. Note that $\max _{x \in[0,1]} x\left(1-C_{0} x\right)^{N} \leq$ $\frac{1}{C_{0}(N+1)}\left(1-\frac{1}{N+1}\right)^{N} \leq \frac{4}{9 C_{0} N}$. Thus we have $\mathbb{E}\left[\mathcal{L}\left(\hat{\pi}, \pi^{\star}\right)\right] \leq \frac{4 S}{9 C_{0} N}$. We then use Lemma 3.5 to conclude that the final sub-optimality is upper bounded by $\frac{S}{C_{0} N(1-\gamma)^{2}}$.

### 3.10 LCB in episodic Markov decision processes

The aim of this section is to illustrate the validity of Conjecture 1 in episodic MDPs. In Section 3.10.1, we give a brief review of episodic MDPs, describing the batch dataset and offline RL objective in this setting, and introducing additional notation. We then present a variant of the VI-LCB algorithm (Algorithm 5) for episodic MDPs and state its suboptimality guarantees in Section 3.10.2. In Section 3.10.3, we show that the proposed penalty captures a confidence interval and prove a value difference lemma for Algorithm 5. Section 3.10 .4 is devoted to the proof of the sub-optimality upper bound. In Section 3.10.5, we give an alternative sub-optimality decomposition as an attempt to obtain a tight dependency on $C^{\star}$ in the regime $C^{\star} \in[1,2)$. We analyze the sub-optimality in this regime in a special example provided in Section 3.10.6.

### 3.10.1 Model and notation

Episodic MDP. We consider an episodic MDP described by a tuple $(\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{R}, \rho, H)$, where $\mathcal{S}=\left\{\mathcal{S}_{h}\right\}_{h=1}^{H}$ is the state space, $\mathcal{A}$ is the action space, $\mathcal{P}=\left\{P_{h}\right\}_{h=1}^{H}$ is the set of transition kernels with $P_{h}: \mathcal{S}_{h} \times \mathcal{A} \mapsto \Delta\left(\mathcal{S}_{h+1}\right), \mathcal{R}=\left\{R_{h}\right\}_{h=1}^{H}$ is the set of reward
distributions $R_{h}: \mathcal{S}_{h} \times \mathcal{A} \rightarrow \Delta([0,1])$ with $r: \mathcal{S} \times \mathcal{A} \mapsto[0,1]$ as the expected reward function, $\rho: \mathcal{S}_{1} \rightarrow \Delta\left(\mathcal{S}_{1}\right)$ is the initial distribution, and $H$ is the horizon. To streamline our analysis, we assume that $\left\{\mathcal{S}_{h}\right\}_{h=1}^{H}$ partition the state space $\mathcal{S}$ and are disjoint.

Policy and value functions. Similar to the discounted case, we consider deterministic policies $\pi: \mathcal{S} \mapsto \mathcal{A}$ that map each state to an action. For any $h \in\{1, \ldots, H\}, s \in \mathcal{S}_{h}$, and $a \in \mathcal{A}_{h}$, the value function $V_{h}^{\pi}: \mathcal{S} \mapsto \mathbb{R}$ and Q-function $Q_{h}^{\pi}: \mathcal{S} \times \mathcal{A} \mapsto \mathbb{R}$ are respectively defined as

$$
\begin{aligned}
V_{h}^{\pi}(s) & :=\mathbb{E}\left[\sum_{i=h}^{H} r_{i} \mid s_{h}=s, a_{i}=\pi\left(s_{i}\right) \text { for } i \geq h\right], \\
Q_{h}^{\pi}(s, a) & :=\mathbb{E}\left[\sum_{i=h}^{H} r_{i} \mid s_{h}=s, a_{h}=a, a_{i}=\pi\left(s_{i}\right) \text { for } i \geq h+1\right] .
\end{aligned}
$$

Since we assume that the set of state in different levels are disjoint, we drop the subscript $h$ when it is it clear from the context. The expected value of a policy $\pi$ is defined analogously to the discounted case:

$$
J(\pi):=\mathbb{E}_{s \sim \rho}\left[V_{1}^{\pi}(s)\right] .
$$

It is well-known that a deterministic policy $\pi^{\star}$ exists that maximizes the value function from any state.

Episodic occupancy measures. We define the (normalized) state occupancy measure $d_{\pi}: \mathcal{S} \mapsto[0, H]$ and state-action occupancy measure $d^{\pi}: \mathcal{S} \times \mathcal{A} \mapsto[0, H]$ as

$$
\begin{equation*}
d_{\pi}(s):=\frac{1}{H} \sum_{h=1}^{H} \mathbb{P}_{h}\left(s_{h}=s ; \pi\right), \quad \text { and } \quad d^{\pi}(s, a):=\frac{1}{H} \sum_{h=1}^{H} \mathbb{P}_{h}\left(s_{h}=s, a_{h}=a ; \pi\right) \tag{3.78}
\end{equation*}
$$

where we overload notation and write $\mathbb{P}_{h}\left(s_{h}=s ; \pi\right)$ to denote the probability of visiting state $s_{h}=s$ (and similarly $s_{h}=s, a_{h}=a$ ) at level $h$ after executing policy $\pi$ and starting from $s_{1} \sim \rho(\cdot)$.

Batch dataset. The batch dataset $\mathcal{D}$ consists of tuples $\left(s, a, r, s^{\prime}\right)$, where $r=r(s, a)$ and $s^{\prime} \sim P(\cdot \mid s, a)$. As in the discounted case, we assume that $(s, a)$ pairs are generated i.i.d. according to a data distribution $\mu$, unknown to the agent. We denote by $N(s, a) \geq 0$ the number of times a pair $(s, a)$ is observed in $\mathcal{D}$ and by $N=|\mathcal{D}|$ the total number of samples.

The learning objective. Fix a deterministic policy $\pi$. The expected sub-optimality of policy $\hat{\pi}$ computed based on dataset $\mathcal{D}$ competing with policy $\pi$ is defined as

$$
\begin{equation*}
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] . \tag{3.79}
\end{equation*}
$$

```
Algorithm 5 Episodic value iteration with LCB
    Inputs: Batch dataset \(\mathcal{D}\).
    \(\hat{V}_{H+1} \leftarrow 0\).
    for \(h=H-1, \ldots, 1\) do
        for \(s \in \mathcal{S}_{h}, a \in \mathcal{A}\) do
            if \(N(s, a)=0\) then
                    Set \(r(s, a)=0\).
                    Set the empirical transition vector \(\hat{P}_{s, a}\) randomly.
                    Set the penalty \(b(s, a)=H \sqrt{L}\).
            else
                    Set \(r(s, a)\) according to dataset.
                    Compute the empirical transition vector \(\hat{P}_{s, a}\) according to dataset.
                Set the penalty \(b(s, a)=H \sqrt{L / N(s, a)}\), where \(L=2000 \log (2 S|\mathcal{A}| / \delta)\).
            Compute \(\hat{Q}_{h}(s, a) \leftarrow r(s, a)-b(s, a)+\hat{P}_{s, a} \cdot \hat{V}_{h+1}\).
            Compute \(\hat{V}_{h}(s) \leftrightarrow \max _{a} \hat{Q}_{h}(s, a)\) and \(\hat{\pi}(s) \in \arg \max _{a} \hat{Q}_{h}(s, a)\).
```

    Return: \(\hat{\pi}\).
    Assumption on dataset coverage. Equipped with the definitions for occupancy densities in episodic MDPs, we define the concentrability coefficient in the episodic case analogously: given a deterministic policy $\pi, C^{\pi}$ is the smallest constant satisfying

$$
\begin{equation*}
\frac{d^{\pi}(s, a)}{\mu(s, a)} \leq C^{\pi} \quad \forall s \in \mathcal{S}, a \in \mathcal{A} \tag{3.80}
\end{equation*}
$$

Matrix notation. We adopt a matrix notation similar to the one described in Section 3.4.
Bellman equations. Given any value function $V: \mathcal{S}_{h+1} \mapsto \mathbb{R}$, the Bellman value operator at each level $h \in\{1, \ldots, H\}$

$$
\begin{equation*}
\mathcal{T}_{h} V=r_{h}+P_{h} V \tag{3.81}
\end{equation*}
$$

We write $\left(\mathcal{T}_{h} V\right)(s, a)=r_{h}(s, a)+\left(P_{h} V\right)(s, a)$ for $\mathcal{S} \in \mathcal{S}_{h}, a \in \mathcal{A}$.

### 3.10.2 Episodic value iteration with LCB

Algorithm 5 presents a pseudocode for value iteration with LCB in the episodic setting. As in the classic value iteration in episodic MDPs, this algorithm computes values and policy through a backward recursion starting at $h=H$ with the distinction of subtracting penalties when computing the Q-function. This algorithm can be viewed as an instance of Algorithm 5 of Jin et al. (2020c).

In the following theorem, we provide an upper bound on the expected sub-optimality of the policy returned by Algorithm 5. The proof is presented in Section 3.10.4.

Theorem 3.9 (LCB sub-optimality, episodic MDP). Consider an episodic MDP and assume that

$$
\frac{d^{\pi}(s, a)}{\mu(s, a)} \leq C^{\pi} \quad \forall s \in \mathcal{S}, a \in \mathcal{A}
$$

holds for an arbitrary deterministic policy $\pi$. Set $\delta=1 / N$ in Algorithm 5. Then, for all $C^{\pi} \geq 1$, one has

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left\{H, \widetilde{O}\left(H^{2} \sqrt{\frac{S C^{\pi}}{N}}\right)\right\}
$$

In addition, if $1 \leq C^{\pi} \leq 1+L /(200 N)$, then we have a tighter performance guarantee

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left\{H, \widetilde{O}\left(H^{2} \frac{S}{N}\right)\right\}
$$

We make the following conjecture that the sub-optimality rate smoothly transitions from $1 / N$ to $1 / \sqrt{N}$ as $C^{\pi}$ increases from 1 to 2 .

Conjecture 2. Assume as in Theorem 3.9. If $1 \leq C^{\pi} \leq 2$, then policy $\hat{\pi}$ returned by Algorithm 5 obeys

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left\{H, \widetilde{O}\left(H^{2} \sqrt{\frac{S\left(C^{\pi}-1\right)}{N}}\right)\right\}
$$

We present our attempt in proving the above conjecture in part in Section 3.10.5 followed by an example in Section 3.10.6.

### 3.10.3 Properties of Algorithm 5

In this section, we prove two properties of Algorithm 5. We first prove that the penalty captures the Q-function lower confidence bound. Then, we prove a value difference lemma.

Clean event in episodic MDPs. Define the following clean event

$$
\begin{equation*}
\mathcal{E}_{\mathrm{EMDP}}:=\left\{\forall h, \forall s \in \mathcal{S}_{h}, \forall a:\left|r(s, a)+P_{s, a} \cdot \hat{V}_{h+1}-\hat{r}(s, a)-\hat{P}_{s, a} \cdot \hat{V}_{h+1}\right| \leq b_{h}(s, a)\right\} \tag{3.82}
\end{equation*}
$$

where $\hat{V}_{H+1}=0$. In the following lemma, we show that the penalty used in Algorithm 5 captures the confidence interval of the empirical expectation of the Q-function.

Lemma 3.10 (Clean event probability, episodic MDP). One has $\mathbb{P}\left(\mathcal{E}_{E M D P}\right) \geq 1-\delta$.

Proof. The proof is analogous to the proof of Lemma 3.1. Fix a tuple $(s, a, h)$. If $N(s, a)=0$, it is immediate that

$$
\left|r(s, a)+P_{s, a} \cdot \hat{V}_{h+1}-\hat{r}(s, a)-\hat{P}_{s, a} \cdot \hat{V}_{h+1}\right| \leq H \sqrt{L}
$$

When $N(s, a) \geq 1$, we exploit the independence of $\hat{V}_{h+1}$ and $\hat{P}_{s, a}$ (thanks to the disjoint state space at each step $h$ ) and conclude by Hoeffding's inequality that for any $\delta_{1} \in(0,1)$

$$
\mathbb{P}\left(\left|r(s, a)+P_{s, a} \cdot \hat{V}_{h+1}-\hat{r}(s, a)+P_{s, a} \cdot \hat{V}_{h+1}\right| \geq H \sqrt{\frac{2 \log \left(2 / \delta_{1}\right)}{N(s, a)}}\right) \leq \delta_{1}
$$

The claim follows by taking a union bound over $s \in \mathcal{S}_{h}, a \in \mathcal{A}, h \in[H]$ and setting $\delta_{1}=$ $\delta /(S|\mathcal{A}|)$.

Value difference lemma. The following lemma bounds the sub-optimality of Algorithm 5 by expected bonus. This result is similar to Theorem 4.2 in Jin et al. (2020c). We present the proof for completeness.

Lemma 3.11 (Value difference for Algorithm 5). Let $\pi$ be an arbitrary policy. On the event $\mathcal{E}_{\text {EMDP }}$, the policy $\hat{\pi}$ returned by Algorithm 5 satisfies

$$
J(\pi)-J(\hat{\pi}) \leq 2 H \mathbb{E}_{d^{\pi}}[b(s, a)]
$$

Proof. Define the following self-consistency error

$$
\iota_{h}(s, a)=\mathcal{T}_{h} \hat{V}_{h+1}(s, a)-\hat{Q}_{h}(s, a),
$$

where $\mathcal{T}_{h}$ is the Bellman value operator defined in (3.81). Let $\pi^{\prime}$ be an arbitrary policy. By Jin et al. (2020c, Lemma A.1), one has

$$
\begin{align*}
\hat{V}_{1}(s)-V_{1}^{\pi^{\prime}}(s)= & \sum_{h=1}^{H} \mathbb{E}\left[\hat{Q}_{h}\left(s_{h}, \hat{\pi}\left(s_{h}\right)\right)-\hat{Q}_{h}\left(s_{h}, \pi^{\prime}\left(s_{h}\right)\right) \mid s_{1}=s\right] \\
& -\sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi^{\prime}\left(s_{h}\right)\right) \mid s_{1}=s\right] \tag{3.83}
\end{align*}
$$

Setting $\pi^{\prime} \longleftarrow \pi$ in (3.83) gives

$$
\begin{align*}
V_{1}^{\pi}(s)-\hat{V}_{1}(s)= & \sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi\left(s_{h}\right)\right) \mid s_{1}=s\right]-\sum_{h=1}^{H} \mathbb{E}\left[\hat{Q}_{h}\left(s_{h}, \hat{\pi}\left(s_{h}\right)\right)-\hat{Q}_{h}\left(s_{h}, \pi\left(s_{h}\right)\right) \mid s_{1}=s\right] \\
& \leq \sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi\left(s_{h}\right)\right) \mid s_{1}=s\right] \tag{3.84}
\end{align*}
$$

where the last line uses the fact that $\hat{\pi}(s)$ maximizes $\hat{Q}_{h}(s, a)$.
We apply (3.83) once more, this time setting $\pi^{\prime} \longleftarrow \hat{\pi}$ :

$$
\begin{align*}
\hat{V}_{1}(s)-V_{1}^{\hat{\pi}}(s)= & \sum_{h=1}^{H} \mathbb{E}\left[\hat{Q}_{h}\left(s_{h}, \hat{\pi}\left(s_{h}\right)\right)-\hat{Q}_{h}\left(s_{h}, \hat{\pi}\left(s_{h}\right)\right) \mid s_{1}=s\right]-\sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \hat{\pi}\left(s_{h}\right)\right) \mid s_{1}=s\right] \\
& \leq-\sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi^{\prime}\left(s_{h}\right)\right) \mid s_{1}=s\right] \tag{3.85}
\end{align*}
$$

Adding (3.84) and (3.85), we have

$$
\begin{align*}
V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s) & =V_{1}^{\pi}(s)-\hat{V}_{1}(s)+\hat{V}_{1}(s)-V_{1}^{\hat{\pi}}(s) \\
& \leq \sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi\left(s_{h}\right)\right) \mid s_{1}=s\right]-\sum_{h=1}^{H} \mathbb{E}\left[\iota_{h}\left(s_{h}, \pi^{\prime}\left(s_{h}\right)\right) \mid s_{1}=s\right] . \tag{3.86}
\end{align*}
$$

By Jin et al. (2020c, Lemma 5.1), conditioned on $\mathcal{E}_{\text {EMDP }}$, we have

$$
0 \leq \iota_{h}(s, a) \leq 2 b_{h}(s, a) \quad \forall s, a, h
$$

The proof is completed by applying the above bound in (3.86) and taking an expectation with respect to $\rho$

$$
\begin{aligned}
\mathbb{E}_{\rho}\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right] \leq & 2 \sum_{h=1}^{H} \mathbb{E}\left[b_{h}\left(s_{h}, \pi\left(s_{h}\right)\right)\right] \\
& =2 \sum_{h=1}^{H} P_{h}\left(s_{h} ; \pi\right) b_{h}\left(s_{h}, \pi\left(s_{h}\right)\right)=2 H \mathbb{E}_{d^{\pi}}[b(s, a)]
\end{aligned}
$$

where the last equation hinges on the definition of occupancy measure for episodic MDPs given in (3.78).

### 3.10.4 Proof of Theorem 3.9

The proof follows a similar decomposition argument as in Theorem 3.6. Nonetheless, we present a complete proof for the reader's convenience.

We divide the proof into two parts and separately analyze the general case $C^{\pi} \geq 1$ and $C^{\star} \leq 1+L /(200 N)$ since the techniques used in the proof of these two claims are rather distinct.

The general case when $C^{\pi} \geq 1$. We decompose the expected sub-optimality into two terms

$$
\begin{align*}
\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right]\right]= & \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}\right\}\right]=: T_{1} \\
& +\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}^{c}\right\}\right]=: T_{2} \tag{3.87}
\end{align*}
$$

The first term $T_{1}$ captures the sub-optimality under the clean event $\mathcal{E}_{\text {EMDP }}$ whereas $T_{2}$ represents the sub-optimality suffered when the constructed confidence interval via the penalty function falls short of containing the empirical Q-function estimate. We will prove in subsequent sections that $T_{1}$ and $T_{2}$ are bounded according to:

$$
\begin{align*}
& T_{1} \leq 32 H^{2} \sqrt{\frac{S C^{\pi} L}{N}}  \tag{3.88a}\\
& T_{2} \leq H \delta \tag{3.88b}
\end{align*}
$$

Taking the above bounds as given for the moment and setting $\delta=1 / N$, we conclude that

$$
\mathbb{E}_{\mathcal{D}}[J(\pi)-J(\hat{\pi})] \lesssim \min \left(H, 32 H^{2} \sqrt{\frac{S C^{\pi} L}{N}}\right)
$$

The case when $C^{\pi} \leq 1+L /(200 N)$. To obtain faster rates in this regime, we resort to directly analyzing the policy sub-optimality instead of bounding the value sub-optimality (such as by Lemma 3.11). It is useful to connect the sub-optimality of a policy to whether it disagrees with the optimal policy at each state. The following lemma due to Ross and Bagnell (2010, Theorem 2.1) provides such a connection.

Lemma 3.12. For any deterministic policies $\pi, \hat{\pi}$, one has

$$
J(\pi)-J(\hat{\pi}) \leq H^{2} \mathbb{E}_{s \sim d_{\pi}}[\mathbb{1}\{\pi(s) \neq \hat{\pi}(s)\}] .
$$

We apply Lemma 3.12 to bound the sub-optimality and further decompose it based on whether any samples are observed on each state $s$.

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}} & {\left[\rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right]\right] } \\
\leq & H^{2} \mathbb{E}_{\mathcal{D}} \mathbb{E}_{d_{\pi}}[\mathbb{1}\{\pi(s) \neq \hat{\pi}(s)\}] \\
= & H^{2} \mathbb{E}_{\mathcal{D}} \mathbb{E}_{d_{\pi}}[\mathbb{1}\{\pi(s) \neq \hat{\pi}(s)\} \mathbb{1}\{N(s, \pi(s))=0\}]=: T_{1}^{\prime} \\
& +H^{2} \mathbb{E}_{\mathcal{D}} \mathbb{E}_{d_{\pi}}[\mathbb{1}\{\pi(s) \neq \hat{\pi}(s)\} \mathbb{1}\{N(s, \pi(s)) \geq 1\}]=: T_{2}^{\prime} .
\end{aligned}
$$

In a similar manner to the proof of Theorem 3.6, we prove the following bounds on $T_{1}^{\prime}$ and $T_{2}^{\prime}$ :

$$
\begin{align*}
& T_{1}^{\prime} \leq H^{2} \frac{4 C^{\pi}}{N}  \tag{3.89a}\\
& T_{2}^{\prime}  \tag{3.89b}\\
& \lesssim \frac{2 S C^{\pi} H^{2} L}{N}+H^{2} \frac{|\mathcal{A}|}{N^{9}}
\end{align*}
$$

Proof the bound (3.88a) on $T_{1}$
By the value difference Lemma 3.11, one has

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}\right\}\right] & \leq 2 H \sum_{s, a} d^{\pi}(s, a) \mathbb{E}_{\mathcal{D}}[b(s, a)] \\
& \leq 2 H \sum_{s, a} d^{\pi}(s, a) H \mathbb{E}_{\mathcal{D}}\left[\sqrt{\frac{L}{N(s, a) \vee 1}}\right] \\
& \leq 32 H^{2} \sum_{s, a} d^{\pi}(s, a)\left[\sqrt{\frac{L}{N \mu(s, a)}}\right]
\end{aligned}
$$

where the last inequality uses the bound on inverse moments of binomial random variables given in 3.14 with $c_{1 / 2} \leq 16$. We then apply the concentrability assumption and the CauchySchwarz inequality to conclude that

$$
\begin{aligned}
T_{1} & \leq 32 H^{2} \sum_{s, a} \sqrt{d^{\pi}(s, a)} \sqrt{H C^{\pi} \mu(s, a)}\left[\sqrt{\frac{L}{N \mu(s, a)}}\right] \\
& \leq 32 H^{2} \sqrt{\frac{C^{\pi} L H}{N}} \sum_{s} \sqrt{d^{\pi}(s, \pi(s))} \leq 32 H^{2} \sqrt{\frac{S C^{\pi} L}{N}}
\end{aligned}
$$

## Proof of the bound (3.88b) on $T_{2}$

We use a argument similar to that in the proof of (3.54c). First, observe that $\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-\right.$ $\left.V^{\hat{\pi}}(s)\right] \leq H$. Consequently, in light of Lemma 3.10 one can conclude

$$
T_{3} \leq H \mathbb{E}_{\mathcal{D}}\left[\mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}^{c}\right\}\right]=H \mathbb{P}\left(\mathcal{E}_{\mathrm{EMDP}}^{c}\right) \leq H \delta
$$

Proof of the bound (3.89a) on $T_{1}^{\prime}$
We have

$$
T_{1}^{\prime} \leq H^{2} \mathbb{E}_{d_{\pi}} \mathbb{E}_{\mathcal{D}}[\mathbb{1}\{N(s, \pi(s))=0\}] \leq H^{2} \mathbb{E}_{d_{\pi}} \mathbb{P}(N(s, \pi(s))=0)
$$

It follows from the concentrability assumption $d^{\pi}(s, \pi(s)) / \mu(s, \pi(s)) \leq C^{\pi}$ that

$$
T_{1} \leq H^{2} \sum_{s} C^{\pi} \mu(s, \pi(s)) \mathbb{P}(N(s, \pi(s))=0)=H^{2} C^{\pi} \sum_{s} \mu(s, \pi(s))\left(1-\mu(s, \pi(s))^{N}\right.
$$

Note that $\max _{x \in[0,1]} x(1-x)^{N} \leq 4 /(9 N)$. We thus conclude that

$$
T_{1} \leq H^{2} C^{\pi} \sum_{s} \mu(s, \pi(s))\left(1-\mu(s, \pi(s))^{N} \leq H^{2} \frac{4 C^{\pi}}{9 N}\right.
$$

## Proof of the bound (3.89b) on $T_{2}^{\prime}$

We prove the bound on $T_{2}^{\prime}$ by partitioning the states based on how much they are occupied under the target policy. Define the following set:

$$
\begin{equation*}
\mathcal{O}_{1}:=\left\{s \left\lvert\, d_{\pi}(s)<\frac{2 C^{\pi} L}{N}\right.\right\} \tag{3.90}
\end{equation*}
$$

We can then decompose $T_{2}^{\prime}$ according to whether state $s$ belongs to $\mathcal{O}_{1}$ :

$$
\begin{aligned}
T_{2}^{\prime}= & H^{2} \sum_{s \in \mathcal{O}_{1}} d_{\pi}(s) \mathbb{E}_{\mathcal{D}}[\mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\} \mathbb{1}\{N(s, \pi(s)) \geq 1\}]=: T_{2,1} \\
& +H^{2} \sum_{s \notin \mathcal{O}_{1}} d_{\pi}(s) \mathbb{E}_{\mathcal{D}}[\mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\} \mathbb{1}\{N(s, \pi(s)) \geq 1\}]=: T_{2,2} .
\end{aligned}
$$

Here, $T_{2,1}$ captures the sub-optimality due to the less important states under the target policy. We will shortly prove the following bounds on these two terms:

$$
T_{2,1} \leq \frac{2 S C^{\pi} H^{2} L}{N} \quad \text { and } \quad T_{2,2} \lesssim H^{2} \frac{|\mathcal{A}|}{N^{9}}
$$

Proof of the bound on $T_{2,1}$. Since $\mathbb{E}_{\mathcal{D}}[\mathbb{1}\{\hat{\pi}(s) \neq \pi(s)\} \mathbb{1}\{N(s, \pi(s)) \geq 1\}] \leq 1$, it follows immediately that

$$
T_{2,1} \leq H^{2} \sum_{s \in \mathcal{S}_{1}} d_{\pi}(s) \leq \frac{2 S C^{\pi} H^{2} L}{N}
$$

where the last inequality relies on the definition of $\mathcal{O}_{1}$ provided in (3.90).
Proof of the bound on $T_{2,2}$. The term $T_{2,2}$ is equal to

$$
T_{2,2}=H^{2} \sum_{s \notin \mathcal{O}_{1}} d_{\pi}(s) \mathbb{P}(\hat{\pi}(s) \neq \pi(s), N(s, \pi(s)) \geq 1)
$$

We subsequently show that the probability $\mathbb{P}(\hat{\pi}(s) \neq \pi(s), N(s, \pi(s)) \geq 1)$ is small. Fix a state $s \notin \mathcal{O}_{1}$ and let $h$ be the level to which $s$ belongs. The concentrability assumption along with the constraint on $d_{\pi}(s)$ implies the following lower bound on $\mu(s, \pi(s))$ :

$$
\begin{equation*}
\mu(s, \pi(s)) \geq \frac{1}{C^{\pi}} d_{\pi}(s) \geq \frac{1}{C^{\pi}} \frac{2 C^{\pi} L}{N}=\frac{2 L}{N} \tag{3.91}
\end{equation*}
$$

On the other hand, by the concentrability assumption and using $C^{\pi} \leq 1+\frac{L}{200 N}$, the following upper bound holds for $\mu(s, a \neq \pi(s))$ :

$$
\begin{equation*}
\mu(s, a) \leq \sum_{a \neq \pi(s)} \mu(s, a) \leq 1-\frac{1}{C^{\pi}} \leq \frac{L}{200 N} \tag{3.92}
\end{equation*}
$$

The above bounds suggest that the target action is likely to be included in the dataset more frequently than the rest of the actions for $s \notin \mathcal{O}_{1}$. We will see shortly that in this scenario, the LCB algorithm picks the target action with high probability. The bounds (3.91) and (3.92) together with Chernoff's bound give

$$
\begin{gathered}
\mathbb{P}\left(N(s, a \neq \pi(s)) \leq \frac{5 L}{200}\right) \geq 1-\exp \left(-\frac{L}{200}\right) \\
\mathbb{P}(N(s, \pi(s)) \geq L) \geq 1-\exp \left(-\frac{L}{4}\right)
\end{gathered}
$$

We can thereby write an upper bound $\hat{Q}_{h}(s, a \neq \pi(s))$ and a lower bound on $\hat{Q}_{h}(s, \pi(s))$. In particular, when $N(s, a) \leq \frac{5 L}{200}$, one has

$$
\begin{aligned}
\hat{Q}_{h}(s, a) & =r_{h}(s, a)-b_{h}(s, a)+\hat{P}_{s, a} \cdot \hat{V}_{h+1} \\
& =r_{h}(s, a)-H \sqrt{\frac{L}{N(s, a) \vee 1}}+\hat{P}_{s, a} \cdot \hat{V}_{h+1} \\
& \leq 1-H \sqrt{\frac{L}{5 L / 200}}+H \leq-4 H
\end{aligned}
$$

where we used the fact that $L \geq 70$. When $N(s, \pi(s)) \geq L$, one has

$$
\hat{Q}_{h}(s, \pi(s))=r_{h}(s, \pi(s))-H \sqrt{\frac{L}{N(s, \pi(s))}}+\hat{P}_{s, \pi(s)} \cdot V_{h+1} \geq-H
$$

Note that if both $N(s, a \neq \pi(s)) \leq \frac{5 L}{200}$ and $N(s, \pi(s)) \geq L$ hold, we must have $\hat{Q}_{h}(s, a \neq$ $\pi(s))<\hat{Q}_{h}(s, \pi(s))$. Therefore, we deduce that
$\mathbb{P}(\hat{\pi}(s) \neq \pi(s), N(s, \pi(s)) \geq 1) \leq(|\mathcal{A}|-1) \exp \left(-\frac{L}{200}\right)+\exp \left(-\frac{1}{4} L\right) \leq|\mathcal{A}| \exp \left(-\frac{L}{200}\right)$,
which further implies

$$
T_{2,2} \leq H^{2} \sum_{s \notin \mathcal{O}_{1}} d_{\pi}(s)|\mathcal{A}| \exp \left(-\frac{L}{200}\right) \leq H^{2}|\mathcal{A}| \exp \left(-\frac{L}{200}\right) \lesssim H^{2}|\mathcal{A}| N^{-9}
$$

### 3.10.5 The case of $C^{\pi} \in[1,2)$

In this section, we present an attempt in obtaining tight bounds on the LCB algorithm for episodic MDPs in the regime $C^{\pi} \in[1,2)$. We start with a decomposition similar to the one given in (3.87).

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V^{\hat{\pi}}(s)\right]\right]= & \mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}\right\}\right]=: T_{1} \\
& +\mathbb{E}_{\mathcal{D}}\left[\sum_{s} \rho(s)\left[V_{1}^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}^{c}\right\}\right]=: T_{2} .
\end{aligned}
$$

An upper bound on the term $T_{2}$ is already proven in (3.88b). We follow a different route for bounding the term $T_{1}$. For any state $s \in \mathcal{S}$, define

$$
\begin{equation*}
\bar{\mu}(s):=\sum_{a \neq \pi(s)} \mu(s, a) \tag{3.93}
\end{equation*}
$$

to be the total mass on actions not equal to the target policy $\pi(s)$. Consider the following set:

$$
\begin{equation*}
\mathcal{B}:=\{s \mid \mu(s, \pi(s)) \leq 9 \bar{\mu}(s)\} . \tag{3.94}
\end{equation*}
$$

The set $\mathcal{B}$ includes the states for which the expert action is drawn more frequently under the data distribution. We then decompose $T_{1}$ based on whether state $s$ belongs to $\mathcal{B}$

$$
\begin{align*}
T_{2}= & \mathbb{E}_{\mathcal{D}}\left[\sum_{s \in \mathcal{B}} \rho(s)\left[V_{1}^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}\right\}\right]=: \beta_{1}  \tag{3.95}\\
& +\mathbb{E}_{\mathcal{D}}\left[\sum_{s \notin \mathcal{B}} \rho(s)\left[V_{1}^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}\right\}\right]=: \beta_{2} . \tag{3.96}
\end{align*}
$$

We prove the following bound on $\beta_{1}$ :

$$
\begin{equation*}
\beta_{1} \leq 136 H^{2} \sqrt{\frac{S\left(C^{\pi}-1\right) L}{N}} \tag{3.97}
\end{equation*}
$$

We conjecture that $\beta_{2}$ is bounded similarly:

$$
\begin{equation*}
\beta_{2} \lesssim H^{2} \sqrt{\frac{S\left(C^{\pi}-1\right) L}{N}} \tag{3.98}
\end{equation*}
$$

We demonstrate our conjecture on $\beta_{2}$ in a special episodic MDP case with $H=3,\left|\mathcal{S}_{h}\right|=2$, and $|\mathcal{A}|=2$ in Section 3.10.6.

Proof of the bound (3.97) on $\beta_{1}$. By Lemma 3.10, it follows that

$$
\begin{aligned}
\beta_{1} & =\mathbb{E}_{\mathcal{D}}\left[\sum_{s \in \mathcal{B}} \rho(s)\left[V^{\pi}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}\right\}\right] \\
& \leq 2 H \sum_{s \in \mathcal{B}} d^{\pi}(s, \pi(s)) \mathbb{E}_{\mathcal{D}}[b(s, \pi(s))] \\
& \leq 2 H \sum_{s \in \mathcal{B}} d^{\pi}(s, \pi(s)) H \mathbb{E}_{\mathcal{D}}\left[\sqrt{\frac{L}{N(s, \pi(s)) \vee 1}}\right] \\
& \leq 32 H^{2} \sum_{s \in \mathcal{B}} d^{\pi}(s, \pi(s))\left[\sqrt{\frac{L}{N \mu(s, \pi(s))}}\right]
\end{aligned}
$$

In the first inequality, we substituted the definition of penalty and the second inequality arises from Lemma 3.14 with $c_{1 / 2} \leq 16$. We then apply the concentrability assumption to bound $d^{\pi}(s, \pi(s)) \leq C^{\pi} \mu(s, \pi(s))$ and thereby conclude

$$
\begin{aligned}
\beta_{1} & \leq 32 H^{2} \sum_{s \in \mathcal{B}} C^{\pi} \mu(s, \pi(s))\left[\sqrt{\frac{L}{N \mu(s, \pi(s))}}\right] \\
& =32 C^{\pi} H^{2} \sqrt{\frac{L}{N}} \sum_{s \in \mathcal{B}} \sqrt{\mu(s, \pi(s))} \\
& \leq 32 C^{\pi} H^{2} \sqrt{\frac{L S}{N}} \sqrt{\sum_{s \in \mathcal{B}} \mu(s, \pi(s))}
\end{aligned}
$$

where the last line is due to Cauchy-Schwarz inequality. We continue the bound relying on the definition of $\mathcal{B}$

$$
\begin{equation*}
\beta_{1} \leq 32 C^{\pi} H^{2} \sqrt{\frac{L S}{N}} \sqrt{\sum_{s} \mu(s, \pi(s)) \mathbb{1}\{\mu(s, \pi(s)) \leq 9 \bar{\mu}(s)\}} \leq 32 C^{\pi} H^{2} \sqrt{\frac{L S}{N}} \sqrt{\sum_{s} 9 \bar{\mu}(s)} \tag{3.99}
\end{equation*}
$$

It is easy to check that the concentrability assumption implies the following bound on the total mass over the actions not equal to $\pi(s)$

$$
\sum_{s} \bar{\mu} \leq \frac{C^{\pi}-1}{C^{\pi}}
$$

Substituting the above bound to (3.99) and bounding $C^{\pi} \leq 2$ yields

$$
\beta_{1} \leq 136 H^{2} \sqrt{\frac{S\left(C^{\pi}-1\right) L}{N}}
$$

### 3.10.6 Analysis of LCB for a simple episodic MDP

We consider an episodic MDP with $H=3, \mathcal{S}_{1}=\{1,2\}, \mathcal{S}_{2}=\{3,4\}, \mathcal{S}_{3}=\{5,6\}$, and $\mathcal{A}=\{1,2\}$, where we assume without loss of generality that action 1 is optimal in all states. We are interested in bounding the $\beta_{2}$ term defined in (3.96) when $C^{\pi} \in[1,2)$ :

$$
\begin{equation*}
\beta_{2}=\mathbb{E}_{\mathcal{D}}\left[\sum_{s: \mu\left(s, \pi^{\star}(s)\right) \geq 9 \bar{\mu}(s)} \rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\mathrm{EMDP}}\right\}\right] \tag{3.100}
\end{equation*}
$$

Note that $\beta_{2}$ captures sub-optimality in states for which $\mu(s, \pi(s))>9 \bar{\mu}(s)$. To illustrate the key ideas and avoid clutter, we consider the following setting:

1. Competing with the optimal policy $\pi(s)=\pi^{\star}(s)=1$ and thus the concentrability assumption $d^{\star}(s, a) \leq C^{\star} \mu(s, a)$ for all $s \in \mathcal{S}, a \in \mathcal{A}$;
2. $\mu(s, 1) \geq 9 \mu(s, 2)$ for all $s \in \mathcal{S}$;
3. $N(s, a)=N \mu(s, a) \geq 1$ for all $s \in \mathcal{S}, a \in \mathcal{A}$.
4. We assume that the rewards are deterministic and consider an implementation of Algorithm 5 with deterministic rewards. In particular, at level $H$ this implementation of VI-LCB sets $\hat{Q}_{H}$ according to

$$
\hat{Q}_{H}(s, a)= \begin{cases}0 & N(s, a)=0 \\ r(s, a) & N(s, a) \geq 1\end{cases}
$$

Outline of the proof. Let us first give an outline for the sub-optimality analysis of the episodic VI-LCB Algorithm 5 in this example. We begin by showing that the concentrability assumption in conjunction with $\mu(s, 1) \geq 9 \mu(s, 2)$ dictates certain bounds on the penalties. Afterward, we argue that the episodic VI-LCB algorithm finds the optimal policy at levels 2 and 3 with high probability. This result allows writing the sub-optimality as an expectation over the product of the gap $g_{1}(s)=Q_{1}^{\star}(s, 1)-Q_{1}^{\star}(s, 2)$ and the probability that the agent chooses the wrong action, i.e., $\mathbb{P}(\hat{\pi}(s) \neq 1)$. Consequently, if for state $s$ the gap $g_{1}(s)$ is small, the sub-optimality incurred by that state is also small. On the other hand, when the gap is large, we prove via Hoeffding's inequality that $\mathbb{P}(\hat{\pi}(s) \neq 1)$ is negligible.

Bounds on penalties. The setting introduced above dictates the following bounds on penalties

$$
\begin{align*}
b_{h}(s, 2)-b_{h}(s, 1) & \geq \frac{1}{3} b_{h}(s, 2)+b_{h}(s, 1),  \tag{3.101a}\\
\sqrt[3]{\frac{L C^{\star}}{N\left(\bar{d}(s, 1)+C^{\star}-1\right)}} & \leq b_{h}(s, 1) \leq 3 \sqrt{\frac{L C^{\star}}{N \bar{d}(s, 1)}} \tag{3.101b}
\end{align*}
$$

whose proofs can be found at the end of this subsection.

VI-LCB policy in each level. The main idea for a tight sub-optimality bound is to directly compare $\hat{Q}_{h}(s, 1)$ to $\hat{Q}_{h}(s, 2)$ at every level. Specifically, we first determine the conditions under which $\mathbb{E}\left[\hat{Q}_{h}(s, 1)-\hat{Q}_{h}(s, 2)\right]>0$ and then show $\hat{Q}_{h}(s, 1)>\hat{Q}_{h}(s, 2)$ with high probability via a concentration argument. It turns out that these conditions depend on the value of the sub-optimality gap associated with a state defined as

$$
\begin{equation*}
g_{h}(s):=Q_{h}^{\star}(s, 1)-Q_{h}^{\star}(s, 2) \geq 0 \quad \forall s \in \mathcal{S}, \forall h \in\{1,2,3\} . \tag{3.102}
\end{equation*}
$$

We start the analysis at level 3 going backwards to level 1 .

- Level 3. Since $N(s, a) \geq 1$ and the rewards are deterministic, the value function computed by VI-LCB algorithm is equal to $V_{3}^{\star}$ and action 1 is selected for both states 5 and 6, i.e.,

$$
\begin{equation*}
\hat{V}_{3}=V_{3}^{\star} \tag{3.103}
\end{equation*}
$$

- Level 2. We first show that $\hat{Q}_{2}(s, 1)$ is greater than $\hat{Q}_{2}(s, 2)$ in expectation

$$
\begin{align*}
\mathbb{E}\left[\hat{Q}_{2}(s, 1)-\hat{Q}_{2}(s, 2)\right] & =\mathbb{E}\left[r(s, 1)-b_{2}(s, 1)+\hat{P}_{s, 1} \cdot V_{3}^{\star}-r(s, 2)+b_{2}(s, 2)-\hat{P}_{s, 2} \cdot V_{3}^{\star}\right] \\
& =b_{2}(s, 2)-b_{2}(s, 1)+g_{2}(s) \\
& \geq \frac{1}{3} b_{2}(s, 2)+b_{2}(s, 1)+g_{2}(s) \geq \frac{1}{3} b_{2}(s, 2) \geq 0 \tag{3.104}
\end{align*}
$$

where we used the bound on $b_{2}(s, 2)-b_{2}(s, 1)$ given in (3.101a). By the concentration inequality in Lemma 3.13 we then show $\hat{Q}_{2}(s, 1) \geq \hat{Q}_{2}(s, 2)$ with high probability:

$$
\begin{align*}
\mathbb{P}\left(\hat{Q}_{2}(s, 2)-\hat{Q}_{2}(s, 1) \geq 0\right) & \leq \exp \left(-6 \frac{N(s, 1) N(s, 2) \mathbb{E}^{2}\left[\hat{Q}_{2}(s, 1)-\hat{Q}_{2}(s, 2)\right]}{N(s, 1)+N(s, 2)}\right) \\
& \leq \exp \left(-1.8 N(s, 2)\left(\frac{1}{3}\right)^{2} b_{2}^{2}(s, 2)\right) \\
& =\exp \left(-0.8 N(s, 2) \frac{L}{N(s, 2)}\right) \lesssim \frac{1}{N^{160}} \tag{3.105}
\end{align*}
$$

where in the second inequality we used $N(s, 2) \leq 1 / 9 N(s, 1)$ as well as the bound given in (3.104) and the last inequality holds for $c_{1} \geq 1$ and $\delta=1 / N$.

- Level 1. Define the following event

$$
\begin{equation*}
\mathcal{E}_{o}=\left\{\hat{\pi}(s)=1, \forall s \in \mathcal{S}_{2}\right\} \tag{3.106}
\end{equation*}
$$

which refers to the event that action 1 is chosen for all states at level 2. Conditioned on $\mathcal{E}_{o}$, the Q-function computed by VI-LCB in level 1 is given by

$$
\begin{aligned}
\hat{Q}_{1}(s, a)=r(s, a)-b_{1}(s, a) & +\hat{P}(3 \mid s, a)\left[r(3,1)-b_{2}(3,1)+\hat{P}_{3,1} V_{3}^{\star}\right] \\
& +\hat{P}(4 \mid s, a)\left[r(4,1)-b_{2}(4,1)+\hat{P}_{4,1} V_{3}^{\star}\right] .
\end{aligned} \quad \forall s \in \mathcal{S}_{1}, a \in \mathcal{A} .
$$

Taking the expectation with respect to the data randomness, one has for any $s \in \mathcal{B}$ that

$$
\begin{aligned}
\mathbb{E}[ & \left.\hat{Q}_{1}(s, 1)-\hat{Q}_{1}(s, 2)\right] \\
= & {\left[b_{1}(s, 2)-b_{1}(s, 1)\right]+[P(3 \mid s, 2)-P(3 \mid s, 1)] b_{2}(3,1) } \\
& +[P(4 \mid s, 2)-P(4 \mid s, 1)] b_{2}(4,1)+g_{1}(s) \\
= & {\left[b_{1}(s, 2)-b_{1}(s, 1)\right]+[P(3 \mid s, 1)-P(3 \mid s, 2)]\left[b_{2}(4,1)-b_{2}(3,1)\right]+g_{1}(s), }
\end{aligned}
$$

where the last equation uses $P(3 \mid s, a)=1-P(4 \mid s, a)$. We continue the analysis assuming that $p:=P(3 \mid s, 1)-P(3 \mid s, 2) \geq 0$; the other case can be shown similarly. Using $p \geq 0$ and $b_{2}(4,1) \geq 0$ together with the penalty bound of (3.101a), we see that

$$
\mathbb{E}\left[\hat{Q}_{1}(s, 1)-\hat{Q}_{1}(s, 2)\right] \geq \frac{1}{3} b_{1}(s, 2)+b_{1}(s, 1)-p b_{2}(3,1)+g_{1}(s) .
$$

We proceed by applying (3.101b) on $b_{1}(s, 1)$ and $b_{1}(3,1)$

$$
\begin{equation*}
\mathbb{E}\left[\hat{Q}_{1}(s, 1)-\hat{Q}_{1}(s, 2)\right] \geq \frac{1}{3} b_{1}(s, 2)+3 \sqrt{\frac{L C^{\star}}{N\left(d^{\star}(s, 1)+C^{\star}-1\right)}}-3 p \sqrt{\frac{L C^{\star}}{N d^{\star}(3,1)}}+g_{1}(s) . \tag{3.107}
\end{equation*}
$$

Note that $d^{\star}(s, 1)=\rho(s) / 3$ and $3 d^{\star}(3,1)=\rho(s) P(3 \mid s, 1)+\rho(2) P(3 \mid s, 2) \geq$ $\rho(s) P(3 \mid s, 1) \geq \rho(s) p$. Substituting these quantities into (3.107), we obtain

$$
\begin{aligned}
\mathbb{E}\left[\hat{Q}_{1}(s, 1)-\hat{Q}_{1}(s, 2)\right] & \geq \frac{1}{3} b_{1}(s, 2)+3 \sqrt{\frac{L C^{\star}}{N\left(\rho(s) / 3+C^{\star}-1\right)}}-3 p \sqrt{\frac{L C^{\star}}{N \rho(s) p / 3}}+g_{1}(s) \\
& \geq \frac{1}{3} b_{1}(s, 2)+3 \sqrt{\frac{L C^{\star}}{N\left(\rho(s) / 3+C^{\star}-1\right)}}-3 \sqrt{\frac{L C^{\star}}{N \rho(s) / 3}}+g_{1}(s),
\end{aligned}
$$

where the last inequality uses $p \leq 1$. Observe that

$$
\frac{1}{\sqrt{\rho(s) / 3}}-\frac{1}{\sqrt{\rho(s) / 3+C^{\star}-1}}=\frac{\sqrt{\rho / 3+C^{\star}-1}-\sqrt{\rho / 3}}{\sqrt{\rho(s) / 3\left(\rho(s) / 3+C^{\star}-1\right)}} \leq 3 \frac{\sqrt{C^{\star}-1}}{\rho(s)} .
$$

This implies

$$
\begin{equation*}
\rho(s) g_{1}(s) \geq 9 \sqrt{\frac{2\left(C^{\star}-1\right) L}{N}} \Rightarrow \mathbb{E}\left[\hat{Q}_{1}(s, 1)-\hat{Q}_{1}(s, 2)\right] \geq \frac{1}{3} b_{1}(s, 2) . \tag{3.108}
\end{equation*}
$$

Then, a similar argument to (3.105) proves that $\hat{Q}(s, 1)>\hat{Q}(s, 2)$ with high probability:

$$
\begin{equation*}
\mathbb{P}\left(\hat{Q}_{1}(s, 2)-\hat{Q}_{1}(s, 1) \geq 0\right) \lesssim \frac{1}{N^{160}} \tag{3.109}
\end{equation*}
$$

Sub-optimality bound. We are now ready to compute the sub-optimality. Decompose the sub-optimality based on whether event $\mathcal{E}_{o}$ defined in (3.106) has occurred and use the fact that we assumed $\mu(s, 1) \geq 9 \mu(s, 2)$ for all $s \in \mathcal{S}$

$$
\begin{aligned}
\beta_{2}= & \mathbb{E}_{\mathcal{D}}\left[\sum_{s: \mu\left(s, \pi^{\star}(s)\right) \geq 9 \bar{\mu}(s)} \rho(s)\left[V_{1}^{\pi}(s)-V_{1}^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}\right\}\right] \\
& \leq \mathbb{E}_{\mathcal{D}, \rho}\left[\left[V^{\star}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{o}\right\}\right]+\mathbb{E}_{\mathcal{D}, \rho}\left[\left[V^{\star}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{o}^{c}\right\}\right] \\
& \lesssim \mathbb{E}_{\mathcal{D}, \rho}\left[\left[V^{\star}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{o}\right\}\right]+\frac{3}{N^{160}} .
\end{aligned}
$$

Here, the second line is by $\mathbb{1}\left\{\mathcal{E}_{\text {EMDP }}\right\} \leq 1$ and the last line follows from $V^{\star}(s)-V^{\hat{\pi}}(s) \leq 3$ and the probability of the complement event $\mathcal{E}_{o}^{c}$ given in (3.105).

Conditioned on the event $\mathcal{E}_{o}$, LCB-VI algorithm chooses the optimal action from every state at levels 2 and 3 and hence $V_{2}^{\hat{\pi}}=V_{2}^{\star}$ and we get

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{D}, \rho}\left[\left[V^{\star}(s)-V^{\hat{\pi}}(s)\right] \mathbb{1}\left\{\mathcal{E}_{o}\right\}\right] \\
& \quad=\sum_{s} \rho(s) \mathbb{E}_{\mathcal{D}}\left[\left[Q^{\star}(s, 1)-Q^{\hat{\pi}}(s, \hat{\pi}(s))\right] \mathbb{1}\left\{\mathcal{E}_{o}\right\}\right] \\
& \quad=\sum_{s} \rho(s) \mathbb{E}_{\mathcal{D}}\left[r(s, 1)+P_{s, 1} \cdot V_{2}^{\star}-r(s, \hat{\pi}(s))-P_{s, \hat{\pi}(s)} \cdot V_{2}^{\star}\right] \\
& \quad=\sum_{s} \rho(s) \mathbb{E}_{\mathcal{D}}\left[\left(r(s, 1)+P_{s, 1} \cdot V_{2}^{\star}-r(s, 2)-P_{s, 2} \cdot V_{2}^{\star}\right) \mathbb{1}\{\hat{\pi}(s) \neq 1\}\right] .
\end{aligned}
$$

By definition, we have $g_{1}(s)=r(s, 1)+P_{s, 1} \cdot V_{2}^{\star}-r(s, 2)-P_{s, 2} \cdot V_{2}^{\star}$. Therefore,

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}, \rho}\left[V^{\star}(s)-V^{\hat{\pi}}(s) \mathbb{1}\left\{\mathcal{E}_{o}\right\}\right] & \leq \sum_{s} \rho(s) g(s) \mathbb{E}_{\mathcal{D}}[\mathbb{1}\{\hat{\pi}(s) \neq 1\}] \\
& =\sum_{s} \rho(s) g(s) \mathbb{P}(\hat{Q}(s, 2)-\hat{Q}(s, 1) \geq 0)
\end{aligned}
$$

We decompose the sub-optimality based on whether $\rho(s) g_{1}(s)$ is large

$$
\begin{aligned}
\mathbb{E}_{\mathcal{D}}\left[J\left(\pi^{\star}\right)-J(\hat{\pi})\right] \leq & \sum_{s} \rho(s) g(s) \mathbb{P}(\hat{Q}(s, 2)-\hat{Q}(s, 1) \geq 0) \mathbb{1}\left\{\rho(s) g(s) \leq 9 \sqrt{\frac{2\left(C^{\star}-1\right) L}{N}}\right\}=: \tau_{1} \\
& +\sum_{s} \rho(s) g_{1}(s) \mathbb{P}(\hat{Q}(s, 2)-\hat{Q}(s, 1) \geq 0) \mathbb{1}\left\{\rho(s) g_{1}(s)>9 \sqrt{\frac{2\left(C^{\star}-1\right) L}{N}}\right\}=: \tau_{2} \\
& +\frac{3}{N^{160}}
\end{aligned}
$$

The first term is bounded by

$$
\tau_{1} \leq \sum_{s} 9 \sqrt{\frac{2\left(C^{\star}-1\right) L}{N}}=18 \sqrt{\frac{2\left(C^{\star}-1\right) L}{N}}
$$

The second term is bounded using (3.109)

$$
\tau_{2} \lesssim \frac{3}{N^{160}}
$$

Combining the bounds yields the following sub-optimality bound

$$
\beta_{2} \lesssim \sqrt{\frac{\left(C^{\star}-1\right) L}{N}}+\frac{1}{N^{160}}
$$

Proof of inequality (3.101a). From $\mu(s, 1) \geq 9 \mu(s, 2)$, one has $N(s, 1) \geq 9 N(s, 2)$ imply$\operatorname{ing} b_{h}(s, 2) \geq 3 b_{h}(s, 1)$. Therefore, we conclude that

$$
b_{h}(s, 2)-b_{h}(s, 1)=\frac{1}{2}\left(b_{h}(s, 2)-b_{h}(s, 1)\right)+\frac{1}{2}\left(b_{h}(s, 2)-b_{h}(s, 1)\right) \geq \frac{1}{3} b_{h}(s, 2)+b_{h}(s, 1)
$$

Proof of inequality (3.101b). The concentrability assumption implies the following bound on $\mu(s, 1)$

$$
\frac{\bar{d}(s, 1)}{C^{\star}} \leq \mu(s, 1) \leq \frac{\bar{d}(s, 1)}{C^{\star}}+1-\frac{1}{C^{\star}}
$$

The upper bound is based on the fact that the probability mass of at least $1 / C^{\star}$ is distributed on the optimal actions with a remaining mass of $1-1 / C^{\star}$. Applying the above bounds to $b_{h}(s, 1)$, gives

$$
3 \sqrt{\frac{L C^{\star}}{N\left(\bar{d}(s, 1)+C^{\star}-1\right)}} \leq b_{h}(s, 1)=3 \sqrt{\frac{L}{N \mu(s, 1)}} \leq 3 \sqrt{\frac{L C^{\star}}{N \bar{d}^{\star}(s, 1)}}
$$

### 3.11 Auxiliary lemmas

This section collects a few auxiliary lemmas that are useful in the analysis of LCB.
We begin with a simple extension of the conventional Hoeffding bound to the two-sample case.

Lemma 3.13. Let $X_{1}, \ldots, X_{n}$ be i.i.d. in range $[0,1]$ with average $\mathbb{E}[X]$ and $Y_{1}, \ldots, Y_{m}$ be i.i.d. in range $[0,1]$ with average $\mathbb{E}[Y]$. Further assume that $\left\{X_{i}\right\}$ and $\left\{Y_{j}\right\}$ are independent. Then for any $\epsilon$ such that $\epsilon+\mathbb{E}[Y]-\mathbb{E}[X] \geq 0$, we have

$$
\mathbb{P}\left(\frac{1}{n} \sum_{i} X_{i}-\frac{1}{m} \sum_{j} Y_{j}>\epsilon\right) \leq \exp \left(-2 \frac{(m n)(\epsilon+\mathbb{E}[Y]-\mathbb{E}[X])^{2}}{m+n}\right)
$$

Proof. It is easily seen that

$$
\begin{aligned}
& \mathbb{P}\left(\sum_{i=1}^{n} m X_{i}-\sum_{j=1}^{m} n Y_{j}>m n \epsilon\right) \\
= & \mathbb{P}\left(\sum_{i=1}^{n}\left(m X_{i}-m \mathbb{E}[X]\right)-\sum_{j=1}^{m}\left(n Y_{j}-\mathbb{E}[Y]\right)>m n(\epsilon+\mathbb{E}[Y]-\mathbb{E}[X])\right) \\
\leq & \exp \left(-2 \frac{(m n)^{2}(\epsilon+\mathbb{E}[Y]-\mathbb{E}[X])^{2}}{n m(m+n)}\right) \\
= & \exp \left(-2 \frac{(m n)(\epsilon+\mathbb{E}[Y]-\mathbb{E}[X])^{2}}{m+n}\right)
\end{aligned}
$$

where the inequality is based on Hoeffding's inequality on independent random variables.
The next lemma provides useful bounds for the inverse moments of a binomial random variable.

Lemma 3.14 (Bound on binomial inverse moments). Let $n \sim \operatorname{Binomial}(N, p)$. For any $k \geq 0$, there exists a constant $c_{k}$ depending only on $k$ such that

$$
\mathbb{E}\left[\frac{1}{(n \vee 1)^{k}}\right] \leq \frac{c_{k}}{(N p)^{k}},
$$

where $c_{k}=1+k 2^{k+1}+k^{k+1}+k\left(\frac{16(k+1)}{e}\right)^{k+1}$.
Proof. The proof is adapted from that of Lemma 21 in Jiao et al. (2018).
To begin with, when $p \leq 1 / N$, the statement is clearly true for $c_{k}=1$. Hence we focus on the case when $p>1 / N$. We define a useful helper function $g_{N}(p)$ to be

$$
g_{N}(p):= \begin{cases}\frac{1}{p^{k}}, & p \geq \frac{1}{N} \\ N^{k}-k N^{k+1}\left(p-\frac{1}{N}\right), & 0 \leq p<\frac{1}{N}\end{cases}
$$

Further denote $\hat{p}:=n / N$. The proof relies heavily on the following decomposition, which is an direct application of the triangle inequality:

$$
\begin{equation*}
\mathbb{E}\left[\frac{N^{k}}{(n \vee 1)^{k}}\right] \leq\left|\mathbb{E}\left[\frac{N^{k}}{(n \vee 1)^{k}}-g_{N}(\hat{p})\right]\right|+\left|\mathbb{E}\left[g_{N}(p)-g_{N}(\hat{p})\right]\right|+g_{N}(p) \tag{3.110}
\end{equation*}
$$

This motivates us to take a closer look at the helper function $g_{N}(p)$. Simple algebra reveals that

$$
g_{N}(p) \leq \frac{1}{p^{k}} \quad \text { and } \quad g_{N}(\hat{p})-\frac{N^{k}}{(n \vee 1)^{k}}=k N^{k} \mathbb{1}\{\hat{p}=0\}
$$

Substitute these two facts back into the decomposition (3.110) to reach

$$
\mathbb{E}\left[\frac{N^{k}}{(n \vee 1)^{k}}\right] \leq k N^{k}(1-p)^{N}+\frac{1}{p^{k}}+\left|\mathbb{E}\left[g_{N}(p)-g_{N}(\hat{p})\right]\right|
$$

It remains to bound the term $\left|\mathbb{E}\left[\left(g_{N}(p)-g_{N}(\hat{p})\right)^{2}\right]\right|$. To this goal, one has

$$
\begin{aligned}
\left|\mathbb{E}\left[\left(g_{N}(p)-g_{N}(\hat{p})\right)^{2}\right]\right| & \leq\left|\mathbb{E}\left[\left(g_{N}(p)-g_{N}(\hat{p})\right)^{2} 1\{\hat{p} \geq p / 2\}\right]\right|+\left|\mathbb{E}\left[\left(g_{N}(p)-g_{N}(\hat{p})\right)^{2} 1\{\hat{p} \geq p / 2\}\right]\right| \\
& \stackrel{(i)}{\leq} \sup _{\xi \geq p / 2}\left|g_{N}^{\prime}(\xi)\right|^{2} \mathbb{E}\left[(p-\hat{p})^{2}\right]+\sup _{\xi>0}\left|g_{N}^{\prime}(\xi)\right|^{2} p^{2} \mathbb{P}(\hat{p} \leq p / 2) \\
& \stackrel{(i i)}{\leq} \frac{k^{2}}{(p / 2)^{2 k+2}} \frac{p(1-p)}{N}+k^{2} N^{2 k+2} p^{2} e^{-N p / 8} .
\end{aligned}
$$

Here the inequality (i) follows from the mean value theorem, and the last one (ii) uses the derivative calculation as well as the tail bound for binomial random variables; see e.g., Exercise 4.7 in Mitzenmacher and Upfal (2017). As a result, we conclude that

$$
\begin{aligned}
\mathbb{E}\left[\frac{N^{k}}{(n \vee 1)^{k}}\right] & \leq k N^{k}(1-p)^{N}+\frac{1}{p^{k}}+\sqrt{\mathbb{E}\left[\left(g_{N}(p)-g_{N}(\hat{p})\right)^{2}\right]} \\
& \leq k N^{k}(1-p)^{N}+\frac{1}{p^{k}}+\frac{k}{(p / 2)^{k+1}} \sqrt{\frac{p(1-p)}{N}}+k N^{k+1} p e^{-N p / 16} \\
& \leq k N^{k}(1-p)^{N}+\frac{1}{p^{k}}+\frac{k 2^{k+1}}{p^{k}}+k N^{k+1} p e^{-N p / 16}
\end{aligned}
$$

where the last inequality holds since $p \geq 1 / N$. Consequently, we have

$$
\mathbb{E}\left[\frac{(N p)^{k}}{(n \vee 1)^{k}}\right] \leq 1+k 2^{k+1}+k(N p)^{k}(1-p)^{N}+k(N p)^{k+1} e^{-N p / 16}
$$

Note that the following two bounds hold:

$$
\begin{aligned}
\max _{p} k(N p)^{k}(1-p)^{N} & \leq k\left(N \frac{k}{N+k}\right)^{k}\left(1-\frac{k}{k+N}\right)^{N} \leq k^{k+1} \\
(N p)^{k} e^{-N p / 16} & \leq\left(\frac{16 k}{e}\right)^{k}
\end{aligned}
$$

The proof is now completed.
The last lemma, due to Gilbert and Varshamov (Gilbert, 1952; Varshamov, 1957), is useful for constructing hard instances in various minimax lower bounds.

Lemma 3.15. There exists a subset $\mathcal{V}$ of $\{-1,1\}^{S}$ such that (1) $|\mathcal{V}| \geq \exp (S / 8)$ and (2) for any $v_{i}, v_{j} \in \mathcal{V}, v_{i} \neq v_{j}$, one has $\left\|v_{i}-v_{j}\right\|_{1} \geq \frac{S}{2}$.

## Chapter 4

## Learning to Make Decisions During Interactions

In this chapter, we focus on the sequential-decision making problem in the more classical setting of online RL in which the agent learns a policy while interacting with the environment and collecting data. Online RL is a useful tool for an agent to learn how to perform tasks, particularly when expert demonstrations are unavailable and reward information needs to be used instead (Sutton and Barto, 2018). To learn a satisfactory policy, an RL agent needs to effectively balance between exploration and exploitation, which remains a central question in RL (Ecoffet et al., 2019; Burda et al., 2018b). Exploration is particularly challenging in environments with sparse rewards. One popular approach to exploration is based on intrinsic motivation, often applied by adding an intrinsic reward (or bonus) to the extrinsic reward provided by the environment.

In provable exploration methods, bonus often captures the value estimate uncertainty and the agent takes an action that maximizes the upper confidence bound (UCB) (Agrawal and Jia, 2017; Azar et al., 2017; Jaksch et al., 2010; Kakade et al., 2018; Jin et al., 2018). In tabular setting, UCB bonuses are often constructed based on either Hoeffding's inequality, which only uses visitation counts, or Bernstein's inequality, which uses value function variance in addition to visitation counts. The latter is proved to be minimax near-optimal in environments with bounded rewards (Jin et al., 2018; Menard et al., 2021) as well as bounded total reward (Zhang et al., 2020e) and reward-free settings (Ménard et al., 2020; Kaufmann et al., 2021; Jin et al., 2020a; Zhang et al., 2020f). It remains an open question how one can efficiently compute confidence bounds to construct UCB bonus in non-linear function approximation. Furthermore, Bernstein-style bonuses are often hard to compute in practice beyond tabular setting, due to difficulties in computing value function variance.

In practice, various approaches are proposed to design intrinsic rewards: visitation pseudo-count bonuses estimate count-based UCB bonuses using function approximation (Bellemare et al., 2016; Burda et al., 2018b), curiosity-based bonuses seek states where model prediction error is high, uncertainty-based bonuses (Pathak et al., 2019; Shyam et al., 2019) adopt ensembles of networks for estimating variance of the Q-function, empowerment-


Figure 4.1: Normalized samples use of different methods with respect to MADE (smaller values are better). MADE consistency achieves a better sample efficiency compared to all other baselines. Infinity means the method fails to achieve maximum reward in given steps.
based approaches (Klyubin et al., 2005a; Gregor et al., 2016; Salge et al., 2014; Mohamed and Rezende, 2015) lead the agent to states over which the agent has control, and information gain bonuses (Kim et al., 2018) reward the agent based on the information gain between state-action pairs and next states.

Although the performance of practical intrinsic rewards is good in certain domains, empirically they are observed to suffer from issues such as detachment, derailment, and catastrophic forgetting (Agarwal et al., 2020a; Ecoffet et al., 2019). Moreover, these methods usually lack a clear objective and can get stuck in local optimum (Agarwal et al., 2020a). Indeed, the impressive performance currently achieved by some deep RL algorithms often revolves around manually designing dense rewards (Brockman et al., 2016), complicated exploration strategies utilizing a significant amount of domain knowledge (Ecoffet et al., 2019), or operating in the known environment regime (Silver et al., 2017; Moravčík et al., 2017).

Motivated by current practical challenges and the gap between theory and practice, we propose a new algorithm for exploration by maximizing deviation from explored regions. This yields a practical algorithm with strong empirical performance. To be specific, we make the following contributions:

1. Exploration via maximizing deviation Our approach is based on modifying the standard RL objective (i.e. the cumulative reward) by adding a regularizer that adaptively changes across iterations. The regularizer can be a general function depending on the stateaction visitation density and previous state-action coverage. We then choose a particular regularizer that MAximizes the DEviation (MADE) of the next policy visitation $d^{\pi}$ from the regions covered by prior policies $\rho_{\mathrm{cov}}^{k}$ :

$$
\begin{equation*}
L_{k}\left(d^{\pi}\right)=J\left(d^{\pi}\right)+\tau_{k} \sum_{s, a} \sqrt{\frac{d^{\pi}(s, a)}{\rho_{\mathrm{cov}}^{k}(s, a)}} . \tag{4.1}
\end{equation*}
$$

Here, $k$ is the iteration number, $J\left(d^{\pi}\right)$ is the standard RL objective, and the regularizer encourages $d^{\pi}(s, a)$ to be large when $\rho_{\text {cov }}^{k}(s, a)$ is small. We give an algorithm for solving
the regularized objective and prove that with access to an approximate planning oracle, it converges to the global optimum. We show that objective (4.1) results in an intrinsic reward that can be easily added to any RL algorithm to improve performance, as suggested by our empirical studies. Furthermore, the intrinsic reward applies a simple modification to the UCB-style bonus that considers prior visitation counts. This simple modification can also be added to existing bonuses in practice.
2. Tabular studies In the special case of tabular parameterization, we show that MADE only applies some simple adjustments to the Hoeffding-style count-based bonus. We compare the performance of MADE to Hoeffding and Bernstein bonuses in three different RL algorithms, for the exploration task in the stochastic diabolical bidirectional lock (Agarwal et al., 2020a; Misra et al., 2020), which has sparse rewards and local optima. Our results show that MADE robustly improves over the Hoeffding bonus and is competitive to the Bernstein bonus, across all three RL algorithms. Interestingly, MADE bonus and exploration strategy appear to be very close to the Bernstein bonus, without computing or estimating variance, suggesting that MADE potentially captures some environmental structures. Additionally, we empirically show that MADE regularizer can improve the optimization rate in policy gradient methods.
3. Experiments on MiniGrid and DeepMind Control Suite We empirically show that MADE works well when combined with model-free (IMAPLA (Espeholt et al., 2018), RAD (Laskin et al., 2020)) and model-based (Dreamer (Hafner et al., 2019)) RL algorithms, greatly improving the sample efficiency over existing baselines. When tested in the procedurally-generated MiniGrid environments, MADE manages to converge with two to five times fewer samples compared to state-of-the-art method BeBold (Zhang et al., 2020d). In DeepMind Control Suite (Tassa et al., 2020), we build upon the model-free method RAD (Laskin et al., 2020) and the model-based method Dreamer (Hafner et al., 2019), improving the return up to 150 in 500 K steps compared to baselines. Figure 4.1 shows normalized sample size to achieve maximum reward with respect to our algorithm.

### 4.1 Background

As in Chapter 3, we consider the infinite-horizon discounted MDP, but we do not restrict the MDP to the tabular case and consider stationary (stochastic) policies $\pi \in \Delta(\mathcal{A} \mid \mathcal{S})$ instead of deterministic. Below, we review some definitions useful for the method and results presented in this chapter.

Policy mixture. For a sequence of policies $\mathcal{C}^{k}=\left(\pi_{1}, \ldots, \pi_{k}\right)$ with corresponding mixture distribution $w^{k} \in \Delta_{k-1}$, the policy mixture $\pi_{\text {mix }, k}=\left(\mathcal{C}^{k}, w^{k}\right)$ is obtained by first sampling a policy from $w^{k}$ and then following that policy over subsequent steps (Hazan et al., 2019). The mixture policy induces a state-action visitation density according to
$d^{\pi_{\operatorname{mix}}}(s, a)=\sum_{i=1}^{k} w_{i}^{k} d^{\pi_{i}}(s, a)$. While the $\pi_{\text {mix }}$ may not be stationary in general, there exists a stationary policy $\pi^{\prime}$ such that $d^{\pi^{\prime}}=d^{\pi_{\text {mix }}}$; see Puterman (1990) for details.

Online reinforcement learning. Online RL is the problem of finding a policy with a maximum value from an unknown MDP, using samples collected during exploration. Oftentimes, the following objective is considered, which is a scalar summary of the performance of policy $\pi$ :

$$
\begin{equation*}
J_{M}(\pi):=\mathbb{E}_{s \sim \rho}\left[V^{\pi}(s)\right]=(1-\gamma)^{-1} \mathbb{E}_{(s, a) \sim d_{\rho}^{\pi}(\cdot, \cdot)}[r(s, a)] . \tag{4.2}
\end{equation*}
$$

We drop index $M$ when it is clear from context. We denote an optimal policy by $\pi^{\star} \in$ $\arg \max _{\pi} J(\pi)$ and use the shorthand $V^{\star}:=V^{\pi^{\star}}$ to denote the optimal value function. It is straightforward to check that $J(\pi)$ can equivalently be represented by the expectation of the reward over the visitation measure of $\pi$. We slightly abuse the notation and sometimes write $J\left(d^{\pi}\right)$ to denote the RL objective.

### 4.2 Adaptive regularization of the RL objective

### 4.2.1 Regularization to guide exploration

In online RL, the agent faces a dilemma in each state: whether it should select a seemingly optimal policy (exploit) or it should explore different regions of the MDP. To allow flexibility in this choice and trade-off between exploration and exploitation, we propose to add a regularizer to the standard $R L$ objective that changes throughout iterations of an online RL algorithm:

$$
\begin{equation*}
L_{k}\left(d^{\pi}\right)=\underbrace{J\left(d^{\pi}\right)}_{\text {exploitation }}+\tau_{k} \underbrace{R\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)}_{\text {exploration }} . \tag{4.3}
\end{equation*}
$$

Here, $R\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)$ is a function of state-action visitation of $\pi$ as well as the visitation of prior policies $\pi_{1}, \ldots, \pi_{k}$. The temperature parameter $\tau_{k}$ determines the strength of regularization. Objective (4.3) is a population objective in the sense that it does not involve empirical estimations affected by the randomness in sample collection. In the following section, we give our particular choice of regularizer and discuss how this objective can describe some popular exploration bonuses. We then provide a convergence guarantee for the regularized objective in Section 4.2.2.

### 4.2.2 Exploration via maximizing deviation from policy cover

We develop our exploration strategy MADE based on a simple intuition: maximizing the deviation from the explored regions, i.e. all states and actions visited by prior policies. We define policy cover at iteration $k$ to be the density over regions explored by policies
$\pi_{1}, \ldots, \pi_{k}$, i.e. $\rho_{\text {cov }}^{k}(s, a):=\frac{1}{k} \sum_{i=1}^{k} d^{\pi_{i}}(s, a)$. We then design our regularizer to encourage $d^{\pi}$ to be different from $\rho_{\text {cov }}^{k}$ :

$$
\begin{equation*}
R_{k}\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)=\sum_{s, a} \sqrt{\frac{d^{\pi}(s, a)}{\rho_{\mathrm{cov}}^{k}(s, a)}} \tag{4.4}
\end{equation*}
$$

It is easy to check that the maximizer of above function is $d^{\pi}(s, a) \propto \frac{1}{\rho_{\text {cov }}^{k}(s, a)}$. Our motivation behind this particular deviation is that it results in a simple modification of UCB bonus in tabular case.

We now compute the reward yielded by the new objective. First, define a policy mixture $\pi_{\text {mix, } k}$ with policy sequence $\left(\pi_{1}, \ldots, \pi_{k}\right)$ and weights $\left((1-\eta)^{k-1},(1-\eta)^{k-2} \eta,(1-\right.$ $\left.\eta)^{k-3} \eta, \ldots, \eta\right)$ for $\eta>0$. Let $d^{\pi_{\text {mix }, k}}$ be the visitation density of $\pi_{\text {mix }, k}$. We compute the total reward at iteration $k$ by taking the gradient of the new objective with respect to $d^{\pi}$ at $d^{\pi_{\text {mix }, k}}$ :

$$
\begin{equation*}
r_{k}(s, a)=\left.(1-\gamma) \nabla_{d} L_{k}(d)\right|_{d=d^{\pi_{\mathrm{mix}, k}}}=r(s, a)+\left.(1-\gamma) \tau_{k} \nabla_{d} R_{k}\left(d ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)\right|_{d=d^{\pi_{\mathrm{mix}, k}}}, \tag{4.5}
\end{equation*}
$$

which gives the following reward

$$
\begin{equation*}
r_{k}(s, a)=r(s, a)+\frac{(1-\gamma) \tau_{k} / 2}{\sqrt{d^{\pi_{\mathrm{mix}, k}}(s, a) \rho_{\mathrm{cov}}^{k}(s, a)}} \tag{4.6}
\end{equation*}
$$

The intrinsic reward above is constructed based on two densities: $\rho_{\mathrm{cov}}^{k}$ a uniform combination of past visitation densities and $\hat{d}^{\pi_{\text {mix }, k}}$ a (almost) geometric mixture of the past visitation densities. As we will discuss shortly, policy cover $\rho_{\text {cov }}^{k}(s, a)$ is related to the visitation count of ( $s, a$ ) pair in previous iterations and resembles count-based bonuses (Bellemare et al., 2016; Jin et al., 2018) or their approximates such as RND (Burda et al., 2018b). Therefore, for an appropriate choice of $\tau_{k}$, MADE intrinsic reward decreases as the number of visitations increases.

MADE intrinsic reward is also proportional to $1 / \sqrt{d^{\pi_{\text {mix }, k}}(s, a)}$, which can be viewed as a correction applied to the count-based bonus. In effect, due to the decay of weights in $\pi_{\text {mix }, k}$, the above construction gives a higher reward to ( $s, a$ ) pairs visited earlier. Experimental results suggest that this correction may alleviate major difficulties in sparse reward exploration, namely detachment and catastrophic forgetting, by encouraging the agent to revisit forgotten states and actions.

Empirically, MADE's intrinsic reward is computed based on estimates $\hat{d}^{\pi_{\text {mix }, k}}$ and $\hat{\rho}_{\text {cov }}^{k}$ from data collected by iteration $k$. Furthermore, practically we consider a smoothed version of the above regularizer by adding $\lambda>0$ to both numerator and denominator; see Equation (4.7).

MADE intrinsic reward in tabular case. In tabular setting, the empirical estimation of policy cover is simply $\hat{\rho}_{\text {cov }}^{k}(s, a)=N_{k}(s, a) / N_{k}$, where $N_{k}(s, a)$ is the visitation count of $(s, a)$

```
Algorithm 6 Policy computation for adaptively regularized objective
    Inputs: Iteration count \(K\), planning error \(\epsilon_{p}\), visitation density error \(\epsilon_{d}\).
    Initialize policy mixture \(\pi_{\text {mix }, 1}=\) with \(\mathcal{C}_{1}=\left(\pi_{1}\right)\) and \(w^{1}=(1)\)
    for \(k=1, \ldots, K\) do
        Estimate the visitation density \(\hat{d}^{\pi_{\text {mix }, k}}\) of \(\pi_{\text {mix }, k}\) via a visitation density oracle.
        Compute reward \(r_{k}(s, a)=r(s, a)+\left.(1-\gamma) \tau_{k} \nabla_{d} R_{k}\left(d ;\left\{\pi_{i}\right\}_{i=1}^{k}\right)\right|_{d=\hat{d}^{\pi} \operatorname{mix}, k}\).
        Run approximate planning on modified MDP \(M^{k}=\left(\mathcal{S}, \mathcal{A}, P, r_{k}, \gamma\right)\) and return \(\pi_{k+1}\).
        Update policy mixture \(\mathcal{C}^{k+1}=\left(C_{k}, \pi_{k+1}\right)\) and \(w^{k+1}=\left((1-\eta) w^{k}, \eta\right)\).
    Return: \(\pi_{\text {mix }, K}=\left(\mathcal{C}^{k}, w^{k}\right)\).
```

pair and $N_{k}$ is the total count by iteration $k$. Thus, MADE simply modifies the Hoeffdingtype bonus via the mixture density and has the following form: $\propto 1 / \sqrt{\hat{d}^{\pi_{\text {mix }, k}}(s, a)} N_{k}(s, a)$.

Bernstein bonus is another tabular UCB bonus that modifies Hoeffding bonus via an empirical estimate of the value function variance. Bernstein bonus is shown to improve over Hoeffding count-only bonus by exploiting additional environment structure (Zanette and Brunskill, 2019) and close the gap between algorithmic upper bounds and informationtheoretic limits up to logarithmic factors (Zhang et al., 2020e,f). However, a practical and efficient implementation of a bonus that exploits variance information in non-linear function approximation parameterization still remains an open question; see Section 4.5 for further discussion. On the other hand, our proposed modification based on the mixture density can be easily and efficiently incorporated with non-linear parameterization.

Deriving some popular bonuses from regularization. We now discuss how the regularization in (4.3) can describe some popular bonuses. Exploration bonuses that only depend on state-action visitation counts can be expressed in the form (4.3) by setting the regularizer a linear function of $d^{\pi}$ and the exploration bonus $r_{i}(s, a)$, i.e., $R_{k}\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)=$ $\sum_{s, a} d^{\pi}(s, a) r_{i}(s, a)$. It is easy to check that taking the gradient of the regularizer with respect to $d^{\pi}$ recovers $r_{i}(s, a)$. As another example, one can set the regularizer to Shannon entropy $R_{k}\left(d^{\pi} ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)=-\sum_{s, a} d^{\pi}(s, a) \log d^{\pi}(s, a)$, which gives the intrinsic reward $-\log d^{\pi}(s, a)$ (up to an additive constant) and recovers the result in the work Zhang et al. (2021a).

### 4.2.3 Solving the regularized objective

We pair MADE objective with the algorithm proposed by Hazan et al. (2019) extended to the adaptive objective. We provide convergence guarantees for Algorithm 6 in the following theorem whose proof is given in Appendix 4.7.1.

Theorem 4.1. Consider the following regularizer for (4.3) with $\lambda>0$ and a valid visitation density d

$$
\begin{equation*}
R_{\lambda}\left(d ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)=\sum_{s, a} \sqrt{\frac{d(s, a)+\lambda}{\rho_{c o v}^{k}(s, a)+\lambda}} \tag{4.7}
\end{equation*}
$$

Set $\tau_{k}=\tau / k^{c}$, where $0<\tau<1$ and $c>0$. For any $\epsilon>0$, there exists $\eta, \epsilon_{p}, \epsilon_{d}, c, B$ such that $\pi_{\text {mix, } K}$ returned by Algorithm 6 after $K \geq \eta^{-1} \log \left(10 B \epsilon^{-1}\right)$ iterations satisfies $L_{k}\left(d^{\pi_{\operatorname{mix}, K}}\right) \geq \max _{\pi} L_{k}\left(d^{\pi}\right)-\epsilon$.

Remark 4.1. One does not need to maintain the functional forms of past policies to estimate $\hat{d}^{\pi_{m i x}, k}$. Practically, one may truncate the dataset to a (prioritized) buffer and estimate the density over that buffer.

### 4.3 A tabular study

We first study the performance of MADE in tabular toy examples. In the Bidirectional Lock experiment, we compare MADE to theoretically guaranteed Hoeffding-style and Bernsteinstyle bonuses in a sparse reward exploration task. In the Chain MDP, we investigate whether MADE's regularizer (4.4) provides any benefits in improving optimization rate in policy gradient methods.

### 4.3.1 Exploration in bidirectional lock

We consider a stochastic version of the bidirectional diabolical combination lock (Figure 4.3), which is considered a particularly difficult exploration task in tabular setting (Misra et al., 2020; Agarwal et al., 2020a). This environment is challenging because: (1) positive rewards are sparse, (2) a small negative reward is given when transiting to a good state and thus,


Figure 4.2: A stochastic bidirectional lock. In this environment, the agent starts at $s_{0}$ and enters one of the chains based on the selected action. Each chain has a positive reward at the end, $H$ good states, and $H$ dead states. Both actions available to the agent lead it to the dead state, one with probability one and the other with probability $p<1$.


Figure 4.3: Performance of different count-based methods in the stochastic bidirectional lock environment. MADE performs better than the Hoeffding bonus and is comparable to the Bernstein bonus.
moving to a dead state is locally optimal, and (3) the agent may forget to explore one chain and get stuck in local minima upon receiving an end reward in one lock (Agarwal et al., 2020a).

RL algorithms and exploration strategies. We compare the performance of Hoeffding and Bernstein bonuses (Jin et al., 2018) to MADE in three different RL algorithms. To implement MADE in tabular setting, we simply use two buffers: one that stores all past state-action pairs to estimate $\rho_{\text {cov }}$ and another one that only maintains the most recent $B$ pairs to estimate $d_{\mu}^{\pi}$. We use empirical counts to estimate both densities, which give a bonus $\propto 1 / \sqrt{N_{k}(s, a) B_{k}(s, a)}$, where $N_{k}(s, a)$ is the total count and $B_{k}(s, a)$ is the recent buffer count of ( $s, a$ ) pair. We combine three bonuses with three RL algorithms: (1) value iteration with bonus (He et al., 2020), (2) proximal policy optimization (PPO) with a model (Cai et al., 2020), and (3) Q-learning with bonus (Jin et al., 2018).


Figure 4.4: Values of Hoeffding, Bernstein, and MADE exploration bonus for all states and action 1 over environment steps in the bidirectional lock MDP. MADE bonus values closely follows Bernstein bonus values.


Figure 4.5: Heatmap of visitation counts in the bidirectional lock, plotted every 200 iterations. The exploration strategy of MADE appears to be closet to the Bernstein bonus.

Results. Figure 4.3 summarizes our results showing MADE improves over the Hoeffding bonus and is competitive to the Bernstein bonus in all three algorithms. Unlike Bernstein bonus that is hard to compute beyond tabular setting, MADE bonus design is simple and can be effectively combined with any deep RL algorithm. The experimental results suggest several interesting properties for MADE. First, MADE applies a simple modification to the Hoeffding bonus which improves the performance. Second, as illustrated in Figures 4.4 and 4.5 , bonus values and exploration pattern of MADE is somewhat similar to the Bernstein bonus. This suggests that MADE may capture some structural information of the environment, similar to Bernstein bonus, which captures certain environmental properties such as the degree of stochasticity (Zanette and Brunskill, 2019).

### 4.3.2 Policy gradient in a chain MDP

We consider the chain MDP (Figure 4.6) presented in Agarwal et al. (2019b), which suffers from vanishing gradients with policy gradient approach (Sutton et al., 1999) as a positive reward is only achieved if the agent always takes action $a_{1}$. This leads to an exponential iteration complexity lower bound on the convergence of vanilla policy gradient approach


Figure 4.6: A deterministic chain MDP that suffers from vanishing gradients (Agarwal et al., 2019b). We consider a constrained tabular policy parameterization with $\pi(a \mid s)=\theta_{s, a}$ and $\sum_{a} \theta_{s, a}=1$. The agent always starts from $s_{0}$ and the only non-zero reward is $r\left(s_{H+1}, a_{1}\right)=$ 1.
even with access to exact gradients (Agarwal et al., 2019b). In this environment the agent always starts at state $s_{0}$ and recent guarantees on the global convergence of exact policy gradients are vacuous (Bhandari and Russo, 2019; Agarwal et al., 2019b; Mei et al., 2020). This is because the rates depend on the ratio between the optimal and learned visitation densities, known as concentrability coefficient (Kakade and Langford, 2002; Scherrer, 2014; Geist et al., 2017; Rashidinejad et al., 2021), or the ratio between the optimal visitation density and initial distribution (Agarwal et al., 2019b).

RL algorithms. Since our goal in this experiment is to investigate the optimization effects and not exploration, we assume access to exact gradients. In this setting, we consider MADE regularizer with the form $\sum_{s, a} \sqrt{d^{\pi}(s, a)}$. Note that policy gradients take gradient of the objective with respect to the policy parameters $\theta$ and not $d^{\pi}$. We compare optimizing the policy gradient objective with four methods: vanilla version PG (e.g. uses policy gradient theorem (Williams, 1992; Sutton et al., 1999; Konda and Tsitsiklis, 2000)), relative policy entropy regularization PG + RE (Agarwal et al., 2019b), policy entropy regularization PG + E (Mnih et al., 2016; Mei et al., 2020), and MADE regularization.

Results. Figure 4.6 illustrates our results on policy gradient methods. As expected (Agarwal et al., 2019b), the vanilla version has a very slow convergence rate. Both entropy and relative entropy regularization methods are proved to achieve a linear convergence rate of $\exp (-t)$ in the iteration count $t$ (Mei et al., 2020; Agarwal et al., 2019b). Interestingly, MADE seems to outperforms the policy entropy regularizers, quickly converging to a globally optimal policy.

### 4.4 Experiments on MiniGrid and DeepMind Control Suite

In addition to the tabular setting, MADE can also be integrated with various model-free and model-based deep RL algorithms such as IMPALA (Espeholt et al., 2018), RAD (Lee et al., 2019a), and Dreamer (Hafner et al., 2019). As we will see shortly, MADE exploration strategy on MiniGrid (Chevalier-Boisvert et al., 2018) and DeepMind Control Suite (Tassa et al., 2020) tasks achieves state-of-the-art sample efficiency.

For a practical estimation of $\rho_{\mathrm{cov}}^{k}$ and $d^{\pi_{\mathrm{mix}, k}}$, we adopt the two buffer idea described in the tabular setting. However, since now the state space is high-dimensional, we use RND (Burda et al., 2018b) to estimate $N_{k}(s, a)$ (and thus $\rho_{\text {cov }}^{k}$ ) and use a variational auto-encoder (VAE) to estimate $d^{\pi_{\text {mix }, k}}$. Specifically, for RND, we minimize the difference between a predictor network $\phi^{\prime}(s, a)$ and a randomly initialized target network $\phi(s, a)$ and train it in an online manner as the agent collects data. We sample data from the recent buffer $\mathcal{B}$ to train a VAE. The length of $\mathcal{B}$ is a design choice for which we do an ablation study. Thus, the intrinsic
reward in deep RL setting takes the following form

$$
(1-\gamma) \tau_{k} \frac{\left\|\phi(s, a)-\phi^{\prime}(s, a)\right\|}{\sqrt{d^{\pi_{\mathrm{mix}, k}}(s, a)}} .
$$

Model-free RL baselines. We consider several baselines in MiniGrid: IMPALA (Espeholt et al., 2018) is a variant of policy gradient algorithms which we use as the training baseline; ICM (Pathak et al., 2017) learns a forward and reverse model for predicting state transition and uses the forward model prediction error as intrinsic reward; RND (Burda et al., 2018b) trains a predictor network to mimic a randomly initialized target network as discussed above; RIDE (Raileanu and Rocktäschel, 2020) learns a representation similar to ICM and uses the difference of learned representations along a trajectory as intrinsic reward; AMIGo (Campero et al., 2020) learns a teacher agent to assign intrinsic reward; BeBold (Zhang et al., 2020d) adopts a regulated difference of novelty measure using RND. In DeepMind Control Suite, we consider RE3 (Seo et al., 2021) as a baseline which uses a random encoder for state embedding followed by a $k$-nearest neighbour bonus for a maximum state coverage objective.

Model-based RL baselines. MADE can be combined with model-based RL algorithms to improve sample efficiency. For baselines, we consider Dreamer, which is a well-known model-based RL algorithm for DeepMind Control Suite, as well as Dreamer + RE3, which includes RE3 bonus on top of Dreamer.

MADE achieves state-of-the-art results on both navigation and locomotion tasks by a substantial margin, greatly improving the sample efficiency of the RL exploration in both model-free and model-based methods. Further details on experiments and exact hyperparameters are provided in Appendix 4.8.

### 4.4.1 Model-free RL on MiniGrid

MiniGrid (Chevalier-Boisvert et al., 2018) is a widely used benchmark for exploration in RL. Despite having symbolic states and a discrete action space, MiniGrid tasks are quite challenging. The easiest task is MultiRoom (MR) in which the agent needs to navigate to the goal by going to different rooms connected by the doors. In KeyCorridor (KC), the agent needs to search around different rooms to find the key and then use it to open the door. ObstructedMaze (OM) is a harder version of KC where the key is hidden in a box and sometimes the door is blocked by an obstruct. In addition to that, the entire environment is procedurally-generated. This adds another layer of difficulty to the problem.

From Figure 4.7 we can see that MADE manages to solve all the challenging tasks within 90 M steps while all other baselines (except BeBold) only solve up to $50 \%$ of them. Compared to BeBold, MADE uses significantly (2-5 times) fewer samples.


Figure 4.7: Results for various hard exploration tasks from MiniGrid. MADE successfully solves all the environments while other algorithms (except for BeBold) fail to solve several environments. MADE finds the optimal solution with 2-5 times fewer samples, yielding a much better sample efficiency.

### 4.4.2 Model-free RL on DeepMind Control

We also test MADE on image-based continuous control tasks of DeepMind Control Suite (Tassa et al., 2020), which is a collection of diverse control tasks such as Pendulum, Hopper, and Acrobot with realistic simulations. Compared to MiniGrid, these tasks are more realistic and complex as they involve stochastic transitions, high-dimensional states, and continuous actions. For baselines, we build our algorithm on top of RAD (Lee et al., 2019a), a strong model-free RL algorithm with a competitive sample efficiency. We compare our approach with ICM, RND, as well as RE3, which is the SOTA algorithm. ${ }^{1}$ Note that we compare MADE to very strong baselines. Other algorithms such as DrQ (Kostrikov et al., 2020), CURL (Srinivas et al., 2020), ProtoRL (Yarats et al., 2021), SAC+AE (Yarats et al., 2019)) perform worse based on the results reported in the original papers. MADE show consistent improvement in sample efficiency: 2.6 times over RAD + RE3, 3.3 times over RAD + RND, 19.7 times over CURL, 15.0 times over DrQ and 3.8 times over RAD.

From Figure 4.8, we can see that MADE consistently improves sample efficiency compared to all baselines. For these tasks, RND and ICM do not perform well and even fail
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Figure 4.8: Results for several DeepMind control suite locomotion tasks. Comparing to all baselines, the performance of MADE is consistently better. Sometimes baseline methods even fail to solve the task.


Figure 4.9: Ablation study on buffer size in MADE. The optimal buffer size varies in different tasks. We found buffer size of 10000 empirically works consistently reasonable.
on Cartpole-Swingup. RE3 achieves a comparable performance in two tasks, however, its performance on Pendulum-Swingup, Quadruped-Run, Hopper-Hop and Walker-Run is significantly worse than MADE. For example, in Pendulum-Swingup, MADE achieves a reward of around 800 in only 30 K steps while RE3 requires 300 k samples. In Quadruped-Run, there is a 150 reward gap between MADE and RE3, which seems to be still enlarging. These tasks show the strong performance of MADE in model-free RL.

Ablation study. We study how the buffer length affects the performance of our algorithm in some DeepMind Control tasks. Results illustrated in Figure 4.9 show that for different tasks the optimal buffer length is slightly different. We empirically found that using a buffer length of 1000 consistently works well across different tasks.


Figure 4.10: Results for DeepMind control suite locomotion tasks in model-based RL setting. Comparing to all baselines, the performance of MADE is consistently better. Some baseline methods even fail to solve the task.

### 4.4.3 Model-based RL on DeepMind Control

We also empirically verify the performance of MADE combined with the SOTA model-based RL algorithm Dreamer (Hafner et al., 2019). We compare MADE with Dreamer and Dreamer combined with RE3 in Figure 4.10. Results show that MADE has great sample efficiency in Cheetah-Run-Sparse, Hopper-Hop and Pendulum-Swingup environments. For example, in Hopper-Hop, MADE achieves more than 100 higher return than RE3 and 250 higher return than Dreamer, achieving a new SOTA result.

### 4.5 Related work

Provable optimistic exploration. Most provable exploration strategies are based on optimism in the face of uncertainty (OFU) principle. In tabular setting, model-based exploration algorithms include variants of UCB (Kearns and Singh, 2002; Brafman and Tennenholtz, 2002), UCRL (Lattimore and Hutter, 2012; Jaksch et al., 2010; Zanette and Brunskill, 2019; Kaufmann et al., 2021; Ménard et al., 2020), and Thompson sampling (Xiong et al., 2021; Agrawal and Jia, 2017; Russo, 2019) and value-based methods include optimistic Qlearning (Jin et al., 2018; Wang et al., 2019c; Strehl et al., 2006; Liu and Su, 2020; Menard et al., 2021) and value-iteration with UCB (Azar et al., 2017; Zhang et al., 2020e,f; Jin et al., 2020a). These methods are recently extended to linear MDP setting leading to a variety of model-based (Zhou et al., 2020a; Ayoub et al., 2020; Jia et al., 2020; Zhou et al., 2020b), value-based (Wang et al., 2019b; Jin et al., 2020b), and policy-based algorithms (Cai et al., 2020; Zanette et al., 2021; Agarwal et al., 2020a). Going beyond linear function approximation, systematic exploration strategies are developed based on structural assumptions
on MDP such as low Bellman rank (Jiang et al., 2017) and block MDP (Du et al., 2019a). These methods are either computationally intractable (Jiang et al., 2017; Sun et al., 2019; Ayoub et al., 2020; Zanette et al., 2020; Yang et al., 2020a; Dong et al., 2021; Wang et al., 2020b) or are only oracle efficient (Feng et al., 2020; Agarwal et al., 2020b). The recent work Feng et al. (2021) provides a sample efficient approach with non-linear policies, however, the algorithm requires maintaining the functional form of all prior policies.

Practical exploration via intrinsic reward. Apart from previously-discussed methods, other works give intrinsic reward based on the difference in (abstraction of) consecutive states (Zhang et al., 2019; Marino et al., 2019; Raileanu and Rocktäschel, 2020). However, this approach is inconsistent: the intrinsic reward does not converge to zero and thus, even with infinite samples, the final policy does not maximize the RL objective. Other intrinsic rewards try to estimate pseudo-counts (Bellemare et al., 2016; Tang et al., 2017; Burda et al., 2018b,a; Ostrovski et al., 2017; Badia et al., 2020), inspired by count-only UCB bonus. Though favoring novel states, practically these methods might suffer from detachment and derailment (Ecoffet et al., 2019, 2020), and forgetting (Agarwal et al., 2020a). More recent works propose a combination of different criteria. RIDE (Raileanu and Rocktäschel, 2020) learns a representation via a curiosity criterion and uses the difference of consecutive states along the trajectory as the bonus. AMIGo (Campero et al., 2020) learns a teacher agent for assigning rewards for exploration. Go-Explore (Ecoffet et al., 2019) explicitly decouples the exploration and exploitation stages, yielding a more sophisticated algorithm with many hand-tuned hyperparameters.

Maximum entropy exploration. Another line of work encourages exploration via maximizing some type of entropy. One category maximizes policy entropy (Mnih et al., 2016) or relative entropy (Agarwal et al., 2019b) in addition to the RL objective. The work of FletBerliac et al. (2021) modifies the RL objective by introducing an adversarial policy which results in the next policy to move away from prior policies while staying close to the current policy. In contrast, our approach focuses on the regions explored by prior policies as opposed to the prior policies themselves. Recently, effects of policy entropy regularization have been studied theoretically (Neu et al., 2017; Geist et al., 2019). In policy gradient methods with access to exact gradients, policy entropy regularization results in faster convergence by improving the optimization landscape (Mei et al., 2020, 2021; Ahmed et al., 2019; Cen et al., 2020). Another category considers maximizing the entropy of state or state-action visitation densities such as Shannon entropy (Hazan et al., 2019; Islam et al., 2019; Lee et al., 2019b; Seo et al., 2021) or Rényi entropy (Zhang et al., 2021a). Empirically, our approach achieves better performance over entropy-based methods.

Other exploration strategies. Besides intrinsic motivation, other strategies are also fruitful in encouraging the RL agent to visit a wide range of states. One example is exploration by injecting noise to the action action space (Lillicrap et al., 2015; Osband et al.,

2016; Hessel et al., 2017; Osband et al., 2019) or parameter space (Fortunato et al., 2018; Plappert et al., 2018). Another example is the reward-shaping category, in which diverse goals are set to guide exploration (Colas et al., 2019; Florensa et al., 2018; Nair et al., 2018; Pong et al., 2020).

### 4.6 Discussion

We introduce a new exploration strategy MADE based on maximizing deviation from explored regions. We show that by simply adding a regularizer to the original RL objective, we get an easy-to-implement intrinsic reward which can be incorporated with any RL algorithm. We provide a policy computation algorithm for this objective and prove that it converges to a global optimum, provided that we have access to an approximate planner. In tabular setting, MADE consistently improves over the Hoeffding bonus and shows competitive performance to the Bernstein bonus, while the latter is impractical to compute beyond tabular. We conduct extensive experiments on MiniGrid, showing a significant (over 5 times) reduction of the required sample size. MADE also performs well in DeepMind Control Suite when combined with both model-free and model-based RL algorithms, achieving SOTA sample efficiency results. One limitation of the current work is that it only uses the naive representations of states (e.g., one-hot representation in tabular case). In fact, exploration could be conducted much more efficiently if MADE is implemented with a more compact representation of states. We leave this direction to future work.

### 4.7 Convergence analysis of MADE algorithm

In this section, we provide a convergence rate analysis for Algorithm 6. Similar to Hazan et al. (2019), Algorithm 6 has access to an approximate density oracle and an approximate planner defined below:

- Visitation density oracle: We assume access to an approximate density estimator that takes in a policy $\pi$ and a density approximation error $\epsilon_{d} \geq 0$ as inputs and returns $\hat{d}^{\pi}$ such that $\left\|d^{\pi}-\hat{d}^{\pi}\right\|_{\infty} \leq \epsilon_{d}$.
- Approximate planning oracle: We assume access to an approximate planner that, given any MDP $M$ and error tolerance $\epsilon_{p} \geq 0$, returns a policy $\pi$ such that $J_{M}(\pi) \geq \max _{\pi} J_{M}(\pi)-\epsilon_{p}$.


### 4.7.1 Proof of Theorem 4.1

We first give the following proposition that captures certain properties of the proposed objective. The proof is postponed to the end of this section.

Proposition 4.1. Consider the following regularization for $\lambda>0$

$$
R_{\lambda}\left(d ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)=\sum_{s, a} \sqrt{\frac{d(s, a)+\lambda}{\rho_{\operatorname{cov}}(s, a)+\lambda}}
$$

with $\tau_{k}=\tau / k^{c}$ where $\tau<1, c>0$. There exist constants $\beta, B$, and $\xi$ that only depend on MDP parameters and $\lambda$ such that $L_{k}(d):=J(d)+\tau_{k} R_{\lambda}\left(d ;\left\{d^{\pi_{i}}\right\}_{i=1}^{k}\right)$ satisfies the following regularity conditions for all $k \geq 1$, an appropriate choice of $c$, and valid visitation densities $d$ and $d^{\prime}$ :
(i) $L_{k}(d)$ is concave in $d$;
(ii) $L_{k}(d)$ is $\beta$-smooth: $\left\|\nabla L_{k}(d)-\nabla L_{k}\left(d^{\prime}\right)\right\|_{\infty} \leq \beta\left\|d-d^{\prime}\right\|_{\infty}, \quad-\beta I \preceq \nabla^{2} L_{k}(d) \preceq \beta I$;
(iii) $L_{k}(d)$ is $B$-bounded: $L_{k}(d) \leq B, \quad\left\|\nabla L_{k}(d)\right\|_{\infty} \leq B$;
(iv) There exists $\delta_{k}$ such that $\max _{d} L_{k+1}(d)-L_{k}(d) \leq \delta_{k}$ and we have $\sum_{i=0}^{k}(1-\eta)^{i} \delta_{k-i} \leq \tau \xi$.

Taking the above proposition as given for the moment, we prove Theorem 4.1 following steps similar to those of Hazan et al. (2019, Theorem 4.1). By construction of the mixture density $d^{\pi_{\text {mix }, k}}$, we have

$$
d^{\pi_{\mathrm{mix}, k}}=(1-\eta) d^{\pi_{\mathrm{mix}, k-1}}+\eta d^{\pi_{k}} .
$$

Combining the above equation with the $\beta$-smoothness of $L_{k}(d)$ yields

$$
\begin{align*}
L_{k}\left(d^{\pi_{\mathrm{mix}, k}}\right) & =L_{k}\left((1-\eta) d^{\pi_{\mathrm{mix}, k-1}}+\eta d^{\pi_{k}}\right) \\
& \geq L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)+\eta\left\langle d^{\pi_{k}}-d^{\pi_{\mathrm{mix}, k-1}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-\eta^{2} \beta\left\|d^{\pi_{k}}-d^{\pi_{\mathrm{mix}, k-1}}\right\|_{2}^{2} \\
& \geq L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)+\eta\left\langle d^{\pi_{k}}-d^{\pi_{\mathrm{mix}, k-1}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-4 \eta^{2} \beta . \tag{4.8}
\end{align*}
$$

Here the last inequality uses $\left\|d^{\pi_{k}}-d^{\pi_{\text {mix }, k-1}}\right\|_{2} \leq 2$. By property (ii), we bound $\left\langle d^{\pi_{k}}, \nabla L_{k}\left(d^{\pi_{\text {mix }}, k-1}\right)\right\rangle$ according to

$$
\begin{align*}
\left\langle d^{\pi_{k}}, \nabla L_{k}\left(d^{\pi_{\text {mix }, k-1}}\right)\right\rangle & \geq\left\langle d^{\pi_{k}}, \nabla L_{k}\left(\hat{d}^{\pi_{\text {mix }, k-1}}\right)\right\rangle-\beta\left\|d^{\pi_{\text {mix }, k-1}}-\hat{d}^{\pi_{\text {mix }, k-1}}\right\|_{\infty} \\
& \geq\left\langle d^{\pi_{k}}, \nabla L_{k}\left(\hat{d}^{\pi_{\text {mix }, k-1}}\right)\right\rangle-\beta \epsilon_{d}, \tag{4.9}
\end{align*}
$$

where in the last step we used the density oracle approximation error. Recall that we defined $r_{k}=(1-\gamma) \nabla L_{k}\left(\hat{d}^{\pi_{\mathrm{mix}, k-1}}\right)$. Since $\pi_{k}$ returned by the approximate planning oracle is an $\epsilon_{p^{-}}$ optimal policy in $M^{k}$, we have $(1-\gamma)^{-1}\left\langle d^{\pi_{k}}, r_{k}\right\rangle \geq(1-\gamma)^{-1}\left\langle d^{\pi}, r_{k}\right\rangle-\epsilon_{p}$ for any policy $\pi$, including $\pi^{\star}$. Therefore,

$$
\begin{align*}
\left\langle d^{\pi_{k}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle & \geq\left\langle d^{\pi^{\star}}, \nabla L_{k}\left(\hat{d}^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-\epsilon_{p}-\beta \epsilon_{d} \\
& \geq\left\langle d^{\pi^{\star}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-\epsilon_{p}-2 \beta \epsilon_{d}, \tag{4.10}
\end{align*}
$$
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where we used the density oracle approximation error once more in the second step. Going back to inequality (4.8), we further bound $L_{k}\left(d^{\pi_{\text {mix }, k}}\right)$ by

$$
\begin{aligned}
L_{k}\left(d^{\pi_{\mathrm{mix}, k}}\right) & \geq L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)+\eta\left\langle d^{\pi_{k}}-d^{\pi_{\mathrm{mix}, k-1}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-4 \eta^{2} \beta \\
& \geq L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)+\eta\left\langle d^{\pi^{\star}}-d^{\pi_{\mathrm{mix}, k-1}}, \nabla L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right\rangle-\eta \epsilon_{p}-2 \eta \beta \epsilon_{d}-4 \eta^{2} \beta \\
& \geq(1-\eta) L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)+\eta L_{k}\left(d^{\pi^{\star}}\right)-4 \eta^{2} \beta-\eta \epsilon_{p}-2 \eta \beta \epsilon_{d}
\end{aligned}
$$

where the last inequality is by concavity of $L_{k}(d)$. Therefore,

$$
L_{k}\left(d^{\pi^{\star}}\right)-L_{k}\left(d^{\pi_{\mathrm{mix}, k}}\right) \leq(1-\eta)\left[L_{k}\left(d^{\pi^{\star}}\right)-L_{k}\left(d^{\pi_{\mathrm{mix}, k-1}}\right)\right]+2 \eta \beta \epsilon_{d}+\eta \epsilon_{p}+4 \eta^{2} \beta
$$

By assumption (iv), we write

$$
\begin{aligned}
L_{K+1}\left(d^{\pi^{\star}}\right)-L_{K+1}\left(d^{\pi_{\mathrm{mix}, K}}\right) & \leq L_{K}\left(d^{\pi^{\star}}\right)-L_{K}\left(d^{\pi_{\mathrm{mix}, K}}\right)+2 \delta_{K} \\
& \leq(1-\eta)\left[L_{K}\left(d^{\pi^{\star}}\right)-L_{K}\left(d^{\pi_{\mathrm{mix}, K-1}}\right)\right]+2 \delta_{K}+2 \eta \beta \epsilon_{d}+\eta \epsilon_{p}+4 \eta^{2} \beta \\
& \leq B e^{-\eta K}+2 \beta \epsilon_{d}+\epsilon_{p}+4 \eta \beta+2 \sum_{i=0}^{K}(1-\eta)^{i} \delta_{K-i} \\
& \leq B e^{-\eta K}+2 \beta \epsilon_{d}+\epsilon_{p}+4 \eta \beta+2 \tau \xi .
\end{aligned}
$$

It is straightforward to check that setting $\eta \leq 0.1 \epsilon \beta^{-1}, \epsilon_{p} \leq 0.1 \epsilon, \epsilon_{d} \leq 0.1 \epsilon \beta^{-1}, \tau \leq 0.1 \epsilon$, and the number of iterations $K \geq \eta^{-1} \log \left(10 B \epsilon^{-1}\right)$ yields the claim of Theorem 4.1.

Remark 4.2. Since the temperature parameter $\tau_{k}$ in Proposition 4.1 goes to zero as $k$ increases, one can show that the expected value of policy returned by Algorithm 6 converges to the maximum performance $J\left(\pi^{\star}\right)$.

Proof of Proposition 4.1. For claim (ii), observe that $\nabla^{2} L_{k}(d)$ is a diagonal matrix whose $(s, a)$ diagonal term is given by

$$
\left(\nabla^{2} L_{k}(d)\right)_{s, a}=\frac{-\tau}{4 k^{c}} \times \frac{1}{(d(s, a)+\lambda)^{3 / 2}\left(\rho_{\mathrm{cov}}(s, a)+\lambda\right)^{1 / 2}}
$$

The diagonal elements are bounded by $-1 /\left(4 \lambda^{2}\right) \leq\left(\nabla^{2} L_{k}(d)\right)_{s, a} \leq \frac{1}{4 \lambda^{2}}=$ : $\beta$. Furthermore, by Taylor's theorem, one has

$$
\left\|\nabla L_{k}(d)-\nabla L_{k}\left(d^{\prime}\right)\right\|_{\infty} \leq \max _{(s, a), \alpha \in[0,1]}\left(\nabla^{2} L_{k}\left(\alpha d+(1-\alpha) d^{\prime}\right)\right)\left\|d-d^{\prime}\right\|_{\infty} \leq \beta\left\|d-d^{\prime}\right\|_{\infty}
$$

Claim (i) is immediate from the above calculation as the Hessian $\nabla^{2} L_{k}(d)$ is negative definite. Claim (iii) may be verified by explicit calculation:

$$
\sum_{s, a} d(s, a) r(s, a)+\frac{\tau}{k^{c}} \sum_{s, a} \sqrt{\frac{d(s, a)+\lambda}{\rho_{\operatorname{cov}}(s, a)+\lambda}} \leq S A\left(1+\sqrt{\frac{1+\lambda}{\lambda}}\right)=: B .
$$

For claim (iv), we have

$$
L_{k+1}(d)-L_{k}(d) \leq \sum_{s, a} \frac{\tau}{(k+1)^{c}} \sqrt{\frac{d(s, a)+\lambda}{\rho_{\operatorname{cov}}(s, a)+\lambda}} \leq \frac{S A \tau}{(k+1)^{c}} \sqrt{\frac{1+\lambda}{\lambda}}=: \delta_{k}
$$

We have

$$
\sum_{i=0}^{k}(1-\eta)^{i} \delta_{k-i}=\tau S A \sqrt{\frac{1+\lambda}{\lambda}} \sum_{i=0}^{k} \frac{(1-\eta)^{i}}{(k-i+1)^{c}}
$$

For example, for $c=2$, the above sum is bounded by $\sum_{n=1}^{\infty} 1 / n^{2}=\pi^{2} / 6$. Thus, one can set $\xi:=\frac{\pi^{2} S A}{6} \sqrt{\frac{1+\lambda}{\lambda}}$.

### 4.8 Experimental details

Source code is included in the supplemental material.

### 4.8.1 Bidirectional lock

Environment. For the bidirectional lock environment, one of the locks (randomly chosen) gives a larger reward of 1 and the other lock gives a reward of 0.1 . Further details on this environment can be found in the work Agarwal et al. (2020a).

Exploration bonuses. We consider three exploration bonuses:

- Hoeffding-style bonus is equal to

$$
\frac{V_{\max }}{\sqrt{N_{k}(s, a)}}
$$

for every $s \in \mathcal{S}, a \in \mathcal{A}$, where $V_{\max }$ is the maximum possible value in an environment which we set to 1 for bidirectional lock.

- We use a Bernstein-style bonus

$$
\sqrt{\frac{\operatorname{Var}_{s^{\prime} \sim P_{k}(\cdot \mid s, a)} V_{k}\left(s^{\prime}\right)}{N_{k}(s, a)}}+\frac{1}{N_{k}(s, a)}
$$

based on the bonus proposed by He et al. (2020). $P_{k}$ denotes an empirical estimation of transitions $P_{k}\left(s^{\prime} \mid s, a\right)=N_{k}\left(s, a, s^{\prime}\right) / N_{k}(s, a)$, where $N_{k}\left(s, a, s^{\prime}\right)$ is the number of samples on transiting to $s^{\prime}$ starting from state $s$ and taking action $a$.

- MADE's bonus is set to the following in tabular setting:

$$
\frac{1}{\sqrt{N_{k}(s, a) B_{k}(s, a)}}
$$

Algorithms. Below, we describe details on each tabular algorithm.

- Value iteration. We implement discounted value iteration given in (He et al., 2020) with all three bonuses.
- PPO. We implement a tabular version of the algorithm in (Cai et al., 2020), which is based on PPO with bonus. Specifically, the algorithm has the following steps: (1) sampling a new trajectory by running the stochastic policy $\pi_{k}$, (2) updating the empirical transition estimate $P_{k}$ and exploration bonus, (3) computing Q-function $Q_{k}$ of $\pi_{k}$ over an MDP $M_{k}$ with empirical transitions $P_{k}$ and total reward $r_{k}$ which is a sum of extrinsic reward and exploration bonus, and (4) updating the policy according to $\pi_{k+1}(a \mid s) \propto \pi_{k}(a \mid s) \exp \left(\alpha_{k} Q_{k}(s, a)\right)$, where $\alpha_{k}=\sqrt{2 \log (A) / H K}$ based on Cai et al. (2020, Theorem 13.1).
- Q-learning. We implement Q-learning with bonus based on the algorithms given by Jin et al. (2018).


### 4.8.2 Chain MDP

For the chain MDP described in Section 4.3.2, we use $H=8$ and discount factor $\gamma=H /(H+$ 1). We run policy gradient for a tabular softmax policy parameterization $\pi(s \mid a)=\theta_{s, a}$ with the following RL objectives. Since we use a simplex parameterization, we run projected gradient ascent.

- Vanilla PG. The vanilla version simply considers the standard RL objective $J\left(\pi_{\theta}\right)$. For the gradient $\nabla_{\theta} J\left(\pi_{\theta}\right)$, see e.g. Agarwal et al. (2019b, Equation (32)).
- PG with relative policy entropy regularization. We use the objective (with the additive constant dropped) given in Agarwal et al. (2019b, Equation (12)):

$$
L\left(\pi_{\theta}\right):=J\left(\pi_{\theta}\right)+\tau_{k} \sum_{s, a} \log \pi_{\theta}(a \mid s) .
$$

Here, index $k$ denotes the policy gradient step. This form of regularization is more aggressive than the policy entropy regularized objective discussed next. Partial derivatives of the above objective are simply

$$
\frac{\partial L\left(\pi_{\theta}\right)}{\partial \theta_{s, a}}=\frac{\partial J\left(\pi_{\theta}\right)}{\partial \theta_{s, a}}+\tau_{k} \frac{1}{\theta_{s, a}},
$$

where the first term is analogous to the vanilla policy gradient.

- PG with policy entropy regularization. Policy entropy regularized objective (Williams and Peng, 1991; Mnih et al., 2016; Nachum et al., 2017; Mei et al., 2020) is

$$
L\left(\pi_{\theta}\right):=J\left(\pi_{\theta}\right)-\tau_{k}(1-\gamma)^{-1} \mathbb{E}_{(s, a) \sim d_{\theta}^{\pi_{\theta}(\cdot, \cdot)}}\left[\log \pi_{\theta}(a \mid s)\right] .
$$

The gradient of the regularizer of the above objective is given in Lemma 4.1.

- PG with MADE's regularization. For MADE, we use the following objective

$$
L\left(\pi_{\theta}\right):=J\left(\pi_{\theta}\right)-\tau_{k} \sum_{s, a} \sqrt{d^{\pi}(s, a)} .
$$

The gradient of MADE's regularizer is computed in Lemma 4.2.
For all regularized objectives, we set $\tau_{k}=0.1 / \sqrt{k}$.

### 4.8.3 MiniGrid

We follow RIDE (Campero et al., 2020) and use the same hyperparameters for all the baselines. For ICM, RND, IMPALA, RIDE, BeBold and MADE, we use the learning rate $10^{-4}$, batch size 32 , unroll length 100, RMSProp optimizer with $\epsilon=0.01$ and momentum 0 . For entropy cost hyperparameters, we use 0.0005 for all the baselines except AMIGo. We provide the entropy cost for AMIGo below. We also test different values $\{0.01,0.02,0.05,0.1,0.5\}$ for the temperature hyperparameter in MADE. The best hyperparameters we found for each method are as follows. For Bebold, RND, and MADE we use intrinsic reward scaling factor of 0.1 for all environments. For ICM we use intrinsic reward scaling factor of 0.1 for KeyCorridor environments and 0.5 for the others. Hyperparameters in RIDE are exactly the same as ICM. For AMIGo, we use an entropy cost of 0.0005 for the student agent, and an entropy cost of 0.01 for the teacher agent.

### 4.8.4 DeepMind Control Suite

Environment. We use the publicly available environment DeepMind Control Suite (Tassa et al., 2020) without any modification (Figure 4.11). Following the task design of RE3 (Seo et al., 2021), we use Cheetah_Run_Sparse and Walker_Run_Sparse.


Figure 4.11: Visualization of various tasks in DeepMind Control Suite. DeepMind Control Suite includes image-based control tasks with physics simulation. We mainly experiment on locomotion tasks in this environment.

Model-free RL implementations. For the experiments, we use the baselines of RAD (Laskin et al., 2020), and we conduct a hyperparameter search over certain factors:

- RND. We search for the temperature parameter $\tau_{k}$ over $\{0.001,0.01,0.05,0.1,0.5,10.0\}$ and choose the best for each task. Specifically we use $\tau_{k}=0.1$ for Pendulum_Swingup and Cheetah_Run_Sparse, $\tau_{k}=10$ for Cartpole_Swingup_Sparse, and $\tau_{k}=0.05$ for others.
- ICM. We search for the temperature parameter $\tau_{k}$ over $\{0.001,0.01,0.05,0.1,0.5,1.0\}$ and choose the best for each task. Specifically we select $\tau_{k}=1.0$ for Cheetah_Run_Sparse and $\tau_{k}=0.1$ for the others. For the total loss used in training the networks, to balance the coefficient between forward loss and inverse loss, we follow the convention and use $L_{\text {all }}=0.2 \cdot L_{\text {forward }}+0.8 \cdot L_{\text {inverse }}$, where $L_{\text {forward }}$ is the loss of predicting the next state given current state-action pair and $L_{\text {inverse }}$ is the loss for predicting the action given the current state and the next state.
- RE3. We use an initial scaling factor $\tau_{0}=0.05$ (the scaling factor of $\tau_{k}$ at step 0 ) and decay it afterwards in each step. Note that we use the number of clusters $M=3$ with a decaying factor on the reward $\rho=\{0.00001,0.000025\}$. Therefore, the final intrinsic reward scaling factor becomes: $\tau_{k}=\tau_{0} e^{-\rho k}$.
- MADE. We search for the temperature parameter $\tau_{k}$ over $\{0.001,0.01,0.05,0.1,0.5\}$ and choose the best for each task. Specifically we select $\tau_{k}=0.05$ for Cartpole_Swingup_Sparse, Walker_Run_Sparse and Cheetah_Run_Sparse, $\tau_{k}=0.5$ for Hopper_Hop and Pendulum_Swingup, and $\tau_{k}=0.001$ for Quadruped_Run.

We use the same network architecture for all the algorithms. Specifically, the encoder consists of 4 convolution layers with ReLU activations. There are kernels of size $3 \times 3$ with 32 channels for all layers, and stride 1 except for the first layer which has stride 2 . The embedding is then followed by a LayerNorm.

Model-based Rl implementation Here we provide implementation details for the model-based RL experiments. We adopt Dreamer as a baseline and build all the algorithms on top of that.

- RE3. For RE3, we follow the hyperparameters given in the original paper. We use an initial scaling factor $\tau_{0}=0.1$ without decaying $\tau_{k}$ afterwards. The number of clusters is set to $M=50$. We use a decaying factor on the reward $\rho=0$.
- MADE. We search for the temperature parameter $\tau_{k}$ over $\{0.0005,0.01,0.05,0.1,0.5\}$ and choose the best for each map. Specifically we use 0.5 for Cartpole_Swingup_Sparse, Cheetah_Run_Sparse and Hopper_Hop, 0.01 for Walker_Run_Sparse and Pendulum_Swingup and 0.0005 for Quadruped_Run.


### 4.9 Gradient computations

In this section we compute the gradients for policy entropy and MADE regularizers used in the chain MDP experiment. Before presenting the lemmas, we define two other visitation densities. The state visitation density $d^{\pi}: \mathcal{S} \rightarrow[0,1]$ is defined as

$$
d^{\pi}(s):=(1-\gamma) \sum_{t=0}^{\infty} \gamma^{t} \mathbb{P}_{t}\left(s_{t}=s ; \pi\right)
$$

where $\mathbb{P}_{t}\left(s_{t}=s ; \pi\right)$ denotes the probability of visiting $s$ at step $t$ starting at $s_{0} \sim \rho(\cdot)$ following policy $\pi$. The state-action visitation density starting at $\left(s^{\prime}, a^{\prime}\right)$ is denoted by

$$
d_{s^{\prime}, a^{\prime}}^{\pi}(s, a):=(1-\gamma) \sum_{t=0}^{\infty} \gamma^{t} \mathbb{P}_{t}\left(s_{t}=s, a_{t}=a ; \pi, s_{0}=s^{\prime}, a_{0}=a^{\prime}\right)
$$

The following lemma computes the gradient of policy entropy with respect to policy parameters.

Lemma 4.1. For a policy $\pi$ parameterized by $\theta$, the gradient of the policy entropy

$$
R\left(\pi_{\theta}\right):=-\mathbb{E}_{(s, a) \sim d_{\rho}^{\pi_{\theta}(\cdot, \cdot)}}\left[\log \pi_{\theta}(a \mid s)\right]
$$

with respect to $\theta$ is given by

$$
\nabla_{\theta} R\left(\pi_{\theta}\right)=\mathbb{E}_{(s, a) \sim d_{\rho}^{\pi}(\cdot, \cdot)}\left[\nabla_{\theta} \log \pi(a \mid s)\left(\frac{1}{1-\gamma}\left\langle d_{s, a}^{\pi},-\log \pi\right\rangle\right)-\log \pi(a \mid s)\right] .
$$

Proof. By chain rule, we write
$\nabla_{\theta} R\left(\pi_{\theta}\right)=-\sum_{s, a} \nabla_{\theta} d^{\pi}(s, a) \log \pi(a \mid s)+\sum_{s, a} d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s)=-\sum_{s, a} \nabla_{\theta} d^{\pi}(s, a) \log \pi(a \mid s)$.
The second equation uses the fact that $\mathbb{E}_{x \sim p(\cdot)}\left[\nabla_{\theta} \log p(x)\right]=0$ for any density $p$ and that $d^{\pi}(s, a)=d^{\pi}(s) \pi(a \mid s)$ as laid out below:

$$
\sum_{s, a} d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s)=\sum_{s} d^{\pi}(s) \sum_{a} \pi(a \mid s) \nabla_{\theta} \log \pi(a \mid s)=0 .
$$

By another application of chain rule, one can write

$$
\nabla_{\theta} d^{\pi}(s, a)=\nabla_{\theta}\left[d^{\pi}(s) \pi(a \mid s)\right]=\nabla_{\theta} d^{\pi}(s) \pi(a \mid s)+d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s)
$$

We further simplify $\nabla_{\theta} R\left(\pi_{\theta}\right)$ according to

$$
\begin{aligned}
\nabla_{\theta} R\left(\pi_{\theta}\right) & =-\sum_{s, a} \nabla_{\theta} d^{\pi}(s, a) \log \pi(a \mid s) \\
& =-\sum_{s, a} \nabla_{\theta} d^{\pi}(s) \pi(a \mid s) \log \pi(a \mid s)-\sum_{s, a} d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s) \log \pi(a \mid s)
\end{aligned}
$$

We substitute $\nabla_{\theta} d^{\pi}(s)$ based on Zhang et al. (2021a, Lemma D.1):

$$
\begin{aligned}
\nabla_{\theta} R\left(\pi_{\theta}\right)=- & \frac{1}{1-\gamma} \sum_{s^{\prime}, a^{\prime}} d^{\pi}\left(s^{\prime}, a^{\prime}\right) \nabla_{\theta} \log \left(a^{\prime} \mid s^{\prime}\right) \sum_{s, a} d_{s^{\prime}, a^{\prime}}(s, a) \log \pi(a \mid s) \\
& -\sum_{s, a} d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s) \log \pi(a \mid s) \\
= & \mathbb{E}_{(s, a) \sim d_{\rho}^{\pi}(\cdot, \cdot)}\left[\nabla_{\theta} \log \pi(a \mid s)\left(\frac{1}{1-\gamma}\left\langle d_{s, a}^{\pi},-\log \pi\right\rangle\right)-\log \pi(a \mid s)\right],
\end{aligned}
$$

where $\left\langle d_{s, a}^{\pi},-\log \pi\right\rangle$ denotes the inner product between vectors $d_{s, a}^{\pi}$ and $-\log \pi$. This completes the proof.

The following lemma computes the gradient of MADE regularizer with respect to policy parameters.

Lemma 4.2. For a policy $\pi$ parameterized by $\theta$, the gradient of the regularizer

$$
R\left(\pi_{\theta}\right):=\sum_{s, a} \sqrt{d^{\pi}(s, a)}
$$

with respect to $\theta$ is given by

$$
\nabla_{\theta} R\left(\pi_{\theta}\right)=\frac{1}{2} \mathbb{E}_{(s, a) \sim d^{\pi}(\cdot, \cdot)}\left[\nabla_{\theta} \log \pi(a \mid s)\left(\frac{1}{1-\gamma}\left\langle d_{s, a}^{\pi}, \frac{1}{\sqrt{d^{\pi}}}\right\rangle+\frac{1}{\sqrt{d^{\pi}(s, a)}}\right)\right]
$$

Proof. The proof is similar to that of Zhang et al. (2021a, Lemma D.3). We write $\nabla_{\theta} d^{\pi}(s, a)=\nabla_{\theta} d^{\pi}(s) \pi(a \mid s)+d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s)$ and conclude based on Zhang et al. (2021a, Lemma D.1) that

$$
\begin{aligned}
\nabla_{\theta} R\left(\pi_{\theta}\right)= & \frac{1}{2} \sum_{s, a} \frac{\nabla_{\theta} d^{\pi}(s, a)}{\sqrt{d^{\pi}(s, a)}} \\
= & \frac{1}{2(1-\gamma)} \sum_{s^{\prime}, a^{\prime}} d^{\pi}\left(s^{\prime}, a^{\prime}\right) \nabla_{\theta} \log \pi\left(a^{\prime} \mid s^{\prime}\right) \sum_{s, a} d_{s^{\prime}, a^{\prime}}^{\pi}(s, a) \frac{1}{\sqrt{d^{\pi}(s, a)}} \\
& \quad+\frac{1}{2} \sum_{s, a} d^{\pi}(s, a) \nabla_{\theta} \log \pi(a \mid s) \frac{1}{\sqrt{d^{\pi}(s, a)}} \\
= & \frac{1}{2} \mathbb{E}_{(s, a) \sim d^{\pi}(\cdot, \cdot)}\left[\nabla_{\theta} \log \pi(a \mid s)\left(\frac{1}{1-\gamma}\left\langle d_{s, a}^{\pi}, \frac{1}{\sqrt{d^{\pi}}}\right\rangle+\frac{1}{\sqrt{d^{\pi}(s, a)}}\right)\right] .
\end{aligned}
$$

## Chapter 5

## Concluding Remarks

Throughout this thesis, we presented formulations for capturing a few of the challenges that AI faces in practice and proposed algorithmic solutions towards addressing these challenges. In addition to some specific future directions pointed out throughout the thesis, in this chapter we review a few important future directions for sequential decision-making and RL, from the author's perspective.

### 5.1 Foundations

Over the past few years, important progress has been made in theoretical foundations for RL. Foundations can elucidate the data requirements and failure modes of RL, complement empirical evaluations, and inspire new algorithm designs. For instance, hardness results such as sample complexity lower bounds exponential in horizon or feature dimensions have been established (Weisz et al., 2021; Du et al., 2019b; Wang et al., 2021; Foster et al., 2021). These results may explain why RL is significantly more challenging in practice compared to supervised learning and the error compounding observed in some applications such as robotics. Despite the progress, the gap between theory and practice of RL is unresolved. In the rest of this section, we take a look at several major open questions in RL foundations.

### 5.1.1 Optimism and pessimism with nonlinear function approximation

While information-theoretically near-optimal algorithms for optimism and pessimism principles for online and offline RL are recently proposed in tabular and linear function approximation settings, combining these principles with nonlinear function approximation remains challenging. Several works have considered optimism and pessimism with general function classes (Wang et al., 2020b; Uehara and Sun, 2021), however, the proposed algorithms are often computationally intractable or impractical.

One challenging aspect is the difficulty of constructing accurate confidence bounds, used in the upper and lower confidence bound methods, for nonlinear function classes and simple methods such as ensembles do not offer a competitive performance. This is also a major problem in practice. For instance, Rashid et al. (2020) shows empirical evidence that even with optimistic initialization, Q-functions parameterized by neural networks tend to quickly become "overconfident" about unseen regions, not correctly reflecting the true uncertainty. To alleviate this challenge, one direction is to pursue theoretically-grounded methods for accurate confidence estimation for nonlinear functions. Along these lines, a recent work by Tennenholtz et al. (2021) exploits recent advances in Riemannian geometry and builds confidence intervals over feature space, taking geodesic distance instead of Euclidean distance as a metric.

Another direction is to search for alternatives to confidence bound methods for applying optimism and pessimism principles. In online RL, alternatives to UCB include randomized exploration (Ishfaq et al., 2021), posterior sampling (Osband and Van Roy, 2017), and information-directed exploration (Russo and Van Roy, 2014). In offline RL, recent works Cheng et al. (2022); Zhan et al. (2022) provide promising initial results on alternatives to LCB methods, leaving optimal convergence rates and further empirical evaluations for future work.

### 5.1.2 Statistical and computational limits

Inspired by the empirical success of RL in large state spaces, a growing body of literature in RL theory has focused on identifying necessary and sufficient conditions on function classes and environment characteristics that admit statistically efficient RL. ${ }^{1}$ Such conditions include linear MDPs (Yang and Wang, 2019; Jin et al., 2020b), linear Bellman complete (Zanette et al., 2020), block MDPs (Du et al., 2019a), bounded Eluder dimension (Russo and Van Roy, 2013), Bellman rank (Jiang et al., 2017), Witness rank (Sun et al., 2019), bilinear classes (Du et al., 2021), and Bellman Eluder dimension (Jin et al., 2021). However, computationally efficient algorithms do not exist for the majority of the mentioned settings.

In many of statistical learning problems, the information-theoretic statistical sample complexity is inherently lower than the sample size required by computationally efficient algorithms, which is referred to as the statistical-computational gap (Valiant, 1984; Decatur et al., 2000). This phenomena has been observed in a variety of high-dimensional problems such as sparse PCA (Wang et al., 2016), matrix completion (Chen, 2015), and learning neural networks (Mondelli and Montanari, 2019). A series of recent works have theoretically verified that some of the observed gaps are inherent. These works either prove failure of classes of efficient algorithms (Zdeborová and Krzakala, 2016; Barak et al., 2019; Kunisky et al., 2019)

[^9]or give reduction-based arguments relating statistical-computational gaps of problems to one another (Berthet and Rigollet, 2013; Gao et al., 2017).

Statistical-computational gap and computational efficiency limits in RL are major open problems, with the very recent work of Kane et al. (2022) making progress by proving the first computational lower bound for RL with linear function approximation. Further investigation of computational limits alongside statistical limits is an important question to pursue in the future.

### 5.1.3 Beyond worst-case optimality

Hardness results in RL theory involves constructing worst-case scenarios within a specific set of problems. Closely evaluating the information-theoretically hard examples, the examples appear to be "artificial" and far from real environments. Many RL algorithms tend to perform better in practice compared to what theory suggests and even work in settings that are prohibitive in theory. This gap indicates that the real environments may have more structure and may be in a sense easier than the worst-case scenarios.

An important direction towards theoretical foundations more aligned with practice is conducting problem-dependent analysis. This involves defining interesting measures that capture the complexity of RL problem instances and brings about further questions regarding fast rates and adaptive optimality of algorithms. In Chapter 3, we have presented one such measure for offline RL, the single-policy concentrability coefficient, that in a sense captures the offline dataset quality. Other problem-dependent measures appeared in literature include maximum conditional variance (Zanette and Brunskill, 2019) and sub-optimality gap (Simchowitz and Jamieson, 2019; Khamaru et al., 2021). Instance-dependent analysis provide tighter rates and differentiate problems in terms of complexity. Further research in this direction can help narrowing the gap between theory and practice of RL.

### 5.2 Generalization

Generalization refers to knowing what to do when faced with novel situations, relying on already learned abilities and understanding similarities. The ability to generalize is a core problem in intelligent systems. For the AI to be deployed in the "always changing" real world, it needs to be robust to variations in the environment and able to transfer skills and adapt to unseen environments.

In the context of supervised learning (SL), generalization is fairly understood. In practice, supervised learning achieves decent levels of generalization as demonstrated in the fields of computer vision and natural language processing. Supervised learning, particularly given i.i.d. samples, has a unified theory and provable guarantees which relies on classical complexity notions such as the VC dimension or Rademacher complexity.

Compared to supervised learning, generalization in reinforcement learning is more complex. A clear separation between SL and RL is due to the inability of data reuse in RL, with
an $\exp (H)$ sample size requirement for RL given a hypothesis policy class shown by Kearns et al. (1999). Generalization in RL can take on many forms including generalizing to new observations, new reward functions, new dynamics, and new tasks. Despite progress in theory and practice of RL, many open problems remain in RL generalization. In what follows, we describe a few generalization methods in RL and discuss under-explored directions; for further discussion of open challenges on deep RL generalization, see Kirk et al. (2021).

Representation learning. A key to generalization is obtaining abstractions that extract relevant and meaningful patterns in the complex observational data. While in some cases, a low dimensional feature representation might be known in advance, in the majority of real scenarios such features are unknown. Extracting low-dimensional features can be done via several methods. A common approach is using powerful function approximators such as deep neural networks, in end-to-end training which results in an implicit form of feature learning. Generic deep RL methods exploit this implicit representation learning to obtain a good performance.

Another possibility is conducting dimensionality reduction using an unsupervised pretraining step to explicitly represent complex data with low-dimensional features. In Chapter 2, we constructed features using linear dimensionality reduction. Nonlinear dimensionality reduction methods can further exploit the topological structure of data manifold (Van Der Maaten et al., 2009) and have been effective in many applications. Some examples of successful implementations include EEG classification (Krivov and Belyaev, 2016), source localization in wireless sensor networks (Ghafourian et al., 2020) and single-cell data visualization (Becht et al., 2019). Self-supervised pretraining is another powerful method that offers performance improvements across several modalities such as image, audio, and text (Baevski et al., 2022; Misra and Maaten, 2020; Zbontar et al., 2021; Grill et al., 2020) and also have been recently applied in reinforcement learning (Anand et al., 2019; Srinivas et al., 2020; Touati and Ollivier, 2021; Jiang et al., 2021; Yang and Nachum, 2021).

Despite improving RL performance, most of the current methods are the direct application of unsupervised and self-supervised representation learning framework from conventional vision and language tasks to RL. Designing RL-specific representation learning methods that possibly account for the Bellman equation and controllability constraints as well as understand what objective characterizes good representations in RL remain underexplored. Furthermore, the interplay between representation learning and exploration in online RL or partial dataset coverage in offline RL (Uehara et al., 2021b) are important directions for further research.

Learning world models. There is a significant gap between the generalization power of humans and current state of the artificially intelligent systems. Research in cognitive neuroscience suggests that humans build an abstract model of the world including relevant concepts and relationships (Forrester, 1971; Quiroga et al., 2005; Chang and Tsao, 2017), which can at least partially explain our generalization ability. Building such models gives
predictive ability which in turn affects our perception of the environment, actions, and decisions in different situations (Nortmann et al., 2015; Maus et al., 2013).

Learning world models is a promising method towards more sample-efficient and generalizable RL (Ha and Schmidhuber, 2018) that is currently underexplored compared to model-free algorithms (Kirk et al., 2021). Initial theoretical results have demonstrated complexity gaps between model-based and model-free methods in factored MDPs (Koller and Parr, 1999), linear quadratic regulators (Tu and Recht, 2019), online RL (Sun et al., 2019), and continuous control tasks (Dong et al., 2020). Recent empirical works such as Seo et al. (2020); Anand et al. (2021) suggest that learning a model allows for better generalization of learned abilities to new rewards, observations, and even changing dynamics.

Of course, learning a complete model of the environment can be demanding, especially when dealing with complex sensory inputs such as images. However, such observations from a real environment often contain complex yet irrelevant details. In the RL setting, the cumulative reward objective provides a signal to the agent about parts of the observations that are task-irrelevant and approaches such as value-aware (Farahmand et al., 2017) and policyaware (Abachi, 2020) model learning aim at learning such partial models of the environment.

Learning abstract and partial models brings about a question: what are considered good abstractions and useful inductive biases to be incoprorated in models? Along these lines, popular topics such as disentangled representations (Bengio et al., 2019; Higgins et al., 2017; Locatello et al., 2019; Chen et al., 2018) and causal learning (Ke et al., 2022; Schölkopf et al., 2021) as well as some less-explored directions such as relational learning (Koller et al., 2007) and (statistical) predicate invention (Kok and Domingos, 2007) (which is the discovery of new concepts and relations from data) are interesting directions for further research.
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[^0]:    ${ }^{1}$ For Gaussian process and measurement noise, Kalman predictive model returns optimal predictions, minimizing the conditional mean squared loss.

[^1]:    ${ }^{2}$ Target policy can be viewed as an arbitrary policy against which the algorithm performance is measured.

[^2]:    ${ }^{3}$ Exploration-exploitation tradeoff appears when one is concerned with a cumulative performance. This is different from modalities of interactive RL such as explore-then-commit, in which the goal is to move quickly towards the best policy, and pure exploration, in which the goal is to fully explore the environment so as to later obtain good policies given any reward function without acquiring additional samples.

[^3]:    ${ }^{1}$ One can interpret the Kalman filter Equation (2.1) as linear combinations of optimal predictor given existing data $A \hat{h}_{t \mid t-1}$, known drift $B x_{t}$, and amplified innovation $K\left(y_{t}-C \hat{h}_{t \mid t-1}-D x_{t}\right)$, where the term $y_{t}-C \hat{h}_{t \mid t-1}-D x_{t}$, called the innovation of process $y_{t}$, measures how much additional information $y_{t}$ brings compared to the known information of observations up to $y_{t-1}$.
    ${ }^{2}$ Indeed, a common practice is to set the timescale to be small enough to handle the fastest-changing variables.

[^4]:    ${ }^{3}$ Setting $\epsilon=1 / T$ is later used for a uniform bound on $\left\|b_{t}\right\|_{2}^{2}$ and is not critical in this part of the proof.

[^5]:    ${ }^{1}$ In fact, our developments can accommodate arbitrary competing policies, however, we restrict ourselves to the optimal policy for ease of presentation.

[^6]:    ${ }^{2}$ The i.i.d. assumption is motivated by the data randomization performed in experience replay (Mnih et al., 2015).

[^7]:    ${ }^{3}$ Throughout the paper, when we talk about optimal policies, we restrict ourselves to deterministic stationary policies.

[^8]:    ${ }^{1}$ As we were not provided with the source code, we implemented ICM and RND ourselves. The performance for ICM is slightly worse than what the author reported, but the performance of RND and RE3 is similar.

[^9]:    ${ }^{1}$ In the context of RL, statistically efficient algorithms are often required a sample size that is independent of state size, polynomial in the horizon, number of actions, and problem complexity measures, and polylogarithmic in number of hypotheses in (or the covering number of) the class (Jiang et al., 2017; Chen and Jiang, 2019)

