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Machine learning (ML) is a branch of artificial intelligence 
that seeks to find patterns from statistical or probabilistic anal-
ysis of large amounts of data [1]. The data that can be used 
for ML can take many different forms—so-called heterogene-
ous and unstructured datasets. Recent advances in computing 
power and parallel computing such as graphics processing 
unit architectures or cloud-based computing platforms, as 
well as advances in automated data acquisition capabilities, 
have facilitated widespread adoption of ML for development 
of complex models that can process and learn from large sets 
of unstructured data.

The fundamental idea in ML is that, for many applications, 
training a computer algorithm for predicting or finding pat-
terns in the behavior of a complex system by observing many 
input–output samples of its behavior can be significantly 
simpler than programming a set of rules (e.g. developing 
physics-based models) [2]. Many of the ideas underlying this 
data-driven approach to modeling complex systems have been 
known for years, but only recently has it become practical to 
obtain and analyze the enormous quantities of data needed for 
the schemes to work. This paper aims to present our perspec-
tives on how ML can potentially transform modeling and sim-
ulation, diagnostics, and control of non-equilibrium plasma 
(NEP). We first describe key distinctions in the various types 

of ML methods, and then provide an overview of the type 
of research questions in modeling and operation of NEP for 
which ML can be appropriate. The emerging ML-based tools 
for modeling, diagnosis, and control appear to be especially 
promising for atmospheric pressure plasmas applied to com-
plex systems such as complex surfaces or even to biological 
systems.

Machine learning

ML methods can be broadly categorized into three main para-
digms: supervised, unsupervised, and reinforcement learning 
[2]. If the machine is given output data that is to be matched 
with input data, the learning is said to be supervised [3]. 
Supervised learning methods utilize so-called labeled training 
data consisting of many examples of input and output results. 
The machine then is able to make predictions about unlabeled 
examples. The nature of the output (i.e. the label) can take 
various forms, including discrete components in classification 
methods, real-valued components in regression methods, or 
a mixture of discrete and real-valued components. In plasma 
applications, output can range from chemical, physical, and 
electrical properties of a target surface [4–6] to plasma prop-
erties such as degrees of molecular gas dissociation, plasma 
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density, electron energy, neutral species rotational and vibra-
tional temperature [6], or energetic and angular distribution of 
sputtered particles [7]. Input features for these ML applica-
tions in a plasma context can include, for example, optical 
emission spectra, current–voltage signals, electro-acoustic 
emission measurements, laser-induced fluorescence data, 
mass spectrometry data, and visual imaging. In other words, 
any measured information about the state of the plasma can 
be utilized as input data to predict various properties of the 
plasma or its effects on adjacent surfaces as output data.

Supervised learning systems generally aim to learn a  
mapping between the inputs and outputs via determining the 
‘optimal’ combination of input features that minimizes the dif-
ference between the predicted and actual outputs. There exists 
a variety of forms of input–output mapping, including deci-
sion trees, decision forests, logistic regression, support vector 
machines, kernel machines, neural networks, and Bayesian 
classifiers, where algorithms for learning the mapping from 
data often rely on optimization or numerical analysis [3, 8]. 
Deep learning has been an important area of progress in super-
vised learning in recent years. Deep learning systems consist 
of multilayer networks of nonlinear processing units, where 
each network layer computes learned representations of the 
input features [9]. Modern parallel computing architectures 
have enabled the construction of deep learning systems with 
billions of processing units that can be trained on very large 
collections of data. These approaches have proven extraordi-
narily successful, for example, in computer vision and speech 
recognition applications.

Unsupervised learning, on the other hand, involves the 
analysis of unlabeled data under assumptions about structural 
properties of the data [3, 8]. Unsupervised learning is par-
ticularly useful for finding hidden structures or relationships 
within unlabeled data. As a common application of unsuper-
vised learning, clustering aims at determining a partition of 
the data (and possibly a rule for partitioning future data) in 
the absence of explicit labels for a desired partition. Another 
application is dimension reduction methods such as principal 
component analysis that make specific assumptions about a 
low-dimensional manifold that data lie on, and aim to identify 
that manifold explicitly from data [3]. Unsupervised learning, 
for example, can be used for discovering patterns in charac-
teristics of a target surface in plasma–surface applications [6], 
or extracting latent information from plasma diagnostics [10]. 
Unsupervised learning can also be applied as a preparatory 
step in identifying key features and assigning labels for subse-
quent supervised learning.

Reinforcement learning is another major ML paradigm, 
where the information of the training data is intermediate 
between supervised and unsupervised learning [11, 12]. The 
training data in reinforcement learning provide only an indi-
cation as to whether an action is correct or not, rather than 
containing the correct output for a given input. Generally, the 
learning task in reinforcement learning is to determine actions 
for an agent acting in an unknown dynamical environment 
such that the learned actions maximize the expected reward 
of the agent over time. Thus, reinforcement learning systems 
aim to determine the ‘ideal’ behavior of an agent within a 

specific context based on feedback from the agent’s response. 
As such, reinforcement learning algorithms commonly rely on 
ideas and methods from optimal control theory and operations 
research. Robotic- assisted operation of NEP, for example, 
in treatment of complex surfaces or surgical procedures is a 
promising future application of reinforcement learning.

Although the three ML paradigms help organize the most 
commonly used learning methods, current developments also 
involve blends across these paradigms [2]. Among the main 
considerations in selecting the appropriate ML method for a 
given application are the sample complexity (i.e. the amount 
of data that is required to learn accurately), the computational 
complexity (i.e. the required computational resources), and 
the representation (i.e. mathematical structures) that the learn-
ing algorithm uses for what it learns. The diversity of the ML 
methods reflects the diverse requirements of applications, 
which depend on varying trade-offs between sample complex-
ity, computational complexity, and performance.

Machine learning for modeling and simulation  
of NEP

Much effort has been invested in the high-fidelity model-
ing and simulation of the behavior of NEPs to obtain better 
 understanding of the basic physical and chemical mechanisms 
of interactions between the plasma and complex surfaces. ML 
can aid in the development of predictive models for NEPs 
in two primary ways: (i) learning computationally efficient  
surrogate models for physics-based predictive models, and (ii) 
learning models for plasma-surface interactions and plasma-
induced surface effects from experiments when there is a lack 
of comprehensive theoretical models for the fundamental 
plasma-surface interaction mechanisms.

There is a variety of models and simulation strategies for 
NEPs, such as fluid, particle, or hybrid fluid-particle models. 
These models can predict the spatio-tempo distributions of 
the charged particle densities and energies, the self-consistent  
electric field and currents, neutral species densities and 
temper ature, species fluxes internally and at surfaces [13–16]. 
However, these physics-based modeling approaches are gen-
erally computationally expensive and in many cases may not 
be amenable to extensive and repeated computer simulations. 
The computational complexity of plasma simulations can fur-
ther increase when incorporating surface effects of the plasma 
that may occur across multiple length- and time-scales [17]. 
Supervised learning methods such as artificial neural net-
works, support vector machines, and kriging models can be 
used to develop surrogate models that are compact and sig-
nificantly cheaper to evaluate than the high-fidelity predictive 
models [18]. Surrogate models (also known as metamodels, 
or response surface models) are constructed using simulation 
data from high-fidelity models, and are essentially approxi-
mate models that provide black-box relationships between 
inputs and outputs of a system. Surrogate modeling has 
proven useful in various fields of science and engineering 
(e.g. computational biology and chemistry [19, 20]) for tasks 
such as design of experiments and design space visualization, 
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sensitivity analysis, parameter estimation, and optimization. 
In modeling and simulation of NEPs, the notion of surro-
gate modeling can be used for deriving approximate plasma-
surface interface models that bridge the different length- and 
time-scales of the fundamental plasma and surface processes. 
This approach may prove useful especially in simulation of 
NEP processes that involve formation of micro- and nano-
structured materials at surfaces, where plasma simulations that 
span length scales on the order of 1 m can pose a significant 
computational challenge. Hence, surrogate modeling offers 
the ability to develop multiscale models for complex plasma-
surface interactions that are significantly more efficient than 
combined theoretical models of the plasma and surface pro-
cesses. For example, artificial neural networks trained using 
theoretical simulations are shown to be useful for modeling 
the interactions of energetic particles with a surface and the 
subsequent particle transport in thin film formation via plasma 
sputtering [7]; see figure 1. Nonetheless, the main challenge 
in surrogate modeling is how to obtain an approximate model 
from the simulation data that is as accurate as possible over 
some domain of interest while minimizing the simulation cost 
of the data generation. This challenge necessitates the appro-
priate selection of the structure and complexity of the sur-
rogate model, the number and distribution of the simulation 
data used for learning the surrogate model, and the validation 
methods used for estimating the quality of the model [21].

Machine learning also holds great promise for data-driven 
modeling of NEPs. The term data-driven modeling commonly 
refers to building models from experimental data, as opposed 
to physics-based models. Data-driven models are essentially 
‘black-box’ models that exploit an enormous collection of 
measurements connecting input and output data. In particular, 
supervised learning may prove useful for modeling plasma 
interactions with complex surfaces as well as the resulting 
plasma-induced surface effects. Plasma–surface mechanisms 
are generally among the least-understood aspects of NEPs 
interacting with complex surfaces. The induced surface effects 
depend on a multitude of factors, including the plasma chem-
istry, the nature of the surface, and the operating parameters 
of the NEP. The relationship between such factors and the 
plasma-induced surface effects can have complex and nonlin-
ear character. Supervised learning offers the ability to learn 
nonlinear, multidimensional functional relationships directly 
from input–output data, without prior assumptions about the 
nature of the relationships. In fact, there is a relatively large 
body of literature on the use of artificial neural networks 
for constructing nonlinear models for various plasma-based 
processes such as plasma etch [23, 24], plasma-enhanced 
chemical vapor deposition [25], plasma-induced surface 
modification [5], and atmospheric plasma spray processes  
[4, 22, 26]. These nonlinear models, which are constructed 
from experimental data and can be static or dynamic, com-
monly describe the effect of multiple process input param eters 
(e.g. flow rates of input gases, pressure, power, frequency, 
electrode spacing) and/or surface properties (e.g. electrical or 
chemical characteristics of the surface) on the plasma-induced 
process outputs (e.g. etch rate and selectivity in plasma etch, 
coating characteristics in surface modification, or in-flight 

particle characteristics in atmospheric plasma spray); see, e.g. 
figure 2. Such predictive models provide useful forward map-
pings between the process inputs and outputs to systemati-
cally elucidate the effects of various plasma parameters and/
or surface characteristics on the plasma-surface interactions. 
Alternatively, supervised-learning models can be used to learn 
the inverse relationship of the process. Inverse relationships 
can greatly facilitate systematic exploration of the process 
design space and design of experiments, especially for NEP 
processes such as plasma etch that have an enormous process 
parameter space. Yet, a main challenge in learning these types 
of models can arise from the large number of process param-
eters and the interdependencies between them, particularly in 
the light of limited availability of experimental data for train-
ing a model. Unsupervised learning methods for dimension 
reduction are useful for input feature selection. Removing 
irrelevant and noisy features will enable building simpler and 
more accurate models that generalize better to unseen data.

Leveraging the separation of time-scales of the plasma and 
surface processes, plasma–surface interface models learned 
from experiments can also be combined with physics-based 
models of NEPs. The resulting multiscale models would 
allow predicting the complex effects of the ‘plasma outputs’ 
(e.g. reactive/excited species fluxes, charging, electric field 
emission, photon fluxes, or localized heating) on the surface 
response. As such, supervised learning of plasma-surface 
interface models can help elucidate fundamental surface 
mechanisms, for example, in plasma catalysis [27] or plasma 
medicine [28] where mechanistic understanding of the com-
plex surface effects of NEP is generally limited. On the other 
hand, recent advances in the use of ML and deep learning for 
predicting radiation therapy outcomes in radiation oncology 
can guide the development of appropriate ML tools for mod-
eling and quantification of plasma dose in plasma medicine 
[29–31]. Plasma dose modeling is an important step toward 
personalization of plasma dose prescription and control of 
a patient’s response in plasma medicine. Some of the main 
input features that can be incorporated into a plasma dose 
model for predicting the treatment outcome include clinical 
features such as patient information, treatment features such 
as the spatio-tempo distribution of the chemical, physical, and 
electrical effects of the plasma delivered to the target, molecu-
lar features such as those pertaining to the cellular biochemis-
try in the target, and imaging features such as size and volume 
of the target.

Machine learning for diagnostics of NEP

Direct and quantitative diagnosis of NEPs generally poses 
a significant challenge. Quantitative diagnostic techniques 
such as laser-induced fluorescence, mass spectrometry, or 
spontaneous Raman scattering commonly require sophisti-
cated instrumentation and specialized experimental configu-
rations that can restrict the operational flexibility of NEPs 
[33–35]. On the other hand, relatively inexpensive, simple, 
and easy-to-implement NEP diagnostics such as optical and 
electro-acoustic emission spectroscopy can contain a wealth 
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of implicit information about the plasma characteristics  
[36, 37]. However, the information is often indirect, and 
generally requires computationally expensive analysis using 
physics-based models to extract physical quantities, e.g. gas 
temper ature or concentration of reactive species [38].

Multivariate analysis techniques have been widely applied 
for process diagnostics in low-pressure plasma process-
ing [24, 39, 40] and more recently in magnetically confined 
plasma fusion reactors [41, 42], but much remains to be done 
to more fully utilize ML for real-time and quantitative diag-
nosis of NEPs. A promising application of ML is inference of 
plasma characteristics from spectral information. Supervised 
learning methods as simple as linear regression can aid in 
inferring plasma properties such as neutral species rotational 

and vibrational temperature from raw optical emission spectr-
oscopy data [6]. Such approaches can be viable alternatives to 
offline analysis of spectral data using more complex spectro-
scopic analysis models, and in turn enable rapid and real-time 
plasma diagnostics. Additionally, recording and analyzing the 
entire spectrum acquired from spectroscopy may be unneces-
sary and computationally expensive. Unsupervised learning 
methods for dimension reduction and multivariate analysis 
have proven useful for extracting latent information from 
spectral data, for example, using principle component analy-
sis. Successful applications of unsupervised learning include 
identifying correlations between optical emission peaks and 
electrical properties or the estimated electron density of 
the plasma to investigate the discharge chemistry [10], and 

Figure 1. Supervised learning enables construction of computationally efficient surrogate models from theoretical simulation data for 
multiscale modeling of plasma-surface interactions across multiple length- and time-scales. Here, artificial neural networks were used to 
develop a plasma–surface interface model for a plasma sputtering process. The interface model was used for predicting the energetic and 
angular distribution of surface species ejected into the plasma as a function of energy distributions of incident species. Accordingly, the 
interface model allowed for predicting the inflow of particles in the gas-phase model. The plot on the left depicts the predicted sputter yield 
(Al/Ti) and reflection coefficient (Ar) by the artificial neural network as a function of incident projectile energy. Reproduced from [7]. © 
IOP Publishing Ltd. All rights reserved.

Figure 2. Supervised learning enables construction of nonlinear, multidimensional functional relationships between inputs and outputs of 
a complex system from experimental data, without prior assumptions about the nature of the relationships. Here, artificial neural networks 
were used to develop a data-driven model for predicting in-flight particle characteristics of an atmospheric plasma spray process for 
coating applications. The input–output model allowed for systematic analysis of the interdependencies and individual effects of the process 
parameters on the in-flight particle characteristics. Reprinted from [22], Copyright 2011, with permission from Elsevier.

J. Phys. D: Appl. Phys. 52 (2019) 30LT02
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establishing the principal characteristic peaks of secondary 
ion mass spectroscopy to characterize the plasma-induced 
surface effects [43].

Machine learning also holds promise for inference of phys-
ical and chemical properties of complex surfaces interacting 
with NEPs that are often impractical to measure in real-time. 
There is generally an intricate interplay between the plasma 
characteristics and surface properties. Supervised learning 
would allow for deciphering the latent information of NEP 
diagnostics to detect and monitor variations in the chemical, 
electrical, or mechanical state of a surface. Time-evolution 
of the optical emission of NEP has been shown to provide 
useful information about surface properties [6, 44]. In [32], a 
multi-class support vector machine is trained for classification 
of differences in the chemical composition of different tissue 
types based on high-resolution optical emission of the plasma; 
see figure  3. Leveraging the fact that the emission of trace 
elements affects the tissue spectra, it is shown that the classifi-
cation algorithm enables in situ differentiation of tumor from 
healthy tissue in real-time. Furthermore, unsupervised learn-
ing such as clustering of optical emission spectra may prove 
useful for detection of discrete surface changes, for example, 
in NEP processing of complex surfaces with highly nonuni-
form and heterogeneous electrical or thermal properties [6]; 
see figure 4.

Real-time process monitoring is another area where ML can 
play a pivotal role. For example, process monitoring can be 
important in detecting if the plasma has drifted from its proper 
operating regime. Reproducible operation of NEPs is generally 
susceptible to the intrinsic variability of plasma characteristics 
(e.g. due to long timescale drifts, or sharp spatial gradients in 
temperature and species concentrations) and high sensitivity 
to external disturbances (e.g. ambient humidity or temperature 
in atmospheric-pressure plasmas) [45]. Such variabilities in 
the NEP can be significantly aggravated when the plasma is 
brought in contact with a complex surface. Process monitoring 

is crucial for timely detection of abnormal drifts and abrupt 
changes in the plasma characteristics such as a glow-arc trans-
ition. Successful monitoring relies on the ability to identify 
latent trends and correlations in information-rich data such as 
optical emission spectra, current–voltage signals, or electro-
acoustic emission measurements. ML has shown promise for 
developing data analytics capabilities that can decipher the 
latent information of on-line measurements to facilitate real-
time diagnosis of plasma properties such as dissipated power, 
flow modes, and plasma mode transitions [6, 46–48]. Real-time 
process monitoring is indispensable for mitigating undesirable 
drifts or shifts in plasma properties and induced surface effects. 
Actively responding to these operational challenges requires 
real-time plasma process control [49].

Figure 3. Supervised learning enables use of plasma diagnostics for inference of physical and chemical properties of complex surfaces 
interacting with the plasma in real-time. Here, a multi-class support vector machine was used to classify differences in the chemical composition 
of different tissue types based on high-resolution optical emission spectroscopy. Linear discriminant (LD) analysis was used to qualitatively 
visualize the classification results of tissue differentiation in low-dimension. Each point corresponds to a single optical emission spectroscopy 
measurement, where the color encodes the histological analysis of the measurement: healthy tissue (red points), clear cell renal cell carcinoma 
(CCRCC, blue points), oncocytomas (brown points), and chromophobe renal cell carcinoma (ChRCC, green points). The analysis indicated 
reliable differentiation between healthy and tumorous tissue in real-time. Reproduced from [32]. © IOP Publishing Ltd. All rights reserved.

Figure 4. Unsupervised learning enables extracting the latent 
information in spectroscopy data for detection of discrete changes 
in properties of surfaces with heterogeneous characteristics. Here, 
k-means clustering was used to cluster the optical emission spectra 
of the second positive transition of N2 obtained from a kHz-excited 
atmospheric pressure plasma jet in He into two classes corresponding 
to the glass and metal target substrates. The centroids—the average 
spectra—allowed for detection of the substrate type in real-time.  
© 2018 IEEE. Reprinted, with permission, from [6].
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Machine learning for process control of NEP

Traditionally, control of NEPs has predominantly relied on 
statistical process control strategies, e.g. as widely adopted 
in semiconductor manufacturing processes [50]. Such control 
strategies are open-loop in nature, where the lack of on-line 
sensing and feedback corrective action can severely compro-
mise the reliability and repeatability of NEPs due to the intrin-
sic plasma variabilities and external disturbances. It has been 
shown that model-based feedback control strategies are essen-
tial for repeatable and effective operation of NEPs, especially 
in safety-critical and high-performance applications [49, 51–
55]. Some of the main challenges in feedback control of NEPs 
arise from (i) the complex, nonlinear interactions between 
multiple input and multiple output variables of a plasma dis-
charge, (ii) the need to constrain the plasma properties such 
as voltage-current characteristics within admissible limits to 
circumvent undesirable phenomena such as mode transitions 
or adverse plasma-induced surface effects, and (iii) the need 
to maintain the proper synergy between the chemical, physi-
cal, and electrical effects of NEPs that interact with complex 
surfaces [54].

While it remains a significant challenge to derive physics-
based models for NEPs that are adequately accurate and com-
putationally efficient for process control applications, ML has 
shown promise for obtaining quantitative input–output mod-
els that are amenable to real-time computations. Unsupervised 
learning can be useful for obtaining low-dimensional, mul-
tivariable descriptions of NEP dynamics over prespecified 
operating windows of a process [45]; see figure  5. On the 
other hand, supervised learning, in particular neural networks, 
has emerged as a powerful means of modeling input–output 

mappings that have nonlinear character [56, 57]. The inherent 
ability of neural networks to learn complex mappings as well 
as the relative ease with which neural networks can be trained 

Figure 5. Unsupervised learning enables deriving low-dimensional, multivariable models of NEP dynamics for plasma process control 
over prespecified operating regimes. Here, the canonical variate analysis method was used to obtain a linear state-space model of the 
dynamics of a kHz-excited atmospheric pressure plasma jet in He targeted at a dielectric surface from input–output data. The process model 
was then applied to design proportional-integral (PI) control and model predictive control (MPC) strategies for the jet. The closed-loop 
control experiments showed the effectiveness of using model-based feedback control for setpoint tracking in the presence of a temporary 
step change of magnitude 2 mm in the device tip-to-surface separation distance ∆dsep. (a) Process outputs—maximum surface temperature 
T and total optical intensity of plasma I at the surface. (b) Manipulated process inputs—peak-to-peak voltage Vp2p, frequency of excitation 
f, and He mass flow rate q. © 2018 IEEE. Reprinted, with permission, from [45].

Figure 6. Reinforcement learning enables combining on-line 
learning and feedback control policy design for NEP applications 
subject to unknown variations in their behavior. Here, a 
reinforcement learning algorithm was trained using data from a 
kHz-excited atmospheric pressure plasma jet in He targeted at a 
dielectric surface. The goal was to maintain the maximum surface 
temperature (Tmax) constant in the presence of step changes in the 
device tip-to-surface separation distance dsep by manipulating the 
plasma power P. Real-time control experiments showed that the 
reinforcement learning algorithm was able to rapidly recover and 
maintain the maximum surface temperature at its desired setpoint 
after each step change in the device tip-to-surface separation 
distance. Adapted from [62].

J. Phys. D: Appl. Phys. 52 (2019) 30LT02
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and adapted is likely to make them well-suited for nonlinear 
model-based control of NEPs. Model-based control strategies 
critically depend on accurate representations of the process 
dynamics. Neural networks can learn system responses from 
experimental data without prior knowledge of the system 
dynamics. This feature is especially useful when the funda-
mental understanding of the intricate interactions between the 
plasma and a complex surface is limited. Additionally, neural 
networks have the ability to deduce relationships from incom-
plete information, which can improve their tolerance to noisy 
or incomplete data. The availability of reliable models for 
describing NEP dynamics can pave the way for the widespread 
use of model-based control and optimization frameworks for 
controlling the synergistic effects of mass-momentum-energy 
exchange in various NEP applications [58]. Model-based 
feedback controllers can systematically accommodate the 
multivariable and nonlinear nature of plasma/plasma-surface 
dynamics, constraints on plasma variables that enforce vari-
ous safety or performance requirements, and multiple, pos-
sibly conflicting, control objectives related to plasma-induced 
effects [49, 54].

Learning-based methods in control and artificial intel-
ligence present another promising research area for NEP 
applications with complex dynamics and hard-to-model phe-
nomena, where model-based control strategies with no on-
line learning capability may have limited effectiveness [59]. 
In addition to alleviating the need for significant modeling 
and system identification effort, learning-based control can 
enable correction in anticipation of repeatable phenomena or 
external disturbances that cannot be modeled a priori; see fig-
ure 6. Reinforcement learning combines on-line learning and 
feedback policy design into a unified framework that provides 
a ‘self-optimizing’ feature via systematically balancing explo-
ration (i.e. learning) and exploitation (i.e. feedback control) 
of an uncertain system [11, 60]. The advent of deep neural 
network architectures has transformed reinforcement learning 
applications by significantly increasing their real-time learn-
ing capabilities. Deep reinforcement learning has generated 
a considerable amount of excitement in the research commu-
nity, especially in robotics applications with complex dynam-
ics and uncertain environments [12, 61]. Such learning-based 
control approaches can potentially transform the way NEPs 
are operated today, especially when the plasma interacts with 

complex surfaces with time-varying and uncertain character-
istics that in turn would lead to unpredictable plasma behav-
ior and surface responses. Learning-based process control 
and artificial intelligence may become a critical component 
of future NEP applications, toward enhancing their reliability, 
flexibility, and effectiveness.

Concluding remarks

Table 1 summarizes our perspectives on some of the main areas 
where ML holds promise for transforming the current practice 
in modeling, diagnostics, and control of NEPs. Furthermore, 
ML and artificial intelligence may enable the development of 
modeling and simulation frameworks for NEPs that are self-
aware and self-correcting; ideally, computer programs that are 
lifelong and never-ending learners [2, 63]. The availability of 
easy-to-use and open-source software such as TensorFlow, R, 
and scikit-learn is expected to accelerate widespread use of ML 
for NEP applications. Yet, developing reliable ML algorithms 
that generalize beyond their training data would depend on 
several critical issues, including: (i) systematic validation and 
cross-validation on independent datasets to avoid overfitting a 
model; (ii) use of some level of system knowledge or assump-
tions to improve the generalizability of a model beyond train-
ing data; (iii) selection of relevant input features to improve 
prediction accuracy and reduce computational cost of a 
model; and (iv) training and testing model ensembles, instead 
of a single model, to enhance reliability of predictions [64]. 
The field of ML is rapidly expanding, often via the invention 
of new ML problem formalizations that are driven by practical 
applications. The complex characteristics of NEPs, especially 
when interacting with complex surfaces in applications such 
as plasma catalysis or plasma medicine, may present unique 
challenges to the state-of-the-art ML methods and, thus, are 
expected to lead to development of specialized ML formal-
izations for NEPs. In our view, the paradigm of probabilistic 
or Bayesian ML, which enables quantifying and manipulat-
ing uncertainty about models and predictions [65], can play a 
central role in future developments of scientific data analysis 
and ML for NEPs. We envision that ML will become indis-
pensable for addressing major science and technological chal-
lenges in NEPs in the years ahead.

Table 1. An overview of potential applications of ML for modeling, diagnostics, and control of NEPs.

Supervised learning
(e.g. regression, neural networks, kriging,  
support vector machines)

Unsupervised learning
(e.g. clustering, dimension  
reduction) Reinforcement learning

Predictive modeling Learning nonlinear mappings for plasma- 
surface interactions [4, 22], learning inexpensive 
surrogate models from theoretical simulation 
data [7], plasma dose quantification

Selection of relevant input  
features for building simpler  
models from data [5]

Diagnostics Inference of plasma and surface properties  
from spectral data [6, 10, 32],

Extraction of latent information 
from measurements [46–48],

Detection of abnormal drifts and variabilities [6]
Process control Learning multivariable input–output mappings of process dynamics for model-based 

control [45, 56, 57]
Learning-based control

J. Phys. D: Appl. Phys. 52 (2019) 30LT02



8

ORCID iDs

Ali Mesbah  https://orcid.org/0000-0002-1700-0600
David B Graves  https://orcid.org/0000-0002-2288-6768

References

	 [1]	 Mitchell T 1997 Machine Learning (New York: McGraw-Hill)
	 [2]	 Jordan M I and Mitchell T M 2015 Machine learning: trends, 

perspectives, and prospects Science 349 255–60
	 [3]	 Hastie T, Tibshirani R and Friedman J 2011 The Elements 

of Statistical Learning: Data Mining, Inference, and 
Prediction (New York: Springer)

	 [4]	 Guessasma S, Montavon G and Coddet C 2004 Modeling 
of the APS plasma spray process using artificial neural 
networks: basis, requirements and an example Comput. 
Mater. Sci. 29 315–33

	 [5]	 Jelil R A, Zeng X, Koehl L and Perwuelz A 2013 Modeling 
plasma surface modification of textile fabrics using artificial 
neural networks Eng. Appl. Artif. Intell. 26 1854–64

	 [6]	 Gidon D, Pei X, Bonzanini A D, Graves D B and Mesbah A 
2019 Machine learning for real-time diagnostics of 
cold atmospheric plasma sources IEEE Trans. Radiat. 
Plasma Med. Sci. accepted (https://doi.org/10.1109/
TRPMS.2019.2910220)

	 [7]	 Krüger F, Gergs T and Trieschmann J 2019 Machine learning 
plasma-surface interface for coupling sputtering and gas-
phase transport simulations Plasma Sources Sci. Technol. 
82 035002

	 [8]	 Bishop C 2006 Pattern Recognition and Machine Learning 
(Singapore: Springer)

	 [9]	 Schmidhuber J 2015 Deep learning in neural networks: an 
overview Neural Netw. 61 85–117

	[10]	 O’Connor N, Milosavljević V and Daniels S 2011 
Development of a real time monitor and multivariate 
method for long term diagnostics of atmospheric pressure 
dielectric barrier discharges: application to He, He/N2, and 
He/O2 discharges Rev. Sci. Instrum. 82 083501

	[11]	 Sutton R S and Barto A G 2018 Reinforcement Learning: an 
Introduction (Cambridge, MA: MIT Press)

	[12]	 Mnih V et al 2015 Human-level control through deep 
reinforcement learning Nature 518 529–33

	[13]	 Georghiou G E, Papadakis A P, Morrow R and Metaxas A C 
2005 Numerical modelling of atmospheric pressure gas 
discharges leading to plasma production J. Phys. D: Appl. 
Phys. 38 R303–28

	[14]	 Sakiyama Y and Graves D B 2006 Finite element analysis of 
an atmospheric pressure RF-excited plasma needle J. Phys. 
D: Appl. Phys. 39 3451–56

	[15]	 Van Dijk J, Kroesen G M W and Bogaerts A 2009 Plasma 
modelling and numerical simulation J. Phys. D: Appl. Phys. 
42 190301

	[16]	 Lee H W, Park G Y, Seo Y S, Im Y H, Shim S B and Lee H J 
2011 Modelling of atmospheric pressure plasmas for 
biomedical applications J. Phys. D: Appl. Phys.  
44 053001

	[17]	 Bhoj A N and Kushner M J 2006 Multi-scale simulation 
of functionalization of rough polymer surfaces using 
atmospheric pressure plasmas J. Phys. D: Appl. Phys. 
39 1594

	[18]	 Forrester A, Sobester A and Keane A 2008 Engineering 
Design via Surrogate Modelling: a Practical Guide 
(New York: Wiley)

	[19]	 Renardy M, Yi T-M, Xiu D and Chou C-S 2018 Parameter 
uncertainty quantification using surrogate models applied to 
a spatial model of yeast mating polarization PLoS Comput. 
Biol. 14 e1006181

	[20]	 Ulissi Z W, Medford A J, Bligaard T and Nørskov J K 2017 To 
address surface reaction network complexity using scaling 
relations machine learning and DFT calculations Nat. 
Commun. 8 14621

	[21]	 Gorissen D, Couckuyt I, Demeester P, Dhaene T and 
Crombecq K 2010 A surrogate modeling and adaptive 
sampling toolbox for computer based design J. Mach. 
Learn. Res. 11 2051–5

	[22]	 Choudhury T A, Hosseinzadeh N and Berndt C C 2011 
Artificial neural network application for predicting in-flight 
particle characteristics of an atmospheric plasma spray 
process Surf. Coat. Technol. 205 4886–95

	[23]	 Kim B and May G S 1994 An optimal neural network process 
model for plasma etching IEEE Trans. Semicond. Manuf. 
7 12–21

	[24]	 Hong S J, May G S and Park D-C 2003 Neural network 
modeling of reactive ion etching using optical emission 
spectroscopy data IEEE Trans. Semicond. Manuf. 
16 598–608

	[25]	 Han S S, Ceiler M, Bidstrup S A, Kohl P and May G 1994 
Modeling the properties of PECVD silicon dioxide films 
using optimized back-propagation neural networks IEEE 
Trans. Compon. Packag. Manuf. Technol. A 17 174–82

	[26]	 Pakseresht A H, Ghasali E, Nejati M, Shirvanimoghaddam K, 
Javadi A H and Teimouri R 2015 Development empirical-
intelligent relationship between plasma spray parameters 
and coating performance of yttria-stabilized zirconia Int. J. 
Adv. Manuf. Technol. 76 1031–45

	[27]	 Neyts E C, Ostrikov K, Sunkara M K and Bogaerts A 2015 
Plasma catalysis: synergistic effects at the nanoscale Chem. 
Rev. 115 13408–46

	[28]	 Stoffels E, Sakiyama Y and Graves D B 2008 Cold 
atmospheric plasma: charged species and their interactions 
with cells and tissues IEEE Trans. Plasma Sci. 36 1441–57

	[29]	 Lambin P et al 2013 Predicting outcomes in radiation 
oncology-multifactorial decision support systems Nat. Rev. 
Clin. Oncol. 10 27–40

	[30]	 Kang J, Schwartz R, Flickinger J and Beriwal S 2015 Machine 
learning approaches for predicting radiation therapy 
outcomes: a clinician’s perspective Int. J. Radiat. Oncol. 
Biol. Phys. 93 1127–35

	[31]	 Bibault J-E, Giraud P and Burgun A 2016 Big data and 
machine learning in radiation oncology: state of the art and 
future prospects Cancer Lett. 382 110–7

	[32]	 Bürger I et al 2016 Tissue differentiation by means of 
high resolution optical emission spectroscopy during 
electrosurgical intervention J. Phys. D: Appl. Phys. 
50 035401

	[33]	 Döbele H F, Mosbach T, Niemi K and Schulz-Von Der 
Gathen V 2005 Laser-induced fluorescence measurements 
of absolute atomic densities: concepts and limitations 
Plasma Sources Sci. Technol. 14 S31–41

	[34]	 Große-Kreul S, Hübner S, Schneider S, Ellerweg D, 
Von Keudell A, Matejčík S and Benedikt J 2015 Mass 
spectrometry of atmospheric pressure plasmas Plasma 
Sources Sci. Technol. 24 044008

	[35]	 Lo A, Cléon G, Vervisch P and Cessou A 2012 Spontaneous 
Raman scattering: a useful tool for investigating the after 
glow of nanosecond scale discharges in air Appl. Phys. B 
107 229–42

	[36]	 Laux C O, Spence T G, Kruger C H and Zare R N 2003 
Optical diagnostics of atmospheric pressure air plasmas 
Plasma Sources Sci. Technol. 12 125–38

	[37]	 Law V J, O’Neill F T and Dowling D P 2011 Evaluation of 
the sensitivity of electro-acoustic measurements for process 
monitoring and control of an atmospheric pressure plasma 
jet system Plasma Sources Sci. Technol. 20 035024

	[38]	 Bruggeman P J, Sadeghi N, Schram D C and Linss V 2014 
Gas temperature determination from rotational lines in 

J. Phys. D: Appl. Phys. 52 (2019) 30LT02

https://orcid.org/0000-0002-1700-0600
https://orcid.org/0000-0002-1700-0600
https://orcid.org/0000-0002-2288-6768
https://orcid.org/0000-0002-2288-6768
https://doi.org/10.1126/science.aaa8415
https://doi.org/10.1126/science.aaa8415
https://doi.org/10.1126/science.aaa8415
https://doi.org/10.1016/j.commatsci.2003.10.007
https://doi.org/10.1016/j.commatsci.2003.10.007
https://doi.org/10.1016/j.commatsci.2003.10.007
https://doi.org/10.1016/j.engappai.2013.03.015
https://doi.org/10.1016/j.engappai.2013.03.015
https://doi.org/10.1016/j.engappai.2013.03.015
https://doi.org/10.1109/TRPMS.2019.2910220
https://doi.org/10.1109/TRPMS.2019.2910220
https://doi.org/10.1088/1361-6595/ab0246
https://doi.org/10.1088/1361-6595/ab0246
https://doi.org/10.1016/j.neunet.2014.09.003
https://doi.org/10.1016/j.neunet.2014.09.003
https://doi.org/10.1016/j.neunet.2014.09.003
https://doi.org/10.1063/1.3624743
https://doi.org/10.1063/1.3624743
https://doi.org/10.1038/nature14236
https://doi.org/10.1038/nature14236
https://doi.org/10.1038/nature14236
https://doi.org/10.1088/0022-3727/38/20/R01
https://doi.org/10.1088/0022-3727/38/20/R01
https://doi.org/10.1088/0022-3727/38/20/R01
https://doi.org/10.1088/0022-3727/39/16/S01
https://doi.org/10.1088/0022-3727/39/16/S01
https://doi.org/10.1088/0022-3727/39/16/S01
https://doi.org/10.1088/0022-3727/42/19/190301
https://doi.org/10.1088/0022-3727/42/19/190301
https://doi.org/10.1088/0022-3727/44/5/053001
https://doi.org/10.1088/0022-3727/44/5/053001
https://doi.org/10.1088/0022-3727/39/8/018
https://doi.org/10.1088/0022-3727/39/8/018
https://doi.org/10.1371/journal.pcbi.1006181
https://doi.org/10.1371/journal.pcbi.1006181
https://doi.org/10.1038/ncomms14621
https://doi.org/10.1038/ncomms14621
https://doi.org/10.1016/j.surfcoat.2011.04.099
https://doi.org/10.1016/j.surfcoat.2011.04.099
https://doi.org/10.1016/j.surfcoat.2011.04.099
https://doi.org/10.1109/66.286829
https://doi.org/10.1109/66.286829
https://doi.org/10.1109/66.286829
https://doi.org/10.1109/TSM.2003.818976
https://doi.org/10.1109/TSM.2003.818976
https://doi.org/10.1109/TSM.2003.818976
https://doi.org/10.1109/95.296398
https://doi.org/10.1109/95.296398
https://doi.org/10.1109/95.296398
https://doi.org/10.1007/s00170-014-6212-x
https://doi.org/10.1007/s00170-014-6212-x
https://doi.org/10.1007/s00170-014-6212-x
https://doi.org/10.1021/acs.chemrev.5b00362
https://doi.org/10.1021/acs.chemrev.5b00362
https://doi.org/10.1021/acs.chemrev.5b00362
https://doi.org/10.1109/TPS.2008.2001084
https://doi.org/10.1109/TPS.2008.2001084
https://doi.org/10.1109/TPS.2008.2001084
https://doi.org/10.1038/nrclinonc.2012.196
https://doi.org/10.1038/nrclinonc.2012.196
https://doi.org/10.1038/nrclinonc.2012.196
https://doi.org/10.1016/j.ijrobp.2015.07.2286
https://doi.org/10.1016/j.ijrobp.2015.07.2286
https://doi.org/10.1016/j.ijrobp.2015.07.2286
https://doi.org/10.1016/j.canlet.2016.05.033
https://doi.org/10.1016/j.canlet.2016.05.033
https://doi.org/10.1016/j.canlet.2016.05.033
https://doi.org/10.1088/1361-6463/aa4ed3
https://doi.org/10.1088/1361-6463/aa4ed3
https://doi.org/10.1088/0963-0252/14/2/S05
https://doi.org/10.1088/0963-0252/14/2/S05
https://doi.org/10.1088/0963-0252/14/2/S05
https://doi.org/10.1088/0963-0252/24/4/044008
https://doi.org/10.1088/0963-0252/24/4/044008
https://doi.org/10.1007/s00340-012-4874-3
https://doi.org/10.1007/s00340-012-4874-3
https://doi.org/10.1007/s00340-012-4874-3
https://doi.org/10.1088/0963-0252/12/2/301
https://doi.org/10.1088/0963-0252/12/2/301
https://doi.org/10.1088/0963-0252/12/2/301
https://doi.org/10.1088/0963-0252/20/3/035024
https://doi.org/10.1088/0963-0252/20/3/035024


9

non-equilibrium plasmas: a review Plasma Sources Sci. 
Technol. 23 023001

	[39]	 Shadmehr R, Angell D, Chou P B, Oehrlein G S and Jaffe R S 
1992 Principal component analysis of optical emission 
spectroscopy and mass spectrometry: application to 
reactive ion etch process parameter estimation using neural 
networks J. Electrochem. Soc. 139 907–14

	[40]	 Das S, Das D P, Sarangi C K and Bhoi B 2018 Estimation of 
hydrogen flow rate in atmospheric Ar: H2 plasma by using 
artificial neural network Neural Comput. Appl. accepted 
(https://doi.org/10.1007/s00521-018-3674-z)

	[41]	 González S, Vega J, Murari A, Pereira A, Ramírez J M, 
Dormido-Canto S and Contributors J-E 2010 Support vector 
machine-based feature extractor for L/H transitions in JET 
Rev. Sci. Instrum. 81 10E123

	[42]	 Sharma P, Jain S, Jain V, Ranjan S, Manchanda R, Raju D, 
Ghosh J and Tanna R L 2018 A proposed method for 
disruption classification in tokamak using convolutional 
neural network Towards Extensible and Adaptable Methods 
in Computing (Berlin: Springer) pp 179–93

	[43]	 Trindade G F, Williams D F, Abel M-L and Watts J F 2018 
Analysis of atmospheric plasma-treated polypropylene by 
large area ToF-SIMS imaging and NMF Surf. Interface 
Anal. 50 1180–6

	[44]	 Spether D et al 2015 Real-time tissue differentiation based on 
optical emission spectroscopy for guided electrosurgical 
tumor resection Biomed. Opt. Express 6 1419–28

	[45]	 Gidon D, Curtis B, Paulson J A, Graves D B and Mesbah A 
2018 Model-based feedback control of a kHz-excited 
atmospheric pressure plasma jet IEEE Trans. Radiat. 
Plasma Med. Sci. 2 129–37

	[46]	 Law V J, Neill F T O, Dowling D P, Walsh J L, Iza F and 
Janson N B 2011 Decoding of atmospheric pressure plasma 
emission signals for process control Chaotic Model. Simul. 
1 69–76

	[47]	 O’Connor N and Daniels S 2011 Passive acoustic diagnostics 
of an atmospheric pressure linear field jet including analysis 
in the time-frequency domain J. Appl. Phys. 110 013308

	[48]	 Walsh J L, Iza F, Janson N B, Law V J and Kong M G 2010 
Three distinct modes in a cold atmospheric pressure plasma 
jet J. Phys. D: Appl. Phys. 43 075201

	[49]	 Gidon D, Graves D B and Mesbah A 2019 Spatial thermal 
dose delivery in atmospheric pressure plasma jets Plasma 
Sources Sci. Technol. 28 025006

	[50]	 May G S and Spanos C J 2006 Fundamentals of 
Semiconductor Manufacturing and Process Control 
(Hoboken, NJ: Wiley)

	[51]	 Hankinson M, Vincent T, Irani K B and Khargonekar P P 
1997 Integrated real-time and run-to-run control of etch 

depth in reactive ion etching IEEE Trans. Semicond. Manuf. 
10 121–30

	[52]	 Edgar T F, Butler S W, Campbell W J, Pfeiffer C, Bode C, 
Hwang S B, Balakrishnan K S and Hahn J 2000 Automatic 
control in microelectronics manufacturing: practices, 
challenges, and possibilities Automatica 36 1567–603

	[53]	 Ringwood J V, Lynn S, Bacelli G, Ma B, Ragnoli E and 
McLoone S 2010 Estimation and control in semiconductor 
etch: practice and possibilities IEEE Trans. Semicond. 
Manuf. 23 87–98

	[54]	 Gidon D, Graves D B and Mesbah A 2017 Effective dose 
delivery in atmospheric pressure plasma jets for plasma 
medicine: a model predictive control approach Plasma 
Sources Sci. Technol. 26 85005–19

	[55]	 Lyu Y, Lin L, Gjika E, Lee T and Keidar M 2019 
Mathematical modeling and control for cancer treatment 
with cold atmospheric plasma jet J. Phys. D: Appl. Phys. 
52 185202

	[56]	 Stokes D and May G S 2000 Real-time control of reactive 
ion etching using neural networks IEEE Trans. Semicond. 
Manuf. 13 469–80

	[57]	 Kanta A-F, Montavon G, Planche M-P and Coddet C 
2007 Plasma spray process on-line control by artificial 
intelligence methodology Adv. Eng. Mater. 9 105–13

	[58]	 Li H, Ostrikov K K and Sun W 2018 The energy tree: non-
equilibrium energy transfer in collision-dominated plasmas 
Phys. Rep. 770–2 1–45

	[59]	 Coates A, Abbeel P and Ng A Y 2008 Learning for control 
from multiple demonstrations Proc. of the 25th Int. Conf. on 
Machine Learning pp 144–51

	[60]	 Lee J H, Shin J and Realff M J 2018 Machine learning: 
overview of the recent progresses and implications for the 
process systems engineering field Comput. Chem. Eng. 
114 111–21

	[61]	 Gu S, Holly E, Lillicrap T and Levine S 2017 Deep 
reinforcement learning for robotic manipulation with 
asynchronous off-policy updates Proc. of the IEEE Int. 
Conf. on Robotics and Automation pp 3389–96

	[62]	Witman M, Gidon D, Graves D, Mesbah A and Smit B 
2019 Sim-to-real transfer reinforcement learning for 
control of thermal effects of an atmospheric pressure 
plasma jets (in preparation)

	[63]	 Adamovich I et al 2017 The 2017 plasma roadmap: low 
temperature plasma science and technology J. Phys. D: 
Appl. Phys. 50 323001

	[64]	 Domingos P 2012 A few useful things to know about machine 
learning Commun. ACM 55 78–87

	[65]	 Ghahramani Z 2015 Probabilistic machine learning and 
artificial intelligence Nature 521 452–9

J. Phys. D: Appl. Phys. 52 (2019) 30LT02

https://doi.org/10.1088/0963-0252/23/2/023001
https://doi.org/10.1088/0963-0252/23/2/023001
https://doi.org/10.1149/1.2069323
https://doi.org/10.1149/1.2069323
https://doi.org/10.1149/1.2069323
https://doi.org/10.1007/s00521-018-3674-z
https://doi.org/10.1063/1.3502327
https://doi.org/10.1063/1.3502327
https://doi.org/10.1002/sia.6378
https://doi.org/10.1002/sia.6378
https://doi.org/10.1002/sia.6378
https://doi.org/10.1364/BOE.6.001419
https://doi.org/10.1364/BOE.6.001419
https://doi.org/10.1364/BOE.6.001419
https://doi.org/10.1109/TRPMS.2017.2764629
https://doi.org/10.1109/TRPMS.2017.2764629
https://doi.org/10.1109/TRPMS.2017.2764629
https://doi.org/10.1063/1.3587225
https://doi.org/10.1063/1.3587225
https://doi.org/10.1088/0022-3727/43/7/075201
https://doi.org/10.1088/0022-3727/43/7/075201
https://doi.org/10.1088/1361-6595/aafff6
https://doi.org/10.1088/1361-6595/aafff6
https://doi.org/10.1109/66.554497
https://doi.org/10.1109/66.554497
https://doi.org/10.1109/66.554497
https://doi.org/10.1016/S0005-1098(00)00084-4
https://doi.org/10.1016/S0005-1098(00)00084-4
https://doi.org/10.1016/S0005-1098(00)00084-4
https://doi.org/10.1109/TSM.2009.2039250
https://doi.org/10.1109/TSM.2009.2039250
https://doi.org/10.1109/TSM.2009.2039250
https://doi.org/10.1088/1361-6595/aa7c5d
https://doi.org/10.1088/1361-6595/aa7c5d
https://doi.org/10.1088/1361-6595/aa7c5d
https://doi.org/10.1088/1361-6463/ab061d
https://doi.org/10.1088/1361-6463/ab061d
https://doi.org/10.1109/66.892633
https://doi.org/10.1109/66.892633
https://doi.org/10.1109/66.892633
https://doi.org/10.1002/adem.200600215
https://doi.org/10.1002/adem.200600215
https://doi.org/10.1002/adem.200600215
https://doi.org/10.1016/j.physrep.2018.08.002
https://doi.org/10.1016/j.physrep.2018.08.002
https://doi.org/10.1016/j.physrep.2018.08.002
https://doi.org/10.1016/j.physrep.2018.08.002
https://doi.org/10.1016/j.compchemeng.2017.10.008
https://doi.org/10.1016/j.compchemeng.2017.10.008
https://doi.org/10.1016/j.compchemeng.2017.10.008
https://doi.org/10.1088/1361-6463/aa76f5
https://doi.org/10.1088/1361-6463/aa76f5
https://doi.org/10.1145/2347736.2347755
https://doi.org/10.1145/2347736.2347755
https://doi.org/10.1145/2347736.2347755
https://doi.org/10.1038/nature14541
https://doi.org/10.1038/nature14541
https://doi.org/10.1038/nature14541

	Machine learning for modeling, diagnostics, and control of non-equilibrium plasmas
	Abstract
	Machine learning
	Machine learning for modeling and simulation 
of NEP
	Machine learning for diagnostics of NEP
	Machine learning for process control of NEP
	Concluding remarks
	ORCID iDs
	References




