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Abstract

A Collection of Results on Nonlinear Dispersive Equations, Banach Lattices and Phase

Retrieval

by

Mitchell A. Taylor

Doctor of Philosophy in Mathematics

University of California, Berkeley

Professor Daniel Tataru, Chair

This thesis collects various linear and nonlinear techniques developed by the author and his

collaborators to attack problems in Function Space Theory, Phase Retrieval and PDE. The

thesis begins with an analysis of the generalized derivative nonlinear Schrödinger equation i∂tu+ ∂2xu = i|u|2σ∂xu,

u(0) = u0.
(gDNLS)

This is a canonical model of a quasilinear dispersive PDE, i.e., a dispersive PDE where one

expects continuity but not uniform continuity of the data-to-solution map. As opposed to

the semilinear case where Strichartz and contraction mapping arguments are directly appli-

cable, the well-posedness theory for such quasilinear PDE is largely open. In Chapter 2, we

study (gDNLS) when σ < 1, which is the regime where local well-posedness is hardest to

establish. Our main result establishes global well-posedness in the energy space H1, as long

as σ is not too small.

In Chapter 3 we transition to the water waves problem. That is, we consider the motion

of water when the interface between the water and the air is free to move. In this case, we

do not consider the well-posedness problem, but rather the existence of special solutions.

Our primary interest is in solitary waves, which are waves that travel across the ocean’s
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surface at constant speed while never changing shape. When modelling water waves, the

fundamental physical parameters are the gravity, surface tension, and fluid depth. It is then

an interesting question to identify which combinations of parameters lead to a given physical

phenomenon. For solitary waves in two dimensions, we discuss the complete solution to the

existence/non-existence problem. More specifically, we prove non-existence of solitary waves

when surface tension and depth are arbitrary but gravity is zero, which was the only case

that had not yet yielded a solution.

Chapter 4 is dedicated to the phase retrieval problem; that is, the determination of a func-

tion f up to unavoidable ambiguity from |f |. In a recent article, Calderbank, Daubechies,

Freeman and Freeman dispelled of the prevailing belief that phase retrieval in infinite di-

mensions is inherently unstable. Motivated by this, Chapter 4 contains an extensive study

of the stability of phase retrieval, for both real and complex scalars. In particular, we give

the first construction of an infinite-dimensional subspace E ⊆ L2(µ;C) with the property

that for any f, g ∈ E, if |f | is approximately equal to |g| with respect to the L2 norm, then

there exists a unimodular scalar λ such that f is approximately equal to λg.

Recall that a basis of a Banach space E is a sequence (fn) in E such that every f ∈ E

admits a unique sequence of scalars (an) satisfying f =
∑∞

n=1 anfn. The goal of Chapter 5 is

to study bases (fn) of Lp(R) consisting entirely of non-negative functions. Such non-negative

coordinate systems are of relevance in both Functional Analysis and Applied Mathematics.

However, constructing them is notoriously difficult, as can be extrapolated from the follow-

ing fact: For any non-negative basis (fn) of Lp(R) there exists a permutation σ : N → N
such that (fσ(n)) is not a basis of Lp(R). Overcoming this issue, in Chapter 5 we give the

first construction of a non-negative basis of L2(R).

Chapter 6 is devoted to free Banach lattices. Given a Banach space E, one can generate a

Banach lattice FBL[E] so that every operator T : E → X into a Banach lattice X uniquely

extends to FBL[E] as a lattice homomorphism of the same norm. The correspondence

E 7→ FBL[E] provides an indispensable link between Banach space theory and Banach

lattice theory. In Chapter 6, we give a convenient functional representation of FBL[E] and

its p-convex variants, and then deeply study these spaces. In particular, we study how

properties of an operator T : E → F between Banach spaces transfer to the associated
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lattice homomorphism T : FBL[E] → FBL[F ]. Special consideration is devoted to the case

when the operator T is an isomorphic embedding, which leads us to examine extension

properties of operators into ℓp, and several classical Banach space properties such as being

a G.T. space. A detailed investigation of basic sequences and sublattices of free Banach

lattices is also provided. Among other things, this allows us to settle an a priori unrelated

question, providing the first instance of a subspace of a Banach lattice without bibasic

sequences. Along the way, a dictionary between Banach space properties of E and Banach

lattice properties of FBL[E] is assembled. For example, we characterize the existence of

lattice copies of ℓ1 in FBL[E] and show that FBL[E] has an upper p-estimate if and only if

idE∗ is (q, 1)-summing (1
p

+ 1
q

= 1).



i

To Grandma.



ii

Contents

Contents ii

List of Figures iv

List of Tables v

1 Introduction 1
1.1 Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Derivative nonlinear Schrödinger equations 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Low regularity estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Well-posedness at low regularity . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.5 High regularity estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.6 Well-posedness at high regularity . . . . . . . . . . . . . . . . . . . . . . . . 80
2.7 Global well-posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3 No pure capillary solitary water waves exist in 2D 92
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.2 The equations in Eulerian coordinates . . . . . . . . . . . . . . . . . . . . . . 95
3.3 The equations in holomorphic coordinates . . . . . . . . . . . . . . . . . . . 97
3.4 No solitary waves when only surface tension is present . . . . . . . . . . . . . 103

4 Stable phase retrieval in function spaces 107
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.3 General theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.5 SPR in Lebesgue spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.6 C(K)-spaces with SPR subspaces . . . . . . . . . . . . . . . . . . . . . . . . 143
4.7 Examples of subspaces and subsets doing Hölder stable phase retrieval . . . 150
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Chapter 1

Introduction

The objective of this thesis is to present a variety of linear and nonlinear tools developed

over the past five years to analyze a diverse set of problems in PDE, Functional Analysis,

Harmonic Analysis and Applied Mathematics. The text below is divided into five main

chapters. Each of these chapters analyzes a different problem, though the reader will notice

several overarching themes. Below, we briefly sketch the main topics - detailed introductions

will be given at the the beginning of each chapter. For the most part, the thesis is modular,

and individual chapters can be read in any order. However, some care has been taken to

make the notation consistent. A notable exception is that the symbols Lp and Lp will both

be used to represent the Lebesgue spaces. Generally speaking, Lp is used in PDE contexts,

and Lp in Function Space Theory.

1.1 Overview of the thesis

One of the most fundamental partial differential equations is the nonlinear Schrödinger

equation

i∂tu+ ∆u = ±|u|αu. (1.1.1)

When considering the local theory of (1.1.1), the most important question is to find all s ∈ R
such that (1.1.1) is locally well-posed in the L2-based Sobolev space Hs(Rd). For smooth

nonlinearities (i.e. α ∈ 2N), regularity persists, so that well-posedness in Hs1(Rd) implies

well-posedness in Hs2(Rd) whenever s1 ≤ s2. For this reason, the goal is often to find the

lowest value of s such that (1.1.1) is well-posed in Hs(Rd). An additional benefit of a good

low regularity well-posedness theory is that it often automatically leads to a global result.

Indeed, conservation laws tend to be available in the spaces L2(Rd) and H1(Rd), meaning
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that in subcritical cases, a good local theory in one of these spaces often immediately propa-

gates into global well-posedness. By now, the local theory of (1.1.1) is well understood. The

reader may consult Tao’s book [313] for the classical results.

A natural next step in this direction is to study the generalized derivative nonlinear

Schrödinger equation

i∂tu+ ∂2xu = i|u|2σ∂xu, (1.1.2)

which is the quasilinear cousin of (1.1.1). We refer the reader to the introduction of Chapter

2 for a discussion of the physical scenarios (1.1.2) models, and the remarkably diverse soliton

solutions it possesses.

The derivative in the nonlinearity in (1.1.2) causes major difficulties when considering

local well-posedness, and only the case σ = 1 has a complete theory. This is due to the

fact that when σ = 1 (1.1.2) becomes completely integrable, which allows one to use tools

from this field. For local well-posedness, the analysis of (1.1.2) is most difficult when σ < 1.

A basic reason for this is that when σ < 1 the nonlinearity is extremely rough, and lacks

the decay necessary for global smoothing type estimates. These two features pose consid-

erable difficulty, and rule out the possibility of naively applying standard tools for closing

low-regularity estimates.

When σ < 1, the key threshold for Hs(R) well-posedness of (1.1.2) is s = 1. Indeed,

well-posedness in the energy space H1(R) would have two immediate consequences. First,

it would make the soliton stability results in [232] rigorous, as [232] needs to assume H1(R)

well-posedness to state and prove their results. Secondly, since (1.1.2) is L2-subcritical when

σ < 1, a H1 local well-posedness theory would immediately yield global existence. In Chapter

2, we give the first H1 well-posedness result for (1.1.2) when σ < 1:

Theorem 1.1.1. Let σ ∈ (
√
3
2
, 1). Then (1.1.2) is globally well-posed in H1(R).

Since the introduction of Chapter 2 contains a detailed outline of the proof of Theo-

rem 1.1.1, we will not repeat it here. The restriction σ >
√
3
2

is technical, and comes from

balancing the gains yielded by our paradifferential gauge transformation with the losses in-

curred from the rough nonlinearity. In principle, Theorem 1.1.1 should hold for σ ∈ (1
2
, 1),

but proving this would likely require new tools.



CHAPTER 1. INTRODUCTION 3

Since when σ < 1 the nonlinearity in (1.1.2) is extremely rough, the question of finding

the highest s for which (1.1.2) is well-posed in Hs(R) becomes a relevant issue. In Chapter

2, we also prove well-posedness in Hs(R) for s up to 4σ. This threshold is significant, as the

nonlinearity in (1.1.2) is only C1,2σ−1-Hölder continuous. In other words, the 4σ threshold

is twice as large as a naive energy estimate would suggest. Again, since the introduction

of Chapter 2 contains a detailed sketch of the proof, we will not repeat the main ideas of

the high regularity theorem here. What is worth noting is that - by significantly expanding

upon the ideas in Chapter 2 - Ben Pineau and I recently found the sharp high regularity

well-posedness threshold for (1.1.2). Moreover, our analysis applies equally to (1.1.1), as long

as the power is not too low (α > 1/2 is plenty). This result will appear in a forthcoming work.

In Chapter 3, we consider the existence/non-existence problem for solitary water waves.

Solitary water waves are localized disturbances of a fluid surface which travel at constant

speed and with a fixed profile. Such waves were first observed by Russell in the mid–19th

century [293], and are fundamental features of many water wave models. When modelling

water waves, the fundamental physical parameters are the gravity, surface tension, and fluid

depth. It is then an interesting question to identify which combinations of parameters lead to

a given physical phenomenon. For solitary waves in two dimensions, all possible combinations

had yielded a solution, except one. In Chapter 3, we fill in the missing case. More precisely,

we prove the following theorem:

Theorem 1.1.2. No solitary waves exist in finite depth for the pure capillary irrotational

water wave problem in 2D, even without the assumption that the free surface is a graph.

We note that the non-existence of infinite depth pure capillary irrotational solitary water

waves in 2D was proven in [174]. To explain the proof of the finite depth result stated in

Theorem 1.1.2, we briefly recall the water waves equations. Below, we denote the water

domain at time t by Ω(t) ⊆ Rd, and assume that Ω(t) has a flat finite bottom {y = −h}.

For the sake of simplicity, we let η(x, t) denote the height of the free surface as a function of

the horizontal coordinate, so that

Ω(t) = {(x, y) ∈ Rd : −h < y < η(x, t)}. (1.1.3)

However, we emphasize that in Theorem 1.1.2 we do not need to assume that the free surface

is a graph. This is important, as it is known that periodic pure capillary travelling waves

exist, and that their free surfaces need not be graphs over the horizontal coordinate.
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We denote by u the fluid velocity and by p the pressure. The vector field u solves Euler’s

equations inside Ω(t), 
ut + u · ∇u = −∇p− ged,

div u = 0,

u(0, x) = u0(x),

(1.1.4)

and the bottom boundary is impenetrable:

u · ed = 0 when y = −h. (1.1.5)

On the upper boundary the atmospheric pressure is normalized to zero and we have the

dynamic boundary condition

p = −σH(η) on Γ(t) := {y = η(x)} (1.1.6)

as well as the kinematic boundary condition

∂t + u · ∇ is tangent to
⋃

Γ(t). (1.1.7)

Here g ≥ 0 represents the gravity, σ ≥ 0 represents the surface tension coefficient, and H(η)

is the mean curvature. The kinematic boundary condition requires that the normal velocity

of the free surface be given by v · nΓ(t), with nΓ(t) the outward unit normal to Γ(t); the

dynamic boundary condition represents the balance of forces at the fluid-vacuum interface.

We adhere to the classical assumption that the flow is irrotational, so that we can write

u in terms of a velocity potential ϕ as u = ∇ϕ. It is easy to see that ϕ is a harmonic function

whose normal derivative is zero on the bottom. Thus, ϕ is determined by its trace ψ = ϕ|Γ(t)
on the free boundary Γ(t). A solitary wave is then a solution to the above equations that

decays at infinity, and whose profile is uniformly translating in the horizontal direction with

velocity c, i.e., ϕ(x, y, t) = ϕ0(x−ct, y), η(x, y, t) = η0(x−ct, y), and p(x, y, t) = p0(x−ct, y).

This ansatz leads to a complicated nonlinear elliptic system.

To prove Theorem 1.1.2, three key insights are needed. First, one needs to “flatten” the

domain, and reduce geometry to algebra. Although there are several ways to do this, the

optimal approach is to Riemann map Ω(t) onto the strip {−h < y < 0}. The reason one

does this is because ϕ is harmonic, and conformal maps preserve this key property. However,

note that this forces us to work in two dimensions; no non-existence results are known in
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higher dimensions.

Now that the equations are defined on the strip, and appropriate Laplace equations

are satisfied, one can reduce the problem to the upper boundary. This leads to the so-

called “holomorphic” formulation of the water waves problem. The resulting equations are

highly nonlinear and nonlocal. However, remarkably, the solitary wave ansatz simplifies

these equations dramatically. Indeed, one arrives at the equation

−c
2

2

(Wα +Wα +WαWα)

|1 +Wα|2
+ gℑ(W ) +

iσ

1 +Wα

∂α

(
1 +Wα

|1 +Wα|

)
= 0, (1.1.8)

with W denoting the holomorphic variable, and α the horizontal coordinate.

The next key insight is that when g = 0, (1.1.8) satisfies a Pohozaev-type identity. More

precisely, one begins by justifying a change of variables of the form log(1 +Wα) := U + iV =

U − iThU . Here, Th denotes the Tilbert transform, which encodes that W is holomorphic.

After this, one multiplies the resulting equation by α, and integrates. Eventually, one arrives

at the identity:

2c2
∫
R
(cosh(U) − 1)dα = −h

2

∫
R
(|Uα|2 − |ThUα|2)dα.

By Plancherel,

−h
2

∫
R
(|Uα|2 − |ThUα|2)dα = −h

2

∫
R
|ξ|2|Û |2sech2(hξ) ≤ 0.

However, cosh(U) − 1 ≥ 0. Therefore, we deduce that

cosh(U) = 1,

so that U ≡ 0. This formally implies that no solitary waves exist. However, this computa-

tion is not rigorous, as it is not compatible with the function spaces imposed on W and U .

Therefore, the last step is to justify the above identity. For this, one replaces multiplication

by α by an appropriate truncation of this operator. One then analyzes the Tilbert transform

in a paradifferential fashion, viewing it as the Hilbert transform at high frequency and a

derivative at low frequency. Finally, one proves some basic estimates that justify passing to

the limit. With these ideas in mind, the proof of Theorem 1.1.2 is very easy, taking only a

couple of pages. The complete proof is given in Chapter 3.
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In Chapter 4, we study the phase retrieval problem. Let (Ω,Σ, µ) be a measure space,

C ≥ 1, and 1 ≤ p ≤ ∞. A subspace E ⊆ Lp(µ) is said to do C-stable phase retrieval if for

all f, g ∈ E we have

inf
|λ|=1

∥f − λg∥Lp ≤ C∥|f | − |g|∥Lp . (1.1.9)

In (1.1.9), the infimum is taken over all unimodular scalars λ, and |f | denotes the modulus

of f , defined for t ∈ Ω by |f |(t) := |f(t)|. In the case of real-valued functions, there are only

two unimodular scalars, ±1, so that

inf
|λ|=1

∥f − λg∥Lp = min{∥f − g∥Lp , ∥f + g∥Lp}.

However, if the scalar field is complex, one must consider all elements of the unit circle when

computing the infimum. This makes complex phase retrieval problems much more difficult

than those over the real field.

Note that if f, g ∈ E and |f | = |g|, then (1.1.9) forces f to be a multiple of g. Since

E is a subspace, this tells us that the equality |f | = |g| holds for f, g ∈ E if and only if

f = λg for some unimodular scalar λ. The recovery of f up to global phase from |f | is

called phase retrieval. In other words, defining f ∼ g if f is a unimodular multiple of g,

phase retrieval asks that the map |f | 7→ f/ ∼ be well-defined on E. The inequality (1.1.9)

asks not only that this map be well-defined, but also that it be C-Lipschitz. Phase retrieval

problems appear in several applied circumstances and have applications in frame theory,

applied harmonic analysis, imaging (crystallography, ptychography) and audio processing.

Historically, the study of phase retrieval in mathematical physics dates back to at least 1933

when in his seminal work Die allgemeinen Prinzipien der Wellenmechanik [272] W. Pauli

asked whether a wave function is uniquely determined by the probability densities of position

and momentum. In other words, Pauli asked whether |f | and |f̂ | determine f ∈ L2(R) up

to multiplication by a unimodular scalar. Such a question arises when trying to reconstruct

necessary mathematical information from physical experiments. Indeed, in the mathematical

formulation of quantum mechanics one works with a normalized wave function f that solves

the Schrödinger equation. One then interprets |f |2 and |f̂ |2 as the probability density of po-

sition and momentum, respectively, for the associated physical system. Conversely, physical

experiment allows one to measure the position and momentum of particles, hence, in princi-

ple, identify |f | and |f̂ |. However, is such knowledge sufficient to recover the wave function
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f up to global phase?1 For general L2(R) functions, a negative answer to this question was

given in 1944. Nevertheless, for rather large subspaces E ⊆ L2(R) such a reconstruction is

possible, as we describe in Chapter 4.

The inequality (1.1.9) leads to many interesting mathematical questions, requiring var-

ious linear and nonlinear techniques from function space theory, harmonic analysis, and

probability to solve. However, the study of subspaces satisfying (1.1.9) is also in its infancy.

Indeed, until last year there were no examples of infinite dimensional subspaces where (1.1.9)

was known to hold. Moreover, there were several scenarios where phase retrieval was proven

to be possible, but necessarily highly unstable [7, 70]. This is in contrast to the finite dimen-

sional case, where it is known that phase retrieval is automatically stable, and that “most”

subspaces of proportional dimension do phase retrieval.

In the recent article [71], Calderbank, Daubechies, Freeman and Freeman were able to

construct the first examples of infinite dimensional subspaces of real-valued L2(R) which

do stable phase retrieval. The complex case was left open, but will be solved in Chapter 4.

Indeed, in Chapter 4 we will give very simple and natural constructions of infinite dimensional

subspaces satisfying (1.1.9). Notably, this includes the following:

Theorem 1.1.3. The closed subspace of L2([0, 1];R) generated by {sin(2π4nx) : n ∈ N}
does stable phase retrieval.

Theorem 1.1.4. For a probability measure µ, the closed span of a sequence (rn) ⊆ L4(µ;R)

of mean zero iid random variables does stable phase retrieval in L4(µ;R) if and only if |rn|
is not identically constant.

The proofs of the above results will be presented in Chapter 4. For now, note that the

subspaces in Theorems 1.1.3 and 1.1.4 cannot do complex phase retrieval. Indeed, a subspace

E containing two linearly independent real vectors can never do complex phase retrieval. To

see this, simply note that if f, g ∈ E are real and linearly independent, then f+ ig and f− ig
have the same modulus, but are not linearly dependent. Nevertheless, in the complex case,

we have a satisfactory analogue of Theorem 1.1.3:

1Note that all linear and most nonlinear Schrödinger equations are phase invariant, so if f is a normalized
wave function then so is λf for all unimodular scalars λ.
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Theorem 1.1.5. Let P ∈ L2([0, 1];C) be a trigonometric polynomial of the form

P (x) =
N∑
k=1

ake
2πikx, ak ∈ C.

If |P | is not constant and A > 2N , then the closed span of {P (Anx) : n ∈ N} does stable

phase retrieval.

The techniques used to prove Theorems 1.1.3 to 1.1.5 derive from classical harmonic

analysis. They are similar, in a loose sense, to certain combinatorial constructions of Λ(p)-

sets proposed by Rudin [292]. As we shall explain in Chapter 4, there are various other

natural examples of subspaces doing stable phase retrieval. Notably, this includes a complex

analogue of Theorem 1.1.4, and certain variants of Theorem 1.1.3 with “4n” replaced by a

subset of N of maximal density. Chapter 4 will also discuss various structural properties of

the class of SPR subspaces. To give a flavour of this topic, a handful of these structural

results are stated below. However, this is very much only the tip of the iceberg - much more

information can be found in Chapter 4.

The inequality (1.1.9) requires that the phase recovery map be well-defined and Lipschitz.

Although Theorems 1.1.3 to 1.1.5 are stated as establishing (1.1.9), the arguments in the

original paper [82] we wrote on this were not able to establish Lipschitz continuity of the

phase recovery map. More precisely, in [82] it was shown that the subspaces in Theorems 1.1.3

to 1.1.5 do phase retrieval, and that the phase recovery map is Hölder continuous on the

unit ball of E. However, this deficiency in regularity was removed in our more recent paper

[115], via the following theorem:

Theorem 1.1.6. For a subspace E ⊆ Lp(µ), Hölder stability of the phase recovery map is

equivalent to Lipschitz stability. More precisely, for 0 < γ ≤ 1, the inequality

inf
|λ|=1

∥f − λg∥Lp ≤ C∥|f | − |g|∥γLp

(
∥f∥Lp + ∥g∥Lp

)1−γ
, ∀f, g ∈ E

implies the inequality (1.1.9) with constant (4C)
1
γ .

The proof of Theorem 1.1.6 - presented in Chapter 4 - is based on an equally interesting

observation; namely, that instabilities in phase retrieval can be witnessed on orthogonal

vectors:
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Theorem 1.1.7. Let f, g ∈ L2(µ). Then there exists f ′, g′ ∈ span{f, g} such that f ′ ⊥ g′

and

∥|f ′| − |g′|∥L2 ≤ ∥|f | − |g|∥L2 ,

inf
|λ|=1

∥f − λg∥L2 ≤ inf
|λ|=1

∥f ′ − λg′∥L2 .

In other words, replacing (f, g) by the orthogonal pair (f ′, g′) tightens both sides of the

inequality (1.1.9).

Theorem 1.1.7 is new and useful in finite dimensions. In particular, it immediately im-

plies that for finite dimensional E, phase retrieval is automatically stable. Theorem 1.1.7

can also be generalized to Lp-spaces, by noting that for orthogonal vectors (f ′, g′) we have

inf |λ|=1 ∥f ′−λg′∥L2 = (∥f ′∥2L2
+ ∥g′∥2L2

)
1
2 . Our general result in Lp says that failure of stable

phase retrieval can be witnessed by “well-separated vectors”. Such an observation immedi-

ately implies Theorem 1.1.6.

The last result we mention here concerns the relationship between doing stable phase

retrieval in Lp(µ) versus doing stable phase retrieval in Lq(µ). Let 1 ≤ q < p <∞ and µ be

a probability measure. In this case, we have Lp(µ) ⊆ Lq(µ), and from the Kadec-Pelcynski

theory, we also know that if E ⊆ Lp(µ) does stable phase retrieval, then ∥ · ∥Lp ∼ ∥ · ∥Lq on

E. In particular, we may view E as a closed subspace of Lq(µ). This leads to the natural

question of whether E doing stable phase retrieval as a subspace of Lp(µ) implies that E

does stable phase retrieval as a subspace of Lq(µ). For p ≥ 2, the answer is negative:

Theorem 1.1.8. For p ≥ 2, there exists a closed subspace E ⊆ Lp([0, 1];R) that does stable

phase retrieval, but fails to do stable phase retrieval in Lq([0, 1];R) for any 1 ≤ q < p.

Surprisingly, the condition p ≥ 2 in Theorem 1.1.8 is sharp: If E ⊆ Lp(µ) does stable

phase retrieval and p < 2, then E does stable phase retrieval in Lq(µ) for all 1 ≤ q ≤ p.

Moreover, we can precisely characterize stable phase retrieval in Lp(µ), p < 2, in a measure-

theoretic fashion, as follows:

Theorem 1.1.9. Let (Ω, µ) be a probability space and let E be a closed infinite dimensional

subspace of Lp(µ;R). The following are equivalent for p < 2:

(i) E does stable phase retrieval in Lp(µ).

(ii) E does stable phase retrieval in L1(µ) and ∥ · ∥Lp ∼ ∥ · ∥L1 on E.
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(iii) There exists α > 0 such that for all f, g ∈ E,

µ({t ∈ Ω : |f(t)| ≥ α∥f∥Lp and |g(t)| ≥ α∥g∥Lp}) > α. (1.1.10)

As mentioned above, proofs of all these results can be found in Chapter 4. Chapter 4

also contains various other results of a similar nature.

Chapter 5 investigates non-negative bases in function spaces. Recall that a basis of a

Banach space E is a sequence (fn)∞n=1 of elements of E such that for every f ∈ E there exists

a unique sequence of scalars (an) such that f =
∑∞

n=1 anfn. Given a Banach space E, one

often wants to build a good basis of E, so that the identification f ↔ (an) preserves as much

of the structure of E as possible. For example, if E is a Hilbert space, one tends to work

with orthonormal bases.

A longstanding question asked whether L2(R) admits a basis (fn) with each of the fn’s

being a non-negative function. As is easy to see, such a basis (fn) cannot be orthonormal.

However, the redeeming property of such a basis is that any sequence (an) of non-negative

numbers necessarily represents a non-negative function f =
∑∞

n=1 anfn. A newfound interest

in non-negative bases arose after an engineer inquired about vanishing moment conditions for

wavelet bases, and the extent to which non-negativity obstructs properties of more general

signal representations [285, p. 5784]. Shortly after [285] appeared, Johnson and Schechtman

[193] showed that L1(R) admits a basis of non-negative functions. However, they were unable

to solve the original problem in L2(R). In Chapter 5, we tackle this problem:

Theorem 1.1.10. L2(R) has a basis (fn) consisting of non-negative functions.

The proof of Theorem 1.1.10 is rather involved, as can be extrapolated from the following

fact: For any non-negative basis (fn) of L2(R) there exists a permutation σ : N → N such

that (fσ(n)) is not a basis of L2(R). Since Hilbert spaces have a remarkably uniform structure,

it is very difficult to build conditional systems in them. Nevertheless, Theorem 1.1.10 shows

that this is indeed possible. Chapter 5 also contains other interesting results on coordinate

systems, including how to build a Schauder frame from any set with dense span.

In Chapter 6 we construct and analyze free Banach lattices. Given a Banach space E and

p ∈ [1,∞] the free p-convex Banach lattice over E is a p-convex Banach lattice FBL(p)[E]

together with a linear isometry ϕE : E → FBL(p)[E] such that, for every p-convex Banach
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lattice X and every bounded linear operator T : E → X, there is a unique linear lattice

homomorphism T̂ : FBL(p)[E] → X making the following diagram commute:

FBL(p)[E]

E X.

∃! T̂
ϕE

T

Free Banach lattices provide a fundamental tool for understanding the interplay between

Banach space and Banach lattice properties. In particular, spaces of the form FBL[ℓ2(A)]

for an uncountable set A are used in [26, Section 5] to resolve an open problem of Diestel.

We begin Chapter 6 by giving an explicit description of FBL(p)[E] as a sublattice of the

vector lattice of real-valued functions defined on the dual Banach space E∗ of E. Indeed, for

any function f : E∗ → R, define

∥f∥FBL(p)[E] = sup
{( n∑

k=1

∣∣f(x∗k)
∣∣p) 1

p

: n ∈ N, x∗1, . . . , x∗n ∈ E∗, sup
x∈BE

n∑
k=1

∣∣x∗k(x)
∣∣p ⩽ 1

}
.

The set Hp[E] of positively homogeneous functions f : E∗ → R with ∥f∥FBL(p)[E] < ∞
can be checked to be a Banach lattice with respect to the pointwise operations and this

norm. Moreover, as we will show, FBL(p)[E] is simply the closure in Hp[E] of the sublattice

generated by the set {δx : x ∈ E}, where δx : E∗ → R is the evaluation map given by

δx(x
∗) = x∗(x), together with the linear isometry ϕE : E → FBL[E] defined by ϕE(x) = δx.

Using this representation, in Chapter 6 we provide a comprehensive analysis of the fine

structure of FBL(p)[E], as well as the correspondence E 7→ FBL(p)[E]. Moreover, we apply

our knowledge to solve problems that are a priori unrelated to free Banach lattices.
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Chapter 2

Derivative nonlinear Schrödinger

equations

2.1 Introduction

In this chapter - based on the joint work [277] with Ben Pineau - we consider the generalized

derivative nonlinear Schrödinger equation: i∂tu+ ∂2xu = i|u|2σ∂xu,

u(0) = u0,
(gDNLS)

where u : R × R → C and σ > 0. We will be particularly interested in the case σ < 1, as

this is where Hs local well-posedness is most difficult. We begin with a brief history of this

family of equations, and some of its closely related analogues.

The (gDNLS) equations originate from the study of the so-called derivative nonlinear

Schrödinger equation:  i∂tu+ ∂2xu = i|u|2∂xu,

u(0) = u0,
(DNLS)

which corresponds to (gDNLS) with σ = 1. Physically, (DNLS) derives from the one-

dimensional compressible magneto-hydrodynamic equation in the presence of the Hall effect,

and the propagation of circular polarized nonlinear Alfvén waves in magnetized plasmas

[247, 249, 271]. It also appears as a model for ultrashort optical pulses [4, 250], as well as

in various other physical scenarios [78, 187, 296]. Mathematically, (DNLS) also has many
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interesting features. For example, like the 1D cubic NLS, it is completely integrable [199].

However, it scales like the 1D quintic NLS, which makes it L2 critical. Moreover, although

at first glance (DNLS) looks to be semilinear, it is known that uniform continuity of the

solution map fails in Hs as long as s < 1
2

(see [52, 305]). Therefore, this PDE has a clear

quasilinear flavour.

In recent years, the (gDNLS) family of equations has seen increasing interest, stemming

from the 2013 article of Liu, Simpson and Sulem [232]. One of the original motivations

of [232] was to shed light on the global well-posedness of (DNLS) in the energy space H1,

which was an important open problem. However, in an interesting turn of events, Bahouri

and Perelman [39] managed to prove global well-posedness for the (DNLS) equation before

the global well-posedness of (gDNLS) could be established for any σ ̸= 1. In this chapter

we make progress towards resolving one half of the program of Liu, Simpson and Sulem by

proving that (gDNLS) is globally well-posed in H1 for σ ∈ (
√
3
2
, 1). Note that, although

completed shortly after each other, our result for σ < 1 and the σ = 1 result of [39] are

completely independent, and the methods used differ quite dramatically. Indeed, for σ = 1,

local well-posedness in H1 has been known for a long time [161], and can be established

by employing a suitable gauge transformation, and standard Strichartz estimates. In fact,

the smoothing properties of the equation are suitable to lower the well-posedness threshold

to H
1
2 as in [306]. Global well-posedness, however, is considerably harder, as the problem

is L2 critical. For this reason, Bahouri and Perelman (as well as Harrop-Griffiths, Killip,

Ntekoume and Vişan [154, 155, 206] in their subsequent work) crucially rely on the complete

integrability of (DNLS). In the case σ < 1, the main difficulties are reversed. Establishing

local well-posedness is difficult because of the lack of decay and roughness of the nonlinear-

ity. On the other hand, one expects to be able to easily propagate any reasonable H1 local

well-posedness theory in time to obtain a global result. This is because when σ < 1 the

problem becomes L2 subcritical, and one expects to be able to use the conserved energy and

mass of the problem to control the H1 norm of a solution.

Another motivation for (gDNLS) is the rich family of soliton solutions, which is actually

where the majority of [232]’s efforts were focused. Assuming a suitable H1 well-posedness

theory, the authors of [232] were able to use the abstract theory of Grillakis, Shatah and

Strauss [135, 136] to investigate the orbital stability of the solitons. However, an H1 well-

posedness theory for σ < 1 had not been known until now.
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When σ < 1, one can view (gDNLS) as a prototypical model for a quasilinear disper-

sive equation with a rough, low power nonlinearity (see [226] for a KdV analogue). Such

nonlinearities in the context of semilinear NLS type equations are becoming increasingly well-

understood [77, 324], and at modest regularity local well-posedness can usually be proven by

a combination of regularization and perturbative arguments. However, the combination of

derivative and low power coefficient in the nonlinearity of (gDNLS) causes many interesting

technical issues, several of which are yet to be fully understood. One issue for low regularity

well-posedness is that the coefficient |u|2σ in the nonlinearity is less than quadratic in order.

Because of this, the smoothing properties of the linear part of the Schrödinger equation are

seemingly not strong enough to directly compensate for the apparent derivative loss which

occurs because of the ux term in the nonlinearity. Another tool to avoid derivative loss -

which has been successfully employed in the case σ > 1 in [151, 160] - is a gauge transforma-

tion. This technique allows one to re-normalize the equation to effectively remove the worst

interactions in the derivative nonlinearity. However, again, it seems one can only directly

apply this method when σ ≥ 1 (i.e. |u|2σ is of quadratic order or higher), as in the case σ < 1

negative powers of |u| eventually appear in the analysis. This is related to the roughness

of the nonlinearity, and will be elaborated on further when we outline the proof of our results.

To contrast, the Benjamin-Ono equation, ut +Huxx = uux,

u(0) = u0,
(2.1.1)

has a similar low power derivative nonlinearity uux, and as with (gDNLS), the linear part

of the equation does not have strong enough smoothing properties to directly compensate

for the derivative loss in the nonlinearity. Nevertheless, H1 well-posedness for this equation

was established several years ago in [312]. One should note, however, that the Benjamin-

Ono nonlinearity has a much nicer algebraic structure than that of (gDNLS) (it is smooth

and multilinear), which makes the equation more amenable to normal form type techniques

(such as cubic corrections or a gauge transformation). Moreover, Christ [81] showed that

Schrödinger’s equation with Benjamin-Ono’s nonlinearity is ill-posed in any reasonable sense,

so the analogies between these equations are at best heuristic. For (gDNLS), our solution to

the above difficulties will be to introduce a family of partial gauge transformation adapted

to each dyadic frequency scale and the corresponding paradifferential flow - which removes

the portion of the nonlinearity which is large in a pointwise sense, on a scale which is bal-

anced against the corresponding frequency localization scale of the nonlinearity. This will
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then be combined with smoothing and maximal function type arguments to attain the H1
x

well-posedness threshold.

Another novel issue in the study of (gDNLS) is that the nonlinearity has only a finite

degree of Hölder regularity, and so one does not expect to be able to construct smooth solu-

tions from regular data. In our case, the nonlinearity is only C1,2σ−1 Hölder continuous. We

expect therefore to only be able to differentiate the equation with respect to some parameter

“2σ times” to obtain estimates. To maximize the potential regularity of solutions, we note

that the scaling of the Schrödinger equation suggests that we can convert L2
x based estimates

for one time derivative of a solution to estimates for two spatial derivatives. Therefore, it is

advantageous to differentiate (gDNLS) in time rather than in space, and then convert time

derivative estimates into estimates for spatial derivatives of a solution. After a single time

differentiation, we are left with 2σ− 1 degrees of regularity on the nonlinearity. By working

with fractional space derivatives, one expects to be able to prove an energy estimate for the

H1+2σ
x norm of a solution. However, working with fractional time derivatives (after suitably

localizing in time), one expects to improve this further, and prove well-posedness in Hs
x up

to s = 2 · 1 + 2 · (2σ − 1) = 4σ. A similar heuristic argument applies to any dispersion gen-

eralized equation with rough nonlinearity, where one can convert time derivative estimates

into estimates on a certain number of spatial derivatives, perhaps modulo some perturbative

terms coming from the nonlinearity. In general, we expect this heuristic to give rather sharp

results, but this is not even known for semilinear NLS equations with rough nonlinearities

[77, 324], and is essentially unexplored in the quasilinear setting.

Finally, let us recall some basic symmetry properties of (gDNLS) as well as some conser-

vation laws, which we will use to propagate our local well-posedness result to a global one.

First, we have the scaling transformation

u(t, x) 7→ uλ(t, x) := λ
1
2σu(λ2t, λx), λ > 0,

which makes the critical Sobolev index sc = 1
2
− 1

2σ
. In particular, the problem is L2

subcritical when σ < 1. Moreover, (gDNLS) admits the following conserved quantities:

M(u) =
1

2

∫
R
|u|2dx, (2.1.2)

P (u) =
1

2
Re

∫
R
iuuxdx, (2.1.3)
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E(u) =
1

2

∫
R
|ux|2dx+

1

2(σ + 1)
Re

∫
R
i|u|2σuuxdx, (2.1.4)

which are the mass, momentum and energy, respectively. Unlike the standard NLS, (DNLS)

doesn’t enjoy the Galilean invariance nor the pseudo-conformal invariance symmetries, the

latter being relevant for avoiding blowup. We also note that a simple change of variables

allows us to change the sign of the nonlinearity in (gDNLS) and arrive at

i∂tu+ ∂2xu+ i|u|2σ∂xu = 0. (2.1.5)

This latter equation is more common in the study of the solitary waves of (gDNLS).

Results

The main result of this chapter is global well-posedness of (gDNLS) in Hs(R) when
√
3
2
<

σ < 1 and s ∈ [1, 4σ). However, we divide this theorem into a “low-regularity” part and a

“high-regularity” part, to maximize the range of σ. The high-regularity result is as follows:

Theorem 2.1.1. (High-Regularity) Let 1
2
< σ < 1 and let 2 − σ < s < 4σ. Then (gDNLS)

is locally well-posed in Hs(R).

As mentioned, for a restricted range of σ, we can lower the well-posedness threshold down

to H1, where the conserved energy also gives global well-posedness:

Theorem 2.1.2. Let
√
3
2
< σ < 1 and let 1 ≤ s < 4σ. Then (gDNLS) is globally well-posed

in Hs(R).

Remark 2.1.3. As a special case, Theorem 2.1.1 shows in particular that we have local

well-posedness in Hs for 3
2
≤ s ≤ 2. Therefore, we recover the only previously known local

well-posedness results for (gDNLS) when σ < 1; namely, we recover the H2 result of [160]

and improve the result of [297], which used weighted Sobolev spaces.

Remark 2.1.4. In both Theorem 2.1.1 and Theorem 2.1.2, well-posedness is to be in-

terpreted in the usual quasilinear fashion, including existence, uniqueness and continuous

dependence on the data. More specifically, given an appropriate Sobolev index s and time

T > 0, we first build a function space Xs
T that continuously embeds into C([−T, T ];Hs

x). We

then show that for each u0 ∈ Hs
x there exists a unique solution u to (gDNLS) that lies in Xs

T

and satisfies u(t = 0) = u0. Finally, we show that the data to solution map is continuous,

even as a map from Hs
x to the stronger topology Xs

T .
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Remark 2.1.5. Since (DNLS) is known to be globally well-posed in H
1
2 , one may wonder

why we only consider Hs well-posedness when s ≥ 1. This is, in fact, not necessary. For

each σ ∈ (
√
3
2
, 1), we expect that technical modifications of our proof should establish Hs

well-posedness of (gDNLS) in a range s ∈ [l(σ), 4σ) with l(σ) < 1 and l(σ) → 1
2

as σ → 1.

We avoid doing this for the sake of simplicity. It remains an open problem to prove well/ill-

posedness in H
1
2 for any 1

2
< σ < 1, and to find the smallest σ ∈ (0, 1) such that (gDNLS)

is well-posed in H1.

History on well-posedness and solitons

There is a vast literature devoted to the well-posedness of (DNLS), as it took several decades

for the regularity to approach current thresholds, and for global results to emerge. We

begin our review with the work of Tsutsumi and Fukuda [322, 323] who studied the well-

posedness in Hs(R) for s > 3
2

by classical energy methods and parabolic regularization. The

well-posedness in H1(R) was reached by Hayashi [161] by applying a gauge transformation

to overcome the derivative loss, and Strichartz estimates to close a-priori estimates. The

H1(R)-solution was shown to be global by Hayashi and Ozawa [162], as long as the initial

data satisfies ∥u0∥2L2 < 2π. Later, Wu [331] improved this global result by relaxing the small-

ness condition to ∥u0∥2L2 < 4π, which is natural in view of the soliton structure.

Below the energy space, there are also many results for (DNLS). Takaoka [306] proved

local well-posedness in Hs(R) when s ≥ 1
2

by the Fourier restriction method. This was com-

plemented by a result of Biagioni and Linares [52] which notes that the solution map from

Hs(R) to C([−T, T ];Hs(R)) cannot be locally uniformly continuous when s < 1
2
. By using

the I-method, Colliander, Keel, Staffilani, Takaoka and Tao [84, 85] proved that the Hs(R)-

solution is global if s > 1
2

and ∥u0∥2L2 < 2π. Guo and Wu [148] were later able to strengthen

this result by proving that H
1
2 (R)-solutions are global if ∥u0∥2L2 < 4π. For an incomplete list

of well-posedness results for (DNLS) on the torus, see [159, 253] and references therein.

There are also many works that use the complete integrability of the (DNLS) equation.

The breakthrough result is [39], which establishes global well-posedness in H
1
2 (R). How-

ever, [39] was preceded by many results - see, e.g., [186, 274, 275] - highlights of which

include a global well-posedness result in the weighted Sobolev space H2,2(R), and progress

towards the soliton resolution conjecture. Moreover, although H
1
2 regularity is necessary for

uniform continuity of the solution map, [154, 155, 206] are able to lower the global well-
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posedness threshold all the way to the critical Sobolev space L2, definitively resolving the

well-posedness theory for (DNLS) on the line. On the other hand, blowup for (DNLS) on

non-standard domains (for example, the half-line with the Dirichlet boundary condition) is

known to be possible [310, 330].

For (gDNLS), the literature on well-posedness is also quite large, though the results are

far less definitive. As mentioned, (gDNLS) was popularized by [232], though well-posedness

was not considered in that article. Possibly the first well-posedness result was by Hao, who

in [151] was able to prove local well-posedness in H
1
2 (R) intersected with an appropriate

Strichartz space for σ ≥ 5
2
. Ambrose and Simpson [13] proved the existence and uniqueness

of solutions u ∈ C([0, T );H2(T)) and the existence of solutions u ∈ L∞([0, T ), H1(T)) for

σ ≥ 1. The uniqueness of H1(T)-solutions was left unresolved, as the proof uses a com-

pactness argument. Existence and uniqueness in H
1
2 (R) was proved by Santos in [297] for

σ > 1, by utilizing global smoothing and maximal function estimates. A result in weighted

Sobolev spaces was also proved in [297] for the case 1
2
< σ < 1, as adding weights helps com-

pensate for the low power in the nonlinearity. In terms of Hs(R) spaces, [160] proves local

well-posedness in H2 when σ ≥ 1
2
, local well-posedness in H1 when σ ≥ 1, existence of weak

solutions when σ < 1, and certain unconditional uniqueness results at high regularity. See

[251] for more on unconditional uniqueness. The (gDNLS) equation with extremely rough

nonlinearities 0 < σ < 1
2

is studied in [225, 227], but not in standard Sobolev spaces Hs.

We now turn to the history on stability of solitons. This is also a vast subject, and

(gDNLS) is not the only generalization of (DNLS) whose solitons have been considered. For

the sake of unification, therefore, let us consider the equation

i∂tu+ ∂2xu+ i|u|2σ∂xu+ b|u|4σu = 0, x ∈ R, (2.1.6)

which is just a Schrödinger equation with a scale-invariant combination of derivative and

power nonlinearities. Direct calculation verifies that the soliton solutions of (2.1.6) are given

by

uω,c(t, x) = eiωtϕω,c(x− ct)

where

ϕω,c(x) = Φω,c(x)eiθω,c(x), θω,c(x) =
c

2
x− 1

2σ + 2

∫ x

−∞
Φω,c(y)2σdy,
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and, using the notation γ = 1+ (2σ+2)2

2σ+1
b, the function Φω,c is real valued with Φω,c(x)2σ given

by

(σ + 1)(4ω − c2)√
c2 + γ(4ω − c2) cosh (σ

√
4ω − c2x) − c

γ > 0, −2
√
ω < c < 2

√
ω,

2(σ + 1)c

(σcx)2 + γ
γ > 0, c = 2

√
ω,

(σ + 1)(4ω − c2)√
c2 + γ(4ω − c2) cosh (σ

√
4ω − c2x) − c

γ ≤ 0, −2
√
ω < c < −2

√
−γ/(1 − γ)

√
ω.

These solitons are, of course, related to the Hamiltonian structure of (2.1.6), as well as to

the conservation of mass, energy and momentum, which we leave to the reader to compute.

As expected, the story on soliton stability for (2.1.6) begins with the (DNLS) equation.

Indeed, in [145], Guo and Wu proved that the soliton solutions of (DNLS) are orbitally

stable when ω > c2

4
and c < 0 by applying the abstract theory of Grillakis, Shatah, and

Strauss [135, 136]. Colin and Ohta [83] removed the condition c < 0 and proved that uω,c

is orbitally stable when ω > c2

4
by applying the variational characterization of solitons as

in Shatah [301]. The endpoint case c = 2
√
ω is only partially resolved; progress was made

by Kwon and Wu in [217], but with certain caveats, such as a non-standard definition of

orbital stability. For the study of periodic travelling waves, we refer to [79, 150, 156, 159]

and references therein.

For (gDNLS), the story on soliton stability is much richer. In [232] it was shown that

the solitary waves uω,c are orbitally stable if −2
√
ω < c < 2z0

√
ω, and orbitally unstable if

2z0
√
ω < c < 2

√
ω when 1 < σ < 2. Here the constant z0 = z0(σ) ∈ (−1, 1) is the solution

to

Fσ(z) := (σ − 1)2
(∫ ∞

0

(cosh y − z)−
1
σ dy

)2

−
(∫ ∞

0

(cosh y − z)−
1
σ
−1(z cosh y − 1)dy

)2

= 0.

Moreover, [232] proves that all solitary waves with ω > c2

4
are orbitally unstable when σ ≥ 2

and orbitally stable when 0 < σ < 1. As mentioned previously, these results are conditional

on an appropriate well-posedness theory; there is also a minor numerical portion to the proof.

In the borderline case when c = 2z0
√
ω and 1 < σ < 2, Fukaya ([119], see also [147]) proved

orbital instability of the solitons. This completes the study of orbital stability of the solitons

of (gDNLS), except in the case of the algebraic soliton, which requires special attention [146,
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224].

In the case σ = 1, b ̸= 0, there are also many works on soliton stability for (2.1.6),

e.g. [83, 120, 157, 158, 159, 258, 259, 261]. On the other hand, there are no results in the

case σ ̸= 1, b ̸= 0, as it seems the explicit formulas for the solitons were not previously

known. We also mention that from the point of view of low regularity well-posedness, the

additional term b|u|4σu in (2.1.6) is both perturbative and maintains scaling, so in our usual

range
√
3
2
< σ < 1 our proof can easily be modified to establish global well-posedness in

H1, regardless of the size or sign of b. To contrast, recall that the known proof of global

well-posedness in the case σ = 1, b = 0 is rather delicate; global well-posedness could, in

principle, fail to persist once the effect of the focusing NLS is added. For state of the art

global results when σ = 1, b ̸= 0 we mention [159], which establishes global well-posedness

below the soliton thresholds. In particular, (2.1.6) in the case σ = 1, b ≤ − 3
16

has been

known to be globally well-posed for some time now, as at this point the energy becomes

coercive, after a suitable gauge transformation.

Outline of the proofs

Here, we outline the key ideas in the proof of Theorem 2.1.1 and Theorem 2.1.2. We begin

with a discussion of the low-regularity argument. Before describing the proof, however, it is

instructive to discuss why the gauge transformation used in [160] combined with standard

Strichartz estimates will not work. The following discussion is mostly heuristic and for the

purpose of motivation only.

Firstly, by a standard energy estimate, one obtains for (regular enough) solutions to (gDNLS),

∥u∥L∞
T H1

x
≲ ∥u0∥H1

x
exp

(∫ T

0

∥u∥2σ−1
L∞
x

∥ux∥L∞
x

)
. (2.1.7)

Therefore, one expects to be able to prove suitable H1 bounds for solutions to (gDNLS)

as long as one can estimate the Strichartz norm, ∥ux∥L1
TL

∞
x

. However, applying Strichartz

estimates directly to (gDNLS) leads to a loss of a derivative. Therefore, one might näıvely

try to do some sort of gauge transformation to remove the |u|2σux term in the equation,

which is responsible for this loss. Indeed, if one (formally) defines

Φ(t, x) = −1

2

∫ x

−∞
|u|2σdy (2.1.8)
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and then

w = eiΦu, (2.1.9)

this leads to an equation for w of the form

iwt + ∂2xw = (−∂tΦ + i∂2xΦ − (∂xΦ)2)w. (2.1.10)

At first glance, it looks like one can prove Strichartz estimates for wx without losing deriva-

tives, to obtain the corresponding bound for ∥ux∥L1
TL

∞
x

. Unfortunately, if we expand ∂tΦ, we

get

∂tΦ = −σ
∫ x

−∞
Re(|u|2σ−2uut)dy

= −σ
∫ x

−∞
Re(|u|2σ−2ui∂2xu)dy − σ

∫ x

−∞
Re(|u|4σ−2uux)dy.

(2.1.11)

The first term above is problematic. To avoid losing derivatives, we are forced to integrate

by parts off one derivative. However, since |u|2σ−2u is not C1 when σ < 1, this will inevitably

introduce negative powers of u, so this approach will not work.

While the above calculations are not particularly useful for closing low-regularity estimates,

they do clearly identify the main enemies in trying to close Strichartz estimates for the gauge

transformed equation. That is, the portion of u which is small or vanishes will prevent us

from closing Strichartz estimates for w. Therefore, it is natural to try to somehow perform a

gauge transformation which only removes some portion of the derivative nonlinearity |u|2σux,
which corresponds to a part of u for which u is bounded away from zero. Doing this is some-

what subtle. We can’t simply fix a universal constant ε > 0, and remove the portion of the

nonlinearity for which |u| > ε. This is because when the ux factor in |u|2σux is at very high

frequency (compared to ε), we will still lose derivatives in the Strichartz estimate. To work

around this issue, we perform a paradifferential expansion of the equation. That is, for each

j > 0, we project onto frequencies of size ∼ 2j and obtain

(i∂t + ∂2x)Pju = iP<j−4|u|2σPjux + gj (2.1.12)

where gj is a perturbative term. The idea now is to split the coefficient P<j−4|u|2σ =

P<j−4|us|2σ + P<j−4|ul|2σ, where ul corresponds to the portion of u which is bounded away

from zero (where the lower bound depends on the frequency parameter j), and us is the

remaining portion of u which is bounded above by some small j dependent parameter. We
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then try to do a gauge transformation by defining

Φj = −1

2

∫ x

−∞
P<j−4|ul|2σdy (2.1.13)

and

wj = eiΦjPju. (2.1.14)

This leads to an equation for wj of the form,

(i∂t + ∂2x)wj = (−∂tΦj + i∂2xΦj − (∂xΦj)
2)wj + eiΦjgj + ieiΦjP<j−4|us|2σPjux. (2.1.15)

The point now is that the negative powers of u that arise in the ∂tΦj term are bounded

above by some parameter depending on the frequency scale 2j. To avoid derivative loss, we

would like this parameter to be as small as possible (i.e. ul should be bounded below by

a (j dependent) constant which is as large as possible). However, we still have to contend

with the remainder of the original derivative nonlinearity, ieiΦjP<j−4|us|2σPjux, which is ex-

pected to cause derivative loss unless us is sufficiently small (depending on j). Therefore, we

have to compromise between potential losses incurred by the ∂tΦj term, and the remaining

derivative nonlinearity. Unfortunately, by optimizing the appropriate splitting of u, it turns

out that we will still lose 1− σ derivatives in estimating the Strichartz norm ∥ux∥L1
TL

∞
x

, and

therefore, one only expects to be able to control ∥ux∥L1
TL

∞
x

by ∥u∥L∞
T H2−σ

x
. As mentioned,

while this is certainly an improvement over previous results [160, 297], this method is not

quite robust enough to get well-posedness down to the energy space.

To get H1 well-posedness, we combine this modified gauge transformation (and Strichartz

estimates) with smoothing and maximal function type estimates, as in Propositions 2.2.3

and 2.2.4. However, we modify these Strichartz and maximal function norms (see the defi-

nition of Y s
T below) to reflect the loss of 1 − σ derivatives compared to the L∞

T H
1
x norm, as

mentioned above. That is, we build this deficiency into the function spaces where we con-

struct solutions. In particular, the Strichartz (L1
TL

∞
x ) component of the norm involves no

more than σ derivatives. Therefore, the energy estimate (2.1.7) described above is no longer

appropriate to close a priori estimates in H1. Hence, the energy estimate has to be modified

accordingly so that the control parameter (i.e. the Strichartz component) does not lead to a

loss of derivatives (in excess of the H1 norm) in the Strichartz/maximal function component

of the estimate. It is actually this part of the argument that leads to the restriction on σ,

which we will elaborate on later.
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Next, we outline the proof of the high regularity well-posedness. As mentioned previously,

the C1,2σ−1 Hölder regularity of the function z 7→ |z|2σ effectively limits the number of times

one can differentiate the equation to obtain Hs estimates. A direct energy estimate, which

involves differentiating the equation s times in the spatial variable (i.e. applying Ds
x to the

equation) limits the range for which one can obtain estimates to s ≤ 2σ. In [160], the authors

managed to bypass this issue in the case s = 2 by instead obtaining an L2
x energy estimate

for the time derivative ∂tu. The point is that doing this only requires one to differentiate the

nonlinearity a single time. Once an appropriate L2
x estimate is obtained, H2

x energy estimates

for the solution can then be obtained by observing that up to an error of size O(∥u∥2σ+1
L∞
T H1

x
),

the equation gives,

∥(∂2xu)(t)∥L2
x
∼ ∥(∂tu)(t)∥L2

x
. (2.1.16)

In this chapter, we generalize this approach to derivatives of fractional order. It turns out

that (after suitably localizing a solution in time), one can morally obtain an estimate (up to

a suitable error term) essentially of the form

∥D
s
2
t u∥L∞

T L2
x
∼ ∥Ds

xu∥L∞
T L2

x
(2.1.17)

where 1 < s < 4σ. The main idea for proving this estimate is a modulation type analysis.

Namely, when the space-time Fourier transform of a solution u (after suitably localizing in

time) is supported close to the characteristic hypersurface (or in the low modulation region),

τ = −ξ2, one expects to be able to directly compare D
s
2
t u and Ds

xu. On the other hand,

when the space-time Fourier transform is supported far away from the hypersurface (or in

the high modulation region), one expects to be able to control D
s
2
t u and Ds

xu in L2
x by a

lower order error term stemming from the nonlinearity of the equation. This latter high

modulation control can be loosely thought of as a space-time elliptic estimate.

With a method for suitably comparing space and time derivatives of a solution in hand,

it then essentially suffices to obtain an energy estimate for D
s
2
t u when u is localized near

the characteristic hypersurface (which is precisely where one expects to be able to compare

D
s
2
t u to Ds

xu). Therefore, in light of the C1,2σ−1 regularity of the nonlinearity, we should

be able to obtain Hs
x estimates for a solution as long as s

2
< 2σ. This explains the upper

threshold of 4σ for our result. As hinted at earlier, the lower threshold of 2− σ is explained

by the fact that such an energy estimate closes as long as one can control ∥ux∥L1
TL

∞
x

. Our

low regularity estimates allow us to control this term by the L∞
T H

s
x norm of u, as long as

s > 2 − σ, where σ lies in the full range (1
2
, 1). This should be contrasted with the H1
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case where we employ a more complicated functional setting and only deal with a restricted

range of σ. For clarity, we have chosen to present our high regularity results in the simplest

possible functional setting, which is why the lower bound of 2−σ appears in Theorem 2.1.1,

as it comes naturally from our previous estimates. Since 2 − σ < 3
2

when σ > 1
2
, this is

a reasonable lower threshold for the high regularity result (as it encompasses the range for

which ∥ux∥L1
TL

∞
x

can be controlled by Sobolev embedding). Nonetheless, we emphasize that

the main novelty in Theorem 2.1.1 is the upper threshold s < 4σ.

2.2 Preliminaries

In this section we settle notation and recall some standard tools.

Littlewood-Paley decomposition

First, we recall the standard Littlewood-Paley decomposition. For this, let ϕ0 be a radial

function in C∞
0 (R) that satisfies

0 ≤ ϕ0 ≤ 1, ϕ0(ξ) = 1 for |ξ| ≤ 1, ϕ0(ξ) = 0 for |ξ| ≥ 7

6
.

Let ϕ(ξ) := ϕ0(ξ) − ϕ0(2ξ). For j ∈ Z, define

P̂≤jf(ξ) = ϕ0(2
−jξ)f̂(ξ),

P̂jf(ξ) = ϕ(2−jξ)f̂(ξ).

We will denote P>j = I−P≤j, where I is the identity. Similarly, we define P[a,b] =
∑

a≤j≤b Pj.

We will also use the notation P̃j, P̃<j, P̃>j to denote a slightly enlarged or shrunken frequency

localization. For example, we may denote P[j−3,j+3] by P̃j.

Next, we recall a useful bookkeeping device. Following [176, 311], we denote by L(ϕ1, . . . , ϕn)

a translation invariant expression of the form

L(ϕ1, . . . , ϕn)(x) =

∫
K(y)ϕ1(x+ y1) · · ·ϕn(x+ yn)dy,

where K ∈ L1. Of interest is the following Leibniz type rule from [176, 311] which will make

certain commutator expressions simpler to estimate:

Lemma 2.2.1. (Leibniz rule for Pj). We have the commutator identity

[Pj, f ]g = L(∂xf, 2
−jg). (2.2.1)
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Frequency envelopes

One way we will employ the Littlewood-Paley projections is to define frequency envelopes,

which are another nice bookkeeping device introduced by Tao [311]. To define these, suppose

we are given a Sobolev type space X such that

∥P≤0u∥2X +
∞∑
j=1

∥Pju∥2X ∼ ∥u∥2X . (2.2.2)

A frequency envelope for u in X is a positive sequence (aj)j∈N0 such that

∥P≤0u∥X ≲ a0∥u∥X , ∥Pju∥X ≲ aj∥u∥X ,
∞∑
j=0

a2j ≲ 1. (2.2.3)

We say that a frequency envelope is admissible if a0 ≈ 1 and it is slowly varying, meaning

that

aj ≤ 2δ|j−k|ak, j, k ≥ 0, 0 < δ ≪ 1.

An admissible frequency envelope always exists, say by

aj = 2−δj + ∥u∥−1
X max

k≥0
2−δ|j−k|∥Pku∥X . (2.2.4)

In (2.2.4) - and in the definitions of the Xs
T and Hs

x frequency envelope formulas defined

later - there is a slight notational conflict, and P0u should really be interpreted as P≤0u.

Remark 2.2.2. Frequency envelopes will be particularly convenient for expediting the proof

of continuous dependence later on.

Strichartz and maximal function estimates

Next we recall some standard linear estimates for the Schrödinger equation on the line,

which will play a key role in our analysis. We begin with the relevant maximal function and

Strichartz estimates for the linear Schrödinger flow:

Proposition 2.2.3. (Homogeneous Strichartz and maximal function estimates) For v ∈
S(R), θ ∈ [0, 1] and T ∈ (0, 1), we have for j > 0

∥eit∂2xv∥
L

4
θ
T L

2
1−θ
x

≲ ∥v∥L2 ,

∥eit∂2xPjv∥
L

2
1−θ
x L

2
θ
T

≲ 2j(
1
2
−θ)∥v∥L2 .

(2.2.5)
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Proof. See [204, Lemma 3.1].

We will also need the inhomogeneous versions of these estimates. Here Ds
x := |∂x|s,

⟨Dx⟩s := (1 + |∂x|2)
s
2 , and |∂x| := H∂x where H is the Hilbert transform, Ĥu = −isgn(ξ)û.

We further note that both Propositions 2.2.3 and 2.2.4 hold for j = 0, with the interpretation

P0 = P≤0.

Proposition 2.2.4. (Inhomogeneous Strichartz and maximal function estimates) For f ∈
S(R2), θ ∈ [0, 1] and T ∈ (0, 1), we have for j > 0∥∥∥∥∫ t

0

ei(t−s)∂
2
xf(s)ds

∥∥∥∥
L

4
θ
T L

2
1−θ
x

≲ ∥f∥
L
( 4
θ
)′

T L
( 2
1−θ

)′
x

,∥∥∥∥⟨Dx⟩
θ
2

∫ t

0

ei(t−s)∂
2
xf(s)ds

∥∥∥∥
L∞
T L2

x

≲ ∥f∥
L
p(θ)
x L

q(θ)
T
,∥∥∥∥D 1+θ

2
x

∫ t

0

ei(t−s)∂
2
xf(s)ds

∥∥∥∥
L∞
x L2

T

≲ ∥f∥
L
p(θ)
x L

q(θ)
T
,∥∥∥∥⟨Dx⟩

θ
2

∫ t

0

ei(t−s)∂
2
xPjf(s)ds

∥∥∥∥
L2
xL

∞
T

≲ 2
j
2∥f∥

L
p(θ)
x L

q(θ)
T
,∥∥∥∥∫ t

0

ei(t−s)∂
2
xPjf(s)ds

∥∥∥∥
L

2
1−θ
x L

2
θ
T

≲ 2j(
1
2
−θ)∥f∥L1

TL
2
x
,

(2.2.6)

where

1

p(θ)
=

3 + θ

4
,

1

q(θ)
=

3 − θ

4
. (2.2.7)

Proof. See [204, Lemma 3.4 and Remark 3.7].

The following fractional Leibniz rules will also be useful for some of the following esti-

mates:

Proposition 2.2.5. Let α ∈ (0, 1), α1, α2 ∈ [0, α], p, p1, p2, q, q1, q2 ∈ (1,∞) satisfy α1+α2 =

α and 1
p

= 1
p1

+ 1
p2

, 1
q

= 1
q1

+ 1
q2

. Then

∥Dα
x (fg) −Dα

xfg − fDα
xg∥Lp

xL
q
T
≲ ∥Dα1

x f∥Lp1
x L

q1
T
∥Dα2

x g∥Lp2
x L

q2
T
. (2.2.8)

The endpoint cases q1 = ∞, α1 = 0 as well as (p, q) = (1, 2) are also allowed.

Proof. See [202, Lemma 2.6] or [204, Lemma 3.8].

Another variant of the fractional Leibniz rule for Lpx spaces is as follows:
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Proposition 2.2.6. Let α ∈ (0, 1), α1, α2 ∈ (0, α) and p ∈ [1,∞), 1 < p1, p2 < ∞ satisfy

α1 + α2 = α and 1
p

= 1
p1

+ 1
p2

. Then

∥Dα
x (fg) −Dα

xfg − fDα
xg∥Lp

x
≲ ∥Dα1

x f∥Lp1
x
∥Dα2

x g∥Lp2
x
. (2.2.9)

The endpoint case α2 = 0, 1 < p2 ≤ ∞ is also allowed if p > 1.

Proof. See [202, Lemma 2.6].

Next, we need a vector-valued Moser type estimate which will be convenient when deriva-

tives fall on |u|2σ.

Proposition 2.2.7. Let F ∈ C1(C). Let α ∈ (0, 1), p, q, p1, p2, q2 ∈ (1,∞) and q1 ∈ (1,∞]

with
1

p
=

1

p1
+

1

p2
,

1

q
=

1

q1
+

1

q2
. (2.2.10)

Then

∥Dα
xF (u)∥Lp

xL
q
T
≲ ∥F ′(u)∥Lp1

x L
q1
T
∥Dα

xu∥Lp2
x L

q2
T
. (2.2.11)

Proof. See Theorem A.6 of [203].

We also recall the scalar version of the above estimate,

Proposition 2.2.8. Let F ∈ C1(C), u ∈ L∞(R), α ∈ (0, 1), 1 < p, q, r <∞, and 1
r

= 1
p

+ 1
q
.

Then

∥Dα
xF (u)∥Lr ≲ ∥F ′(u)∥Lp∥Dα

xu∥Lq . (2.2.12)

Proof. See [80], Proposition 3.1.

We will also make use of not only the standard Bernstein estimates (see, for example,

[313, (A.2)-(A.6), page 333]) but the following vector-valued version:

Proposition 2.2.9. Let 1 ≤ p, q ≤ ∞, j > 0 and s ∈ R. Then we have

∥Ds
xPju∥Lp

xL
q
T
∼ 2js∥Pju∥Lp

xL
q
T
. (2.2.13)

Proof. Let P̃j have corresponding multiplier ϕ̃j, where, as in the preliminaries on Littlewood-

Paley theory, we have ϕ̃j(ξ) = ϕ̃(2−jξ). Notice that

Ds
x(P̃jPju) = (Ds

xF−1ϕ̃j) ∗ Pju.
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For each x, we have the inequality

∥Ds
xPju∥Lq

T
≤ |Ds

xF−1ϕ̃j| ∗ ∥Pju∥Lq
T
.

Hence, applying Lpx and Young’s inequality, we have

∥Ds
xPju∥Lp

xL
q
T
≤ ∥Ds

xF−1ϕ̃j∥L1
x
∥Pju∥Lp

xL
q
T
≲ 2js∥Pju∥Lp

xL
q
T
.

On the other hand,

2js∥Pju∥Lp
xL

q
T

= 2js∥D−s
x Ds

xPju∥Lp
xL

q
T
≲ ∥Ds

xPju∥Lp
xL

q
T
.

A useful lemma

Finally, we need a Hölder estimate, which we will use to extract all of the C1,2σ−1-regularity

that our nonlinearity offers. We will use this lemma, e.g., when derivatives fall on |u|2σ−2u,

or more generally on terms with regularity C0,α for 0 < α < 1.

To set notation, for α ∈ (0, 1] and 1 ≤ p ≤ ∞ define the Hölder space Λ̇p
α(R) by

∥u∥Λ̇p
α

:= sup
|h|>0

∥u(· + h) − u(·)∥Lp

|h|α
. (2.2.14)

This is just the usual homogeneous Hölder space Ċ0,α when p = ∞.

Lemma 2.2.10. Suppose that F ∈ Ċ0,α(C). Then for every 0 < β < α < 1, p ∈ [1,∞] with

αp ≥ 1, we have

∥F (u)∥Λ̇p
β
≲ ∥F∥Ċ0,α∥u∥α

W
β
α ,pα

. (2.2.15)

Proof. We have

|F (u(x+ h)) − F (u(x))|
|h|β

=
|F (u(x+ h)) − F (u(x))|

|u(x+ h) − u(x)|α

(
|u(x+ h) − u(x)|

|h| βα

)α

≤ ∥F∥Ċ0,α

(
|u(x+ h) − u(x)|

|h| βα

)α

.

(2.2.16)
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Hence,

∥F (u)∥Λ̇p
β
≤ ∥F∥Ċ0,α sup

|h|>0

∥

(
|u(x+ h) − u(x)|

|h| βα

)α

∥Lp

≤ ∥F∥Ċ0,α∥u∥αΛ̇pα
β
α

≲ ∥F∥Ċ0,α∥u∥α
W

β
α ,pα

(2.2.17)

where the last line follows from a standard embedding (c.f. [313, Exercise A.21]).

We also have the following very useful corollary of the above lemma which we will use

extensively.

Corollary 2.2.11. Suppose that F ∈ Ċ0,α(C) with F (0) = 0. Then for every 0 < β < α < 1,

p ∈ [1,∞] with αp ≥ 1 and ε ∈ (0, α− β), we have

∥F (u)∥Wβ,p ≲ε ∥F∥Ċ0,α∥u∥α
W

β
α+ε,pα

. (2.2.18)

Proof. This follows from the embedding (c.f. [313, Exercise A.21]),

∥F (u)∥Wβ,p ≲ε ∥F (u)∥Lp + ∥F (u)∥Λ̇p
β+αε

(2.2.19)

and Lemma 2.2.10 as well as the fact that

∥F (u)∥Lp ≲ ∥F∥Ċ0,α∥u∥αLpα . (2.2.20)

Remark 2.2.12. It is easy to see that F (z) = z|z|2σ−2 meets the hypothesis of the above

corollary (c.f. [127, Lemma 2.4]). The price to pay when using Corollary 2.2.11 is that there

is a sort of “loss of regularity” when derivatives fall on F (u) in the sense that a derivative

of order 0 < s < 2σ − 1 will be amplified by a factor of 1
2σ−1

.

2.3 Low regularity estimates

Now, we proceed with the proof of Theorem 2.1.2. By the scaling symmetry uλ(t, x) :=

λ
1
2σu(λ2t, λx), we see that the L2

x norm is subcritical with respect to scaling. Hence, we will

assume without loss of generality throughout that for some small 0 < ε≪ 1 the initial data

satisfies ∥u0∥Hs
x
≤ ε. We then will obtain local well-posedness on the time interval [−T, T ]

where T ≲ 1 is fixed.
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Function spaces

We now define the spaces where we seek solutions. To begin, we define our baseline Strichartz

type space Y 0
T via

∥u∥Y 0
T

: =

(∑
j>0

∥PjDσ−1
x u∥2L4

TL
∞
x

) 1
2

+

(∑
j>0

∥PjD
σ− 1

2
x u∥2L∞

x L2
T

) 1
2

+

(∑
j>0

∥PjD
σ− 3

2
x u∥2L2

xL
∞
T

) 1
2

+ ∥P≤0u∥L2
xL

∞
T
.

(2.3.1)

Then we define the space X0
T by:

∥u∥X0
T

:=

(∑
j>0

∥Pju∥2L∞
T L2

x

) 1
2

+ ∥P≤0u∥L∞
T L2

x
+ ∥u∥Y 0

T
. (2.3.2)

For higher Sobolev indices, s ≥ 0, we define the spaces Xs
T and Y s

T by

∥u∥Y s
T

:= ∥⟨Dx⟩su∥Y 0
T
, ∥u∥Xs

T
:= ∥⟨Dx⟩su∥X0

T
. (2.3.3)

One should observe that we trivially have ∥u∥C([−T,T ];Hs
x) ≤ ∥u∥Xs

T
.

Remark 2.3.1. One might wonder why the above Y s
T space is not defined in a more standard

way, where one replaces σ with 1. Indeed, one can see from the proof of the following

estimates that by using this stronger norm, one will incur a loss of 1−σ derivatives in excess

of the L∞
T H

s
x norm. The function spaces defined above account for this loss.

Finally, it will be convenient to define the weaker norm SsT which just involves the purely

Strichartz components of the Xs
T norm. Namely,

∥u∥Ss
T

= ∥P≤0u∥L∞
T L2

x
+

(∑
j>0

∥Pj⟨Dx⟩su∥2L∞
T L2

x

) 1
2

+

(∑
j>0

∥Pj⟨Dx⟩s−1+σu∥2L4
TL

∞
x

) 1
2

. (2.3.4)

The behavior of the S1
T norm will be relevant for continuing a local solution to a global one

when σ ∈ (
√
3
2
, 1) in both the low and high regularity regimes.

Xs
T frequency envelopes

It is easy to see that for s ≥ 0, we have

∥P≤0u∥2Xs
T

+
∞∑
j=1

∥Pju∥2Xs
T
∼ ∥u∥2Xs

T
. (2.3.5)
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Hence, for u ∈ Xs
T , we use bj to denote the Xs

T frequency envelope for u defined by

bj = 2−δj + ∥u∥−1
Xs

T
max
k≥0

2−δ|j−k|∥Pku∥Xs
T

(2.3.6)

where δ is some small, but fixed, positive parameter. Similarly, for v ∈ Hs
x, we use aj to

denote the Hs
x frequency envelope for v defined by

aj = 2−δj + ∥v∥−1
Hs

x
max
k≥0

2−δ|j−k|∥Pkv∥Hs
x
. (2.3.7)

Unless otherwise stated, Xs
T and Hs

x frequency envelopes will always be defined by the above

formulae.

Remark 2.3.2. In an identical fashion, one can also define SsT frequency envelopes.

Next, we state a technical lemma which will be useful for tracking the contributions of

the rough part of the nonlinearity in (gDNLS) when derivatives fall on it.

Lemma 2.3.3. (Moser type estimate) Let s ∈ [1, 3
2
], σ ∈ (1

2
, 1), 0 < T ≲ 1 and let bj be a

Xs
T frequency envelope for u. Write α = s − 1 + σ < 2σ. For j > 0, we have the following

Moser type estimate,

∥Dα
xPj|u|2σ∥L2

TL
∞
x
≲ bj∥u∥2σ−1

S1
T

∥u∥Xs
T
. (2.3.8)

Proof. There are two cases to consider. First assume α > 1. We have

∥Dα
xPj(|u|2σ)∥L2

TL
∞
x
≲ ∥PjDα−1

x (|u|2σ−2uux)∥L2
TL

∞
x

≲ ∥PjDα−1
x (P<j−4(|u|2σ−2u)ux)∥L2

TL
∞
x

+ ∥PjDα−1
x (P≥j−4(|u|2σ−2u)ux)∥L2

TL
∞
x
.

(2.3.9)

For the first term, we have by Bernstein,

∥PjDα−1
x (P<j−4(|u|2σ−2u)ux)∥L2

TL
∞
x

= ∥PjDα−1
x (P<j−4(|u|2σ−2u)P̃jux)∥L2

TL
∞
x

≲ 2j(α−1)∥u∥2σ−1
L∞
T L∞

x
∥P̃jux∥L2

TL
∞
x

≲ ∥u∥2σ−1
S1
T

∥Dα
x P̃ju∥L2

TL
∞
x

≲ bj∥u∥2σ−1
S1
T

∥u∥Xs
T
.

(2.3.10)

For the second term, we have for δ > 0 small (under the additional assumption that

2−δj ≲ bj)

∥PjDα−1
x (P≥j−4(|u|2σ−2u)ux)∥L2

TL
∞
x
≲ 2j(α−1)∥P≥j−4(|u|2σ−2u)ux∥L2

TL
∞
x

≲ 2j(α−1)∥P≥j−4(|u|2σ−2u)∥L4
TL

∞
x
∥ux∥L4

TL
∞
x

≲ bj∥Dα−1+δ
x (|u|2σ−2u)∥L4

TL
∞
x
∥ux∥L4

TL
∞
x

≲ bj∥Dα−1+δ
x (|u|2σ−2u)∥L4

TL
∞
x
∥u∥Xs

T
.

(2.3.11)
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It now suffices to show that

∥Dα−1+δ
x (|u|2σ−2u)∥L4

TL
∞
x
≲ ∥u∥2σ−1

S1
T

.

For this we fix ε > 0 small and invoke Corollary 2.2.11 and the fact that 2σ − 1 < 1,

∥Dα−1+δ
x (|u|2σ−2u)∥L4

TL
∞
x
≲T ∥⟨Dx⟩

α−1+δ+ε
2σ−1 u∥2σ−1

L4
TL

∞
x

≲ ∥u∥2σ−1
S1
T

(2.3.12)

where in the last line we take ε, δ small enough and used that α−1
2σ−1

< σ when s ∈ [1, 3
2
] and

σ ∈ (1
2
, 1).

This handles the case α > 1. Next, we assume 0 < α ≤ 1. For this, we write

Pj|u|2σ = Pj|P<ju|2σ + Pj(|u|2σ − |P<ju|2σ). (2.3.13)

We have for the first term,

∥Dα
xPj|P<ju|2σ∥L∞

x
≲ 2j(α−1)∥Pj(|P<ju|2σ−2P<juP<jux)∥L∞

x

≲ 2j(α−1)∥Pj(P<j−4(|P<ju|2σ−2P<ju)P̃jux)∥L∞
x

+ 2j(α−1)∥Pj(P≥j−4(|P<ju|2σ−2P<ju)P<jux)∥L∞
x

≲ ∥u∥2σ−1
L∞
x

∥P̃jDα
xu∥L∞

x
+ 2−jδ∥D2δ

x (|P<ju|2σ−2P<ju)∥L∞
x
∥Dα−1−δ

x ux∥L∞
x
.

(2.3.14)

Hence, by taking δ small enough, using Corollary 2.2.11, and the fact that 2−jδ ≲ bj, we

obtain

∥Dα
xPj|P<ju|2σ∥L2

TL
∞
x
≲T bj∥u∥2σ−1

S1
T

∥u∥Xs
T
. (2.3.15)

Next, we estimate

∥PjDα
x (|u|2σ − |P<ju|2σ)∥L2

TL
∞
x
≲ 2jα∥u∥2σ−1

L∞
T L∞

x

∑
k≥j

∥Pku∥L2
TL

∞
x

≲ ∥u∥2σ−1
S1
T

∥u∥Xs
T

∑
k≥j

2−α|k−j|bk

≲ bj∥u∥2σ−1
S1
T

∥u∥Xs
T

(2.3.16)

where in the last line, we used the slowly varying property of bj. This completes the proof.
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Remark 2.3.4. By repeating the proof almost verbatim, and taking bj instead to be a SsT
frequency envelope for u, we can modify the conclusion of the lemma to

∥Dα
xPj|u|2σ∥L2

TL
∞
x
≲ bj∥u∥2σ−1

S1
T

∥u∥Ss
T
. (2.3.17)

Remark 2.3.5. The ∥u∥2σ−1
S1
T

coefficient in the estimate (2.3.8) could be optimized in terms

of the parameters s and σ. We do not pursue this, for the sake of simplicity and also because

it does not improve any of the later estimates in an important way.

Uniform bounds

In this subsection, we prove a priori estimates for solutions to (gDNLS). First, we prove

uniform Xs
T bounds:

Proposition 2.3.6. Let 0 < ε≪ 1, s ∈ [1, 3
2
], σ ∈ (

√
3
2
, 1) and let u0 ∈ Hs

x with ∥u0∥Hs
x
≤ ε.

Let T ≲ 1. Suppose u ∈ Xs
T solves the equation, (i∂t + ∂2x)u = i|u|2σ∂xu,

u(0) = u0.
(2.3.18)

Furthermore, let aj and bj be a Hs
x and Xs

T frequency envelope for u0 and u (on the time

interval [0, T ]), respectively, as defined in Section 2.3. Then we have the following Xs
T esti-

mates for j > 0,

a) (Frequency localized Xs
T bound)

∥Pju∥Xs
T
≲∥u∥

S1
T

aj∥u0∥Hs
x

+ T
1
2 bj(1 + ∥u∥4σS1

T
)∥u∥Xs

T
+ T

1−σ
2 bj∥u∥σX1

T
∥u∥Xs

T
. (2.3.19)

b) (Uniform Xs
T bound)

∥u∥Xs
T
≲∥u∥

X1
T

∥u0∥Hs
x
≤ ε. (2.3.20)

We will also need the following result:

Proposition 2.3.7. Let 0 < ε ≪ 1 and σ, T and s be as in Proposition 2.3.6. Suppose

v ∈ X0
T is a solution to the equation, (i∂t + ∂2x)v = i|w|2σ∂xv + g∂xav + g∂xav,

v(0) = v0,
(2.3.21)
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for some w ∈ X1
T solving (gDNLS) (with possibly different initial data), g ∈ Z := ZT :=

L
2

2σ−1
x L∞

T ∩L∞
T W

3
4σ

− 1
2
+ε,∞

x ∩L4
TW

3
2
−σ+ε,∞

x and a ∈ X1
T , all with sufficiently small norm ≪ 1.

Then v satisfies the bound

∥v∥X0
T
≲ ∥v0∥L2 . (2.3.22)

Remark 2.3.8. In practice g will correspond to terms which are of similar regularity to

the term |u|2σ−1. For such terms to lie in Z (specifically the latter two components of this

norm), we will need σ >
√
3
2

. This will be elaborated on later in the proof.

Remark 2.3.9. Proposition 2.3.7 will be useful for establishing difference estimates for

solutions in the weaker topology, X0
T . This will allow us to show uniqueness for X1

T solutions,

and to prove a weak Lipschitz type bound for the solution map.

We begin with the proof of Proposition 2.3.6. We divide the relevant estimates into two

parts. First, we control the Y s
T component of the norm. Then we do an energy type estimate

to control the L∞
T H

s
x component. For this purpose, we have the following lemmas:

Lemma 2.3.10. (Y s
T estimate) Let s ∈ [1, 3

2
], σ ∈ (1

2
, 1) and let u, T , aj and bj be as in

Proposition 2.3.6. Then for j > 0 we have

∥Pju∥Y s
T
≲∥u∥

S1
T

aj∥u0∥Hs
x

+ T
1
2 bj(1 + ∥u∥4σS1

T
)∥u∥Xs

T
. (2.3.23)

Lemma 2.3.11. (L∞
T H

s
x estimate) Let s, σ, T, aj, bj and u be as in Proposition 2.3.6. Then

for j > 0 we have

∥Pju∥L∞
T Hs

x
≲ aj∥u0∥Hs

x
+ T

1−σ
2 bj∥u∥σX1

T
∥u∥Xs

T
. (2.3.24)

Proof. We begin with the proof of Lemma 2.3.10. For this purpose, let us apply Pj to (2.3.18)

and write

(i∂t + ∂2x)uj = iP<j−4|u|2σ∂xuj + gj (2.3.25)

where

gj = iPj(P≥j−4|u|2σ∂xu) + i[Pj, P<j−4|u|2σ]∂xu. (2.3.26)

The term

iP<j−4|u|2σ∂xuj (2.3.27)

which corresponds to the worst interactions between ∂xu and |u|2σ is non-perturbative, and

can lead to loss of derivatives in the Y s
T estimates for uj. It is desirable to remove as much
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of this bad interaction as possible. As mentioned earlier, one might try to remove it entirely

with a gauge transformation, but this will not work, because the function z 7→ |z|2σ is not

smooth enough. Fortunately, in some sense, formally, the worst terms introduced by a gauge

transformation are only poorly behaved when u is small (i.e. sufficiently close to 0). On the

other hand, if u is sufficiently small (on a scale depending on j), then we expect to be able to

treat the associated part of the term (2.3.27) perturbatively. One then expects to be able to

remove the other part (in which u is bounded away from zero) with a gauge transformation,

and gain some mileage.

With this strategy in mind, let φ be a smooth compactly supported function on R with

φ = 1 on the unit interval and zero outside (−2, 2). Likewise, define χ = 1−φ. We want to

tailor these functions to a particular frequency, which we do by defining the rescaled func-

tions φj(x) = φ(2jx) and χj(x) = χ(2jx). Next, we further rewrite (2.3.25) as the following

equation,

(i∂t + ∂2x)uj = iP<j−4[χj(|u|2)|u|2σ]∂xuj + iP<j−4[φj(|u|2)|u|2σ]∂xuj + gj. (2.3.28)

Remark 2.3.12. One might wonder whether one can modify the 2j scale in the definition

of φj to 2jα for some α > 0. It turns out that α = 1 is the optimal choice, as one can

ascertain from repeating the estimates below with this new parameter α. This optimization

is obtained by balancing the contributions from the terms I1j and I3j in the below estimates.

Now, we do a partial gauge transformation to remove iP<j−4[χj(|u|2)|u|2σ]∂xuj, which

corresponds to the part of (2.3.27) for which the coefficient |u|2σ is bounded below by 2−jσ.

Indeed, define

Φj(t, x) := −1

2
P<j−4∂

−1
x [χj(|u|2)|u|2σ] (2.3.29)

where

(∂−1
x f)(x) :=

∫ x

−∞
f(y)dy (2.3.30)

and then define

wj := uje
iΦj . (2.3.31)

Before proceeding, we need the following technical estimate which relates uj to wj.

Lemma 2.3.13. Let S refer to any of the four spaces, L∞
T L

2
x, L

∞
x L

2
T , L2

xL
∞
T , or L4

TL
∞
x . Let

β ∈ (−1, 1) and 0 < ε≪ 1. Then for j > 0, we have

∥⟨Dx⟩βuj∥S ≲ε (1 + ∥u∥S1
T
)2σ(∥⟨Dx⟩βP̃jwj∥S + ∥⟨Dx⟩β−εwj∥S). (2.3.32)
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Remark 2.3.14. As a brief remark, the range on β accounts for (more than) the greatest

range of derivatives allowed in any component of the X1−σ
T norm, which will correspond to

the situation in which we apply the estimate. Strictly speaking, this is overkill, but it lets

us avoid dealing with several individual cases. Also, the β − ε factor in the second term in

the above estimate is to compensate for terms in which wj is not frequency localized. In

particular, later when applying Proposition 2.2.4, the ε will allow us to sum up the individual

frequency dyadic contributions of wj.

Proof. We have using the fact that uj is frequency localized to frequency ∼ 2j,

∥⟨Dx⟩βuj∥S = ∥⟨Dx⟩βP̃j(e−iΦjwj)∥S
≲ ∥Dβ

x P̃j(P<j−2e
−iΦj P̃jwj)∥S + ∥Dβ

x P̃j(P≥j−2e
−iΦjwj)∥S.

(2.3.33)

For the first term, we have by the (vector-valued) Bernstein’s inequality

∥Dβ
x P̃j(P<j−2e

−iΦj P̃jwj)∥S ≲ ∥Dβ
x P̃jwj∥S. (2.3.34)

For the second term, we have from Bernstein’s inequality (and since j > 0),

∥Dβ
x P̃j(P≥j−2e

−iΦjwj)∥S ≲ 2jβ∥P̃j(P≥j−2e
−iΦjwj)∥S

≲ 2jβ∥P≥j−2e
−iΦj∥L∞

T L∞
x
∥P<j+2wj∥S + 2jβ

∑
k≥j

∥P̃ke−iΦj∥L∞
T L∞

x
∥P̃kwj∥S

≲ε ∥P≥j−2D
|β|+2ε
x e−iΦj∥L∞

T L∞
x
∥⟨Dx⟩β−εwj∥S

(2.3.35)

where ε > 0 is small enough so that for instance, |β| + 2ε < 1. Then we have by Bernstein,

∥P≥j−2D
|β|+2ε
x e−iΦj∥L∞

T L∞
x
≲ ∥∂xP≥j−2e

−iΦj∥L∞
T L∞

x
≲ ∥u∥2σS1

T
. (2.3.36)

Combining the above estimates completes the proof.

Given Lemma 2.3.13, we are in a position to convert estimates for wj into estimates for

uj. A direct computation shows that wj satisfies the following equation:(i∂t + ∂2x)wj = ieiΦjP<j−4[φj(|u|2)|u|2σ]∂xuj + (−∂tΦj + i∂2xΦj − (∂xΦj)
2)wj + eiΦjgj,

wj(0) = eiΦjuj(0).

(2.3.37)

The goal is to prove a priori estimates for wj - and hence uj - in Y s
T . We observe a cou-

ple of useful facts. First, by Bernstein, we have ∥uj∥Y s
T
≲ 2j(σ+s−1)∥uj∥Y 1−σ

T
. Secondly, we
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obviously have ∥gwj∥L1
TL

2
x

= ∥guj∥L1
TL

2
x

for measurable functions, g. Using these observa-

tions, Lemma 2.3.13, the maximal function estimates and the usual Strichartz estimates

from Propositions 2.2.3 and 2.2.4 we have that

∥uj∥Y s
T

(1 + ∥u∥S1
T
)2σ

≲ ∥uj(0)∥Hs
x

+ 2j(σ+s−1)∥P<j−4[φj(|u|2)|u|2σ]∂xuj∥L1
TL

2
x

+ 2j(σ+s−1)∥gj∥L1
TL

2
x

+ 2j(σ+s−1)∥∂tΦjuj∥L1
TL

2
x

+ 2j(σ+s−1)∥∂2xΦjuj∥L1
TL

2
x

+ 2j(σ+s−1)∥(∂xΦj)
2uj∥L1

TL
2
x

:= ∥uj(0)∥Hs
x

+ Ij1 + Ij2 + Ij3 + Ij4 + Ij5 .

(2.3.38)

We now estimate each of the above terms.

Estimate for Ij1

By Bernstein and the fact that |u| ≲ 2− j
2 on the support of φj,

2j(σ+s−1)∥P<j−4[φj(|u|2)|u|2σ]∂xuj∥L1
TL

2
x
≲ 2j(σ+s−1)∥φj(|u|2)|u|2σ∥L1

TL
∞
x
∥∂xuj∥L∞

T L2
x

≲ T∥uj∥L∞
T Hs

x

≲ Tbj∥u∥Xs
T
.

(2.3.39)

Estimate for Ij2

We have

gj = iPj(P≥j−4|u|2σ∂xu) + i[Pj, P<j−4|u|2σ]∂xP̃ju (2.3.40)

where P̃j is a “fattened” projection to frequency ∼ 2j. By the standard Littlewood-Paley

trichotomy, we write

Pj(P≥j−4|u|2σ∂xu) = Pj(P̃j|u|2σ∂xP̃<ju) + Pj(P̃j|u|2σP̃j∂xu)

+
∑
k>j

Pj(P̃k|u|2σP̃k∂xu). (2.3.41)

For the first term, we have by the Moser estimate (2.3.8) and Bernstein’s inequality,

2j(σ+s−1)∥Pj(P̃j|u|2σ∂xP̃<ju)∥L1
TL

2
x
≲ 2j(σ+s−1)∥P̃j|u|2σ∥L1

TL
∞
x
∥∂xu∥L∞

T L2
x

≲ ∥P̃jDσ+s−1
x |u|2σ∥L1

TL
∞
x
∥∂xu∥L∞

T L2
x

≲ T
1
2 bj∥u∥2σS1

T
∥u∥Xs

T
.

(2.3.42)
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The second term is dealt with similarly. For the third term, we have by Bernstein’s

inequality

2j(σ+s−1)∥
∑
k>j

Pj(P̃k|u|2σP̃k∂xu)∥L1
TL

2
x

≲ T
3
4

∑
k>j

∥P̃ku∥L4
TL

∞
x

2j(σ+s−1)2k∥P̃k|u|2σ∥L∞
T L2

x

≲ T
3
4

∑
k>j

2(j−k)(σ+s−1)∥Dσ+s−1
x P̃ku∥L4

TL
∞
x
∥P̃k∂x|u|2σ∥L∞

T L2
x

≲ T
3
4∥u∥2σS1

T
∥u∥Xs

T

∑
k>j

2−(σ+s−1)|k−j|bk

≲ T
3
4 bj∥u∥Xs

T
∥u∥2σS1

T

∑
k>j

2−(σ+s−1−δ)|k−j|

≲ T
3
4 bj∥u∥Xs

T
∥u∥2σS1

T
.

(2.3.43)

For the commutator term, we have by Lemma 2.2.1

2j(σ+s−1)[Pj, P<j−4|u|2σ]∂xP̃ju = 2j(σ+s−2)L(∂xP<j−4|u|2σ, P̃j∂xu) (2.3.44)

for some appropriate translation invariant expression L.

This term is easily estimated by

2j(σ+s−2)∥L(∂xP<j−4|u|2σ, P̃j∂xu)∥L1
TL

2
x
≲ 2j(σ+s−2)∥∂xP<j−4|u|2σ∥L∞

T L2
x
∥P̃j∂xu∥L1

TL
∞
x

≲ ∥u∥2σ−1
L∞
T L∞

x
∥∂xu∥L∞

T L2
x
∥P̃jDσ+s−1

x u∥L1
TL

∞
x

≲ bjT
3
4∥u∥2σS1

T
∥u∥Xs

T
.

(2.3.45)

Hence, we have

Ij2 ≲ T
1
2 bj∥u∥Xs

T
∥u∥2σS1

T
. (2.3.46)

Estimate for Ij3

We expand

∂tΦj = −1

2
P<j−4∂

−1
x [2jχ′(2j|u|2)∂t|u|2|u|2σ] − 1

2
P<j−4∂

−1
x [χj(|u|2)∂t|u|2σ] =: J1 + J2.

(2.3.47)
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We have

J1 = −1

2
P<j−4∂

−1
x [2jχ′(2j|u|2)∂t|u|2|u|2σ]

= −P<j−4∂
−1
x [2jχ′(2j|u|2)Re(uut)|u|2σ]

= −P<j−4∂
−1
x [2jχ′(2j|u|2)Re(iuuxx)|u|2σ] − P<j−4∂

−1
x [2jχ′(2j|u|2)Re(u|u|2σux)|u|2σ]

= −P<j−4∂
−1
x [2jχ′(2j|u|2)∂xRe(iuux)|u|2σ] − P<j−4∂

−1
x [2jχ′(2j|u|2)Re(u|u|2σux)|u|2σ]

:= K1 +K2.

(2.3.48)

For the first term, K1, in (2.3.48) we write

−P<j−4∂
−1
x [2jχ′(2j|u|2)∂xRe(iuux)|u|2σ] = −P<j−4[2

jχ′(2j|u|2)Re(iuux)|u|2σ]

+ P<j−4∂
−1
x [22jχ′′(2j|u|2)∂x|u|2Re(iuux)|u|2σ]

+ P<j−4∂
−1
x [2jχ′(2j|u|2)Re(iuux)∂x|u|2σ].

(2.3.49)

We have for the first term in (2.3.49)

∥P<j−4[2
jχ′(2j|u|2)Re(iuux)|u|2σ]∥L∞

T L2
x
≲ 2j∥χ′(2j|u|2)Re(iuux)|u|2σ∥L∞

T L2
x

≲ ∥u∥2σ−1
L∞
T L∞

x
∥ux∥L∞

T L2
x

(2.3.50)

where we used the fact that

∥χ′(2j|u|2)|u|2σ+1∥L∞
T L∞

x
= ∥φ′(2j|u|2)|u|2σ+1∥L∞

T L∞
x
≲ 2−j∥u∥2σ−1

L∞
T L∞

x
. (2.3.51)

Now, for the second term in (2.3.49), we have

22j∥P<j−4∂
−1
x [χ′′(2j|u|2)∂x|u|2Re(iuux)|u|2σ]∥L∞

T L∞
x
≲ 22j∥χ′′(2j|u|2)∂x|u|2Re(iuux)|u|2σ∥L∞

T L1
x

≲ 22j∥φ′′(2j|u|2)Re(uux)Re(iuux)|u|2σ∥L∞
T L1

x

≲ 2j(1−σ)∥ux∥2L∞
T L2

x
.

(2.3.52)

The third term in (2.3.49) is estimated similarly to the second term.

Hence, we obtain that 2j(σ+s−1)∥K1uj∥L1
TL

2
x

is estimated by

2j(σ+s−1)2j(1−σ)T∥ux∥2L∞
T L2

x
∥uj∥L∞

T L2
x

+ 2j(σ+s−1)∥u∥2σ−1
L∞
T L∞

x
T

3
4∥ux∥L∞

T L2
x
∥uj∥L4

TL
∞
x

≲ T∥ux∥2L∞
T L2

x
∥Ds

xuj∥L∞
T L2

x
+ T

3
4∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L4
TL

∞
x
.

(2.3.53)
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Next, we estimate K2. We have by Cauchy Schwarz, and Sobolev embedding,

∥P<j−4∂
−1
x [2jχ′(2j|u|2)Re(u|u|2σux)|u|2σ]∥L∞

T L∞
x
≲ 2j∥φ′(2j|u|2)Re(u|u|2σux)|u|2σ∥L∞

T L1
x

≲ 2j(
1
2
−σ)∥u∥2σL∞

T L4σ
x
∥ux∥L∞

T L2
x

≲ 2j(
1
2
−σ)∥u∥2σS1

T
∥ux∥L∞

T L2
x

≲ ∥u∥2σS1
T
∥ux∥L∞

T L2
x

(2.3.54)

where we used the fact that σ ≥ 1
2
.

Hence, we finally obtain the estimate,

2j(σ+s−1)∥ujJ1∥L1
TL

2
x
≲ T∥ux∥2L∞

T L2
x
∥Ds

xuj∥L∞
T L2

x
+ T

3
4∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L4
TL

∞
x

+ T∥u∥2σS1
T
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L∞
T L2

x

≲ T
3
4 (1 + ∥u∥4σS1

T
)∥uj∥Xs

T
.

(2.3.55)

Next, we turn to the estimate for J2. We have

J2 = −1

2
P<j−4∂

−1
x [χj(|u|2)∂t|u|2σ]

= −σP<j−4∂
−1
x [χj(|u|2)|u|2σ−2Re(uut)]

= −σP<j−4∂
−1
x [χj(|u|2)|u|2σ−2Re(iuuxx)] − σP<j−4∂

−1
x [χj(|u|2)|u|2σ−2Re(u|u|2σux)]

:= K3 +K4.

(2.3.56)

For the first term, we have

K3 = −σP<j−4[χj(|u|2)|u|2σ−2Re(iuux)] + σP<j−4∂
−1
x [χj(|u|2)∂x|u|2σ−2Re(iuux)]

− 2jσP<j−4∂
−1
x [φ′(2j|u|2)∂x|u|2|u|2σ−2Re(iuux)]

= K3,1 +K3,2 +K3,3.

(2.3.57)

We now must estimate each of the above terms. For the first two terms, we have

∥K3,1∥L∞
T L2

x
≲ ∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x

(2.3.58)

and

∥K3,2∥L∞
T L∞

x
≲ ∥χj(|u|2)∂x|u|2σ−2Re(iuux)∥L∞

T L1
x

≲ ∥χj(|u|2)|u|2σ−4Re(uux)Re(iuux)∥L∞
T L1

x

≲ 2j(1−σ)∥ux∥2L∞
T L2

x

(2.3.59)
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where we used the fact that

χj(|u|2)|u|2σ−2 ≲ 2j(1−σ). (2.3.60)

Remark 2.3.15. It should be emphasized that the main point of the partial gauge trans-

formation is to be able to estimate the term K3,2 above, which involves negative powers of

|u|.

Now, we turn to the estimate for K3,3. We have

∥K3,3∥L∞
T L∞

x
≲ 2j∥φ′(2j|u|2)|u|2σ−2Re(uux)Re(iuux)∥L∞

T L1
x

≲ 2j(1−σ)∥ux∥2L∞
T L2

x
.

(2.3.61)

Hence, we have

2j(σ+s−1)∥K3uj∥L1
TL

2
x
≲ T

3
4∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L4
TL

∞
x

+ T∥ux∥2L∞
T L2

x
∥Ds

xuj∥L∞
T L2

x
.

(2.3.62)

Finally, we estimate K4. We have

∥K4∥L∞
T L∞

x
≲ ∥P<j−4∂

−1
x [χj(|u|2)|u|2σ−2Re(u|u|2σux)]∥L∞

T L∞
x

≲ ∥χj(|u|2)|u|2σ−2Re(u|u|2σux)∥L∞
T L1

x

≲ ∥u∥4σ−2
L∞
T L∞

x
∥ux∥L∞

T L2
x
∥u∥L∞

T L2
x
.

(2.3.63)

Hence, combining with the estimate for K3, we obtain

2j(σ+s−1)∥ujJ2∥L1
TL

2
x
≲ T

3
4∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L4
TL

∞
x

+ T∥ux∥2L∞
T L2

x
∥Ds

xuj∥L∞
T L2

x

+ T∥u∥4σ−2
L∞
T L∞

x
∥ux∥L∞

T L2
x
∥u∥L∞

T L2
x
∥Dσ+s−1

x uj∥L∞
T L2

x

≲T T
3
4 (1 + ∥u∥4σS1

T
)∥uj∥Xs

T
.

(2.3.64)

Now combining this with the estimate for J1 finally yields the desired estimate for Ij3 . Namely,

we have

Ij3 ≲ T
3
4 (1 + ∥u∥4σS1

T
)∥uj∥Xs

T

≲ T
3
4 bj(1 + ∥u∥4σS1

T
)∥u∥Xs

T
.

(2.3.65)

Estimate for Ij4

This term is straightforward to deal with. Indeed, after expanding ∂2xΦj we have

∥∂2xΦj∥L∞
T L2

x
≲ 2j∥φ′(2j|u|2)Re(uux)|u|2σ∥L∞

T L2
x

+ ∥χj(|u|2)Re(|u|2σ−2uux)∥L∞
T L2

x

≲ ∥u∥2σ−1
L∞
T L∞

x
∥ux∥L∞

T L2
x
.

(2.3.66)
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Hence,

Ij4 ≲ T
3
4∥u∥2σ−1

L∞
T L∞

x
∥ux∥L∞

T L2
x
∥Dσ+s−1

x uj∥L4
TL

∞
x

≲ T
3
4∥u∥2σS1

T
∥uj∥Xs

T

≲ T
3
4 bj∥u∥2σS1

T
∥u∥Xs

T
.

(2.3.67)

Estimate for Ij5

The estimate for Ij5 is also straightforward as it doesn’t involve any differentiated terms.

Indeed, we have

∥∂xΦj∥2L∞
T L∞

x
≲ ∥u∥4σL∞

T L∞
x
. (2.3.68)

Hence, by Sobolev embedding,

Ij5 ≲ T∥u∥4σL∞
T L∞

x
∥Dσ+s−1

x uj∥L∞
T L2

x

≲ T∥u∥4σS1
T
∥uj∥Xs

T

≲ Tbj∥u∥4σS1
T
∥u∥Xs

T
.

(2.3.69)

Now, combining all the estimates above completes the proof of Lemma 2.3.10.

Remark 2.3.16. By taking bj to instead be a SsT frequency envelope for u, and repeating

the proof almost verbatim with Remark 2.3.4 in place of (2.3.8), we instead obtain

∥Pju∥Y s
T
≲∥u∥

S1
T

aj∥u0∥Hs
x

+ T
1
2 bj(1 + ∥u∥4σS1

T
)∥u∥Ss

T
. (2.3.70)

This will be relevant for when we later establish local well-posedness in the high regularity

regime 2 − σ < s < 4σ for the full range of 1
2
< σ < 1. Specifically, this will be important

for establishing a priori bounds in the range 2 − σ < s ≤ 3
2

when Sobolev embedding is

not suitable for controlling the term ∥ux∥L4
TL

∞
x

. The reason the proof of (2.3.70) is almost

identical to the current proof is that we have not yet used the maximal function part of the

norm of Xs
T ; we will begin using this part of the norm in the proof of Lemma 2.3.11.

Remark 2.3.17. As a second important remark, the estimate (2.3.70) also holds for T ≲

1 if the nonlinearity i|u|2σux is replaced by the spatially regularized and time-truncated

nonlinearity iηP<k|u|2σux, where k ∈ N and η = η(t) is a time-dependent cutoff function

supported in (−2, 2) and equal to 1 on [−1, 1]. This fact won’t be relevant for the low

regularity construction, but will be important for the high regularity construction in Sections

5 and 6 where the cutoff η is needed for estimating (fractional order) time derivatives of a
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solution u to (gDNLS). Since the proof of this estimate is nearly identical to Lemma 2.3.10,

we omit the details. Nevertheless, for the sake of completeness, we state this observation in

the following lemma.

Lemma 2.3.18. Let k ∈ N, σ ∈ (1
2
, 1), s ∈ [1, 3

2
], and T ≲ 1. Let η be a time-dependent

cutoff function supported in (−2, 2) with η = 1 on [−1, 1]. Let v, w ∈ SsT with ∥v∥Ss
T
,

∥w∥Ss
T
≲ 1. Assume that u, v ∈ SsT solve the equations (i∂t + ∂2x)u = iηP<k|v|2σ∂xu,

u(0) = u0,
(2.3.71)

and  (i∂t + ∂2x)v = iηP<k|w|2σ∂xv,

v(0) = u0,
(2.3.72)

respectively. Then u satisfies the estimate

∥u∥Y s
T
≲ ∥u0∥Hs

x
+ T

1
2∥u∥Ss

T
. (2.3.73)

As mentioned, the proof of Lemma 2.3.18 proceeds in a nearly identical fashion to

Lemma 2.3.10, so we omit the details. The main difference is that Φj is replaced by

Φj = −1

2
η(t)P<j−4P<k∂

−1
x [χj(|v|2)|v|2σ]. (2.3.74)

The requirement (2.3.72) that v solves an additional (gDNLS) type equation is merely rel-

evant for the Ij3 estimate when time derivatives fall on Φj, and hence on v. In practice,

Lemma 2.3.18 will be used in the construction of solutions at high regularity in Sections 5,

6 and 7.

Next, we turn to proving Lemma 2.3.11.

Proof. Again, we begin by writing the equation in a paradifferential fashion,

i∂tuj + ∂2xuj = iP<j−4|u|2σ∂xuj + iPj(P≥j−4|u|2σ∂xu) + i[Pj, P<j−4|u|2σ]∂xu. (2.3.75)
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A simple energy estimate (i.e. multiplying by −i22jsuj, taking real part and integrating),

and Bernstein’s inequality gives

∥uj∥2L∞
T Hs

x
≲ ∥uj(0)∥2Hs

x
+ 22js

∫ T

0

∣∣∣∣∫
R
P<j−4|u|2σ∂x|uj|2

∣∣∣∣+ 22js

∫ T

0

∣∣∣∣∫
R
ujPj(P≥j−4|u|2σ∂xu)

∣∣∣∣
+ 22js

∫ T

0

∣∣∣∣∫
R
uj[Pj, P<j−4|u|2σ]∂xu

∣∣∣∣
:= ∥uj(0)∥2Hs

x
+ Ij1 + Ij2 + Ij3 .

(2.3.76)

Estimate for Ij1

For the first term, we integrate by parts and estimate using standard interpolation inequal-

ities, Bernstein’s inequality, Hölder’s inequality and Proposition 2.2.7

22js

∫ T

0

∣∣∣∣∫
R
|uj|2P<j−4∂x|u|2σ

∣∣∣∣ ≲ 22js∥P<j−4∂x|u|2σ|uj|2(1−σ)∥
L1
xL

1
1−σ
T

∥uj∥2σL∞
x L2

T

≲ 22js∥P<j−4∂x|u|2σ∥
L

1
σ
x L

1
ε(1−σ)
T

∥uj∥2(1−σ)
L2
xL

2
1−ε
T

∥uj∥2σL∞
x L2

T

≲ ∥P<j−4(D
σ− 1

2
x |u|2σ)∥

L
1
σ
x L

1
ε(1−σ)
T

∥Ds−c1ε
x uj∥2(1−σ)

L2
xL

2
1−ε
T

∥Ds+ 3
4σ

− 1
2
+c2ε

x uj∥2σL∞
x L2

T

≲ T (1−σ)(1−ε)∥P<j−4(D
σ− 1

2
−ε

x |u|2σ)∥
L

1
σ
x L

1
ε(1−σ)
T

∥uj∥2Xs
T

≲ T 1−σ∥u∥2σ−1
L2
xL

∞
T
∥Dσ− 1

2
−ε

x u∥L2
xL

∞
T
∥uj∥2Xs

T

≲ T 1−σ∥u∥2σY 1
T
∥uj∥2Xs

T

≲ T 1−σb2j∥u∥2σY 1
T
∥u∥2Xs

T
,

(2.3.77)

where c1, c2 are fixed positive constants, and ε > 0 is sufficiently small. Observe that going

from line 3 to line 4 uses the fact that σ >
√
3
2

since s+ 3
4σ
− 1

2
< s+σ− 1

2
precisely when σ >

√
3
2

.

Estimate for Ij2

We have by the Littlewood-Paley trichotomy

22js

∫
R
Pj(P≥j−4|u|2σ∂xu)uj = 22js

∫
R
P̃j(|u|2σ)P̃<j∂xuuj + 22js

∑
k>j

∫
R
ujPj(P̃k(|u|2σ)P̃k∂xu)

(2.3.78)



CHAPTER 2. DERIVATIVE NONLINEAR SCHRÖDINGER EQUATIONS 45

for appropriate “fattened” Littlewood-Paley projections P̃j. For the first term, using Bern-

stein’s inequality and Hölder’s inequality, and that 2−δj ≲ bj we have,

22js

∫ T

0

∣∣∣∣∫
R
P̃j(|u|2σ)P̃<j∂xuuj

∣∣∣∣
≲ 2j(

5
2
−σ+s)∥P̃j|u|2σ∥

L
2

2σ−1
x L2

T

∥P̃ju∥2σ−1
L∞
x L2

T
∥P̃ju∥2(1−σ)L2

xL
2
T
∥P̃<jD

σ+s− 3
2

x u∥L2
xL

∞
T

≲ T 1−σ∥D2+σ−2σ2+δ
x P̃j(|u|2σ)∥

L
2

2σ−1
x L2

T

∥P̃ju∥Xs
T
∥u∥Xs

T

≲ T 1−σbj∥D2+σ−2σ2+2δ
x P̃j(|u|2σ)∥

L
2

2σ−1
x L2

T

∥P̃ju∥Xs
T
∥u∥Xs

T
.

(2.3.79)

Note that the first line follows since s ∈ [1, 3
2
]. The next step is to estimate the term

∥D2+σ−2σ2+2δ
x P̃j(|u|2σ)∥

L
2

2σ−1
x L2

T

. For notational convenience, write 2 + σ − 2σ2 + 2δ = α.

We employ the Littlewood-Paley trichotomy and then Hölder’s and Bernstein’s inequality

to obtain

∥Dα
x P̃j(|u|2σ)∥

L
2

2σ−1
x L2

T

≲ ∥Dα−1
x P̃j(|u|2σ−2uux)∥

L
2

2σ−1
x L2

T

≲ ∥Dα−1
x P̃j(P̃<j(|u|2σ−2u)P̃jux)∥

L
2

2σ−1
x L2

T

+ ∥Dα−1
x P̃j(P̃>j(|u|2σ−2u)ux)∥

L
2

2σ−1
x L2

T

≲ ∥u∥2σ−1
L2
xL

∞
T
∥Dα

x P̃ju∥L∞
x L2

T
+ ∥Dα−1

x (|u|2σ−2u)∥L∞
T L∞

x
∥ux∥

L
2

2σ−1
x L2

T

.

(2.3.80)

Observe that ∥Dα
xu∥L∞

x L2
T
≲ ∥u∥Y 1

T
since α < σ + 1

2
when σ >

√
3
2

. Furthermore, by Corol-

lary 2.2.11 and Sobolev embedding, we have

∥Dα−1
x (|u|2σ−2u)∥L∞

T L∞
x
≲ ∥⟨Dx⟩

α−1+ε
2σ−1 u∥2σ−1

L∞
T L∞

x
≲ ∥u∥2σ−1

S1
T

(2.3.81)

where the last inequality again follows because σ >
√
3
2

. Furthermore, by interpolating

∥ux∥
L

2
2σ−1
x L2

T

between L2
xL

2
T and L∞

x L
2
T , we see that ∥ux∥

L
2

2σ−1
x L2

T

≲ ∥u∥X1
T
. Hence, we can

control (2.3.79) by

T 1−σb2j∥u∥2σX1
T
∥u∥2Xs

T
. (2.3.82)
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For the other term in (2.3.78), we have

22js

∫ T

0

∣∣∣∣∣∑
k>j

∫
R
ujPj(P̃k(|u|2σ)P̃k∂xu)

∣∣∣∣∣
≲ 2jsT (1−σ)∥Ds

xuj∥
2(1−σ)
L∞
T L2

x
∥Ds

xuj∥2σ−1
L∞
x L2

T

∑
k>j

2k∥P̃k(|u|2σ)∥
L

2
2σ−1
x L2

T

∥P̃ku∥L2
xL

∞
T

≲ 2j(s−
1
2
(1−2σ)2)T (1−σ)∥uj∥Xs

T

∑
k>j

2k∥P̃k(|u|2σ)∥
L

2
2σ−1
x L2

T

∥P̃ku∥L2
xL

∞
T

≲ 2j(s−
1
2
(1−2σ)2)T (1−σ)∥uj∥Xs

T

∑
k>j

2k(
3
2
−σ−s+1)∥P̃k(|u|2σ)∥

L
2

2σ−1
x L2

T

∥P̃kD
s+σ− 3

2
x u∥L2

xL
∞
T

≲ T (1−σ)∥uj∥Xs
T

∑
k>j

2(j−k)(s− 1
2
(1−2σ)2)∥P̃k(D2+σ−2σ2

x |u|2σ)∥
L

2
2σ−1
x L2

T

∥P̃kD
s+σ− 3

2
x u∥L2

xL
∞
T

≲ T (1−σ)b2j∥u∥2Xs
T
∥u∥2σX1

T

∑
k>j

2(j−k)((s− 1
2
(1−2σ)2)−δ)

≲ T (1−σ)b2j∥u∥2Xs
T
∥u∥2σX1

T

(2.3.83)

where we estimated ∥P̃k(D2+σ−2σ2

x |u|2σ)∥
L

2
2σ−1
x L2

T

in essentially the same way as we did with

the previous term.

Estimate for Ij3

We have

[Pj, P<j−4|u|2σ]∂xu = [Pj, P<j−4|u|2σ]∂xP̃ju

= 2−j
∫
R2

K(y)∂xP<j−4|u|2σ(x+ y1)∂xP̃ju(x+ y2)dy
(2.3.84)

for some kernel K ∈ L1 with ∥K∥L1 ≲ 1 (with a bound independent of j), see Lemma 2.2.1.

Hence,∫ T

0

∣∣∣∣∫
R
uj[Pj, P<j−4|u|2σ]∂xP̃ju

∣∣∣∣ ≲ 2−j sup
y∈R2

∫ T

0

∫
R
|∂xP<j−4|u|2σ(x+ y1)||∂xP̃ju(x+ y2)||uj|.

(2.3.85)

This is estimated analogously to I1j . Indeed, we obtain by Cauchy Schwarz, Bernstein’s
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inequality and Proposition 2.2.7,

22js

∫ T

0

∣∣∣∣∫
R
uj[Pj, P<j−4|u|2σ]∂xP̃ju

∣∣∣∣
≲ 22js∥P̃jD

3
4σ

− 1
2
+c1ε

x u∥2σL∞
x L2

T
∥P̃ju∥2(1−σ)L2

TL
2
x
∥u∥2σ−1

L2
xL

∞
T
∥Dσ− 1

2
−c2ε

x u∥L2
xL

∞
T

≲ T (1−σ)∥u∥2σY 1
T
∥P̃ju∥2Xs

T

≲ T (1−σ)b2j∥u∥2σY 1
T
∥u∥2Xs

T
,

(2.3.86)

where c1, c2 are positive constants depending on σ, s. The second line follows from the fact

that 3
4σ

− 1
2
< σ − 1

2
as long as σ >

√
3
2

.

Hence, we obtain

∥Pju∥L∞
T Hs

x
≲ aj∥u0∥Hs

x
+ T

1−σ
2 bj∥u∥σX1

T
∥u∥Xs

T
, (2.3.87)

thus completing the proof of the L∞
T H

s
x estimate.

Proof of Proposition 2.3.6

We combine the energy estimate and the Y s estimate to obtain

∥Pju∥Xs
T
≲∥u∥

S1
T

aj∥u0∥Hs
x

+ T
1
2 bj(1 + ∥u∥4σS1

T
)∥u∥Xs

T
+ T

1−σ
2 bj∥u∥σX1

T
∥u∥Xs

T
. (2.3.88)

This proves part a) of Proposition 2.3.6.

Now we move to part b). Let us first assume T ≪ 1 (but independent of ε). There are

two components to consider. For high frequency, square summing over j > 0 shows

∥P>0u∥Xs
T
≲∥u∥

S1
T

∥u0∥Hs
x

+ T
1
2 (1 + ∥u∥4σS1

T
)∥u∥Xs

T
+ T

1−σ
2 ∥u∥σX1

T
∥u∥Xs

T
. (2.3.89)

On the other hand, directly applying the maximal function/Strichartz estimates in Proposi-

tion 2.2.3 and Proposition 2.2.4 and Bernstein’s inequality to P≤0u, we easily obtain

∥P≤0u∥Xs
T
≲ ∥u0∥L2

x
+ ∥P≤0(|u|2σux)∥L1

TL
2
x
≲ ∥u0∥L2

x
+ T∥u∥2σ+1

S1
T

. (2.3.90)

From the above bounds, we see that the Xs
T norm of u converges to the H1

x norm of the

initial data as T → 0+. Let us now make the bootstrap assumption ∥u∥X1
T
≤ ε

1
2 . We then

obtain from the above estimates,

∥u∥Xs
T
≲∥u∥

X1
T

∥u0∥Hs
x
≤ ε (2.3.91)
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where T ≪ 1 (but independent of ε) and 1 ≤ s ≤ 3
2
. To obtain the estimate for T ∼ 1, we

iterate the above procedure O(T−1) many times (after suitable translating the initial data).

This proves part b) of Proposition 2.3.6.

Next, we turn to the proof of Proposition 2.3.7. We proceed in a similar manner to Proposi-

tion 2.3.6, and prove separate estimates for the Y 0
T and L∞

T L
2
x components of the X0

T norm.

For this purpose, we have the following two lemmas:

Lemma 2.3.19. (Y 0
T estimate) Let v, σ, T , w, g and a be as in Proposition 2.3.7. Then we

have the Y 0
T estimate,

∥v∥Y 0
T
≲ ∥v0∥L2

x
+ T

1
2 (1 + ∥w∥4σX1

T
)∥v∥X0

T
+ T 1−σ∥g∥Z∥a∥X1

T
∥v∥X0

T
. (2.3.92)

Lemma 2.3.20. (L∞
T L

2
x estimate) Let v, σ, T , w, g and a be as in Proposition 2.3.7. Then

we have the estimate,

∥Pjv∥2l2jL∞
T L2

x
≲ ∥v0∥2L2

x
+ T 1−σ∥g∥Z∥a∥X1

T
∥v∥2X0

T
+ T 1−σ∥w∥2σX1

T
∥v∥2X0

T
. (2.3.93)

We begin with Lemma 2.3.19. The proof is almost the same as Lemma 2.3.10 with a

couple of small differences. As in (2.3.28), we consider a similar paradifferential truncation

of (2.3.21),

(i∂t + ∂2x)vj = iP<j−4(χj(|w|2)|w|2σ)∂xvj + iP<j−4(φj(|w|2)|w|2σ)∂xvj + fj + gj (2.3.94)

where φj and χj are as in (2.3.28) and

fj := iPj(P≥j−4|w|2σ∂xv) + i[Pj, P<j−4|w|2σ]∂xv, (2.3.95)

gj := 2Pj(∂xaRe(gv)). (2.3.96)

Analogously to the proof of Proposition 2.3.6, we define

Ψj(x) = −1

2
P<j−4∂

−1
x [χj(|w|2)|w|2σ] (2.3.97)

and consider the new variable

ṽj := vje
iΨj . (2.3.98)

By direct computation, ṽj solves the equation,
(i∂t + ∂2x)ṽj = ieiΨjP<j−4[φj(|w|2)|w|2σ]∂xvj + (−∂tΨj + i∂2xΨj − (∂xΨj)

2)ṽj

+2eiΨjPj(∂xaRe(gv)) + eiΨjfj,

ṽj(0) = eiΨjvj(0).

(2.3.99)
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Now, Proposition 2.2.3, Proposition 2.2.4 and a similar argument to Proposition 2.3.6 yields

the estimate

∥v∥Y 0
T
≲T ∥v0∥L2

x
+ T

1
2 [1 + ∥w∥X1

T
]4σ∥v∥X0

T

+

(∑
j>0

∥⟨Dx⟩σ−1Pj(g∂xav)∥2L1
TL

2
x

) 1
2

.
(2.3.100)

It remains to control the last term. Indeed, we have by Bernstein and Sobolev embedding,

∥⟨Dx⟩σ−1Pj(g∂xav)∥L1
TL

2
x
≲ 2j(σ−1)∥Pj(g∂xav)∥L1

TL
2
x

≲ 2j(σ−1)∥P<j−4(∂xag)P̃jv∥L1
TL

2
x

+ ∥Pj(P≥j−4(∂xag)v)∥
L1
TL

2
3−2σ
x

.

(2.3.101)

For the first term, we have by Bernstein’s inequality,

2j(σ−1)∥P<j−4(∂xag)P̃jv∥L1
TL

2
x
≲ T

3
4∥∂xa∥L∞

T L2
x
∥g∥L∞

T L∞
x
∥P̃jDσ−1

x v∥L4
TL

∞
x

≲ T
3
4∥a∥X1

T
∥g∥Z∥P̃jDσ−1

x v∥L4
TL

∞
x
.

(2.3.102)

For the second term, we have by the usual Littlewood-Paley trichotomy,

∥Pj(P≥j−4(∂xag)v)∥
L1
TL

2
3−2σ
x

≲ ∥Pj(P̃j(∂xag)P<jv)∥
L1
TL

2
3−2σ
x

+
∑
k≥j

∥Pj(P̃k(∂xag)P̃kv)∥
L1
TL

2
3−2σ
x

:= Kj
1 +Kj

2 .

(2.3.103)

To estimate Kj
1 , we have

∥Pj(P̃j(∂xag)P<jv)∥
L1
TL

2
3−2σ
x

≲ ∥P̃j(∂xag)∥L2
TL

2
x
∥P<jv∥

L2
TL

1
1−σ
x

≲ ∥D(1−σ+ε)(2σ−1)
x P̃j(g∂xa)∥L2

TL
2
x
∥P<jv∥2(1−σ)L2

TL
2
x
∥P<jDσ−1−ε

x v∥2σ−1
L2
TL

∞
x

≲ T 1−σ∥D(1−σ+ε)(2σ−1)
x P̃j(g∂xa)∥L2

TL
2
x
∥v∥X0

T

(2.3.104)

where in the last line we used the fact that by Sobolev embedding,

∥P<jDσ−1−ε
x v∥L2

TL
∞
x
≲ ∥v∥L∞

T L2
x

+ ∥P>0v∥X0
T
≲ ∥v∥X0

T
(2.3.105)

as well as ∥P<jv∥L2
TL

2
x
≲ T

1
2∥v∥X0

T
. Now, setting α = (1 − σ + ε)(2σ − 1), we have by

Bernstein’s inequality, and a simple application of the Littlewood-Paley trichotomy,

∥Dα
x P̃j(g∂xa)∥L2

TL
2
x
≲ 2−jε∥Dα+ε

x P̃j(g∂xa)∥L2
TL

2
x

≲ 2−jε∥Dα+ε
x ∂xa∥

L
1

1−σ
x L2

T

∥g∥
L

2
2σ−1
x L∞

T

+ 2−jε∥∂xa∥L∞
T L2

x
∥Dα+ε

x g∥L2
TL

∞
x
.

(2.3.106)
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Next, by interpolating ∥Dα+ε
x ∂xa∥

L
1

1−σ
x L2

T

between D
α+2ε
2σ−1
x a in L∞

x L
2
T and ∂xa in L2

xL
2
T , for ε

small enough, ∥Dα+ε
x ∂xa∥

L
1

1−σ
x L2

T

≲ ∥a∥X1
T

as long as σ > 3
4

(because this corresponds to

when α
2σ−1

< σ − 1
2
). Furthermore, clearly ∥Dα+ε

x g∥L2
TL

∞
x
≲ ∥g∥Z . Hence,

∥Dα
x P̃j(g∂xa)∥L2

TL
2
x
≲ 2−jε∥g∥Z∥a∥X1

T
. (2.3.107)

It is easy to see that a similar analysis works for Kj
2 . Hence, we ultimately deduce that

Kj
1 +Kj

2 ≲ 2−jεT 1−σ∥g∥Z∥a∥X1
T
∥v∥X0

T
. (2.3.108)

Square summing now gives(∑
j>0

∥⟨Dx⟩σ−1Pj(g∂xav)∥2L1
TL

2
x

) 1
2

≲ T 1−σ∥g∥Z∥a∥X1
T
∥v∥X0

T
. (2.3.109)

Next, we turn to the energy type L∞
T L

2
x estimate in Lemma 2.3.20. First, it is straight-

forward to verify by a simple energy estimate that P≤0v is controlled in L∞
T L

2
x by the right

hand side of (2.3.93). Hence, let us restrict to controlling P>0v.

Proof. Let j > 0. Projecting (2.3.21) onto frequency 2j, multiplying by −iPjv, taking real

part and integrating from 0 to T gives

∥Pjv∥2L∞
T L2

x
≲ ∥Pjv0∥2L2

x
+

∫ T

0

∣∣∣∣∫
R
Pj(g∂xav)vj + Pj(g∂xav)vj

∣∣∣∣+

∫ T

0

∣∣∣∣∫
R
Pj(|w|2σ∂xv)vj

∣∣∣∣
:= ∥Pjv0∥2L2

x
+ Ij1 + Ij2 .

(2.3.110)

Estimate for Ij1

For simplicity, we show how to deal with the first term,∫
R
Pj(g∂xav)vj (2.3.111)

as the other term (involving the complex conjugate of gv) is essentially identical.

We have by the Littlewood-Paley trichotomy,∫
R
Pj(g∂xav)vj =

∫
R
Pj(P≥j−4(g∂xa)v)vj +

∫
R
P̃<j(g∂xa)P̃jvP̃jv. (2.3.112)
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We expand the first term as

Pj(P≥j−4(g∂xa)v) = Pj(P̃j(g∂xa)P̃<jv) +
∑
k≥j

Pj(P̃k(g∂xa)P̃kv). (2.3.113)

We obtain by Bernstein’s inequality, Hölder and a simple application of the Littlewood-Paley

trichotomy,∫ T

0

∣∣∣∣∫
R
Pj(P̃j(g∂xa)P̃<jv)vj

∣∣∣∣
≲ ∥P̃jD

3
4σ

− 1
2
+ε

x (g∂xa)∥
L

2
2σ−1
x L2

T

∥P̃jD
3
4σ

− 1
2

x v∥2σ−1
L∞
x L2

T
∥P̃jv∥2(1−σ)L2

xL
2
T
∥P̃<j⟨Dx⟩σ−

3
2
−εv∥L2

xL
∞
T

≲ 2−jεT 1−σ∥P̃jD
3
4σ

− 1
2
+2ε

x (g∂xa)∥
L

2
2σ−1
x L2

T

∥v∥2X0
T

≲ 2−jεT 1−σ(∥D
3
4σ

− 1
2
+3ε

x g∥L∞
x L∞

T
∥∂xa∥

L
2

2σ−1
x L2

T

+ ∥g∥
L

2
2σ−1
x L∞

T

∥D
3
4σ

− 1
2
+2ε

x ∂xa∥L∞
x L2

T
)∥v∥2X0

T

≲ 2−jεT 1−σ∥g∥Z∥a∥X1
T
∥v∥2X0

T

(2.3.114)

where in the last line, we used the assumption σ >
√
3
2

. The second term in (2.3.113) is

similarly estimated by 2−jεT 1−σ∥g∥Z∥a∥X1
T
∥v∥2

X0
T
. Hence,

∥Pj(P≥j−4(g∂xa)v)vj∥L1
TL

1
x
≲ 2−jεT 1−σ∥g∥Z∥a∥X1

T
∥v∥2X0

T
. (2.3.115)

For the remaining term, we have

−g∂xa = gDxHa

= D
3
2
−σ+ε

x (gD
σ− 1

2
−ε

x Ha) −D
3
2
−σ+ε

x gD
σ− 1

2
−ε

x Ha

−D
3
2
−σ+ε

x (gD
σ− 1

2
−ε

x Ha) +D
3
2
−σ+ε

x gD
σ− 1

2
−ε

x Ha+ gDxHa.

(2.3.116)

Now, we estimate each term, thinking of the second line as a single term for which we will

apply fractional Leibniz. For the first term in (2.3.116), we have by Hölder and Bernstein

inequalities,∫ T

0

∣∣∣∣∫
R
P̃<jD

3
2
−σ+ε

x (gD
σ− 1

2
−ε

x Ha)P̃jvP̃jv

∣∣∣∣
≲ ∥P̃<jD

3
2
−σ+ε

x (gD
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2
−ε

x Ha)|P̃jv|2(1−σ)∥
L1
xL

1
1−σ
T

∥P̃jv∥2σL∞
x L2

T

≲ ∥P̃<jD
3
2
−σ+ε

x (gD
σ− 1

2
−ε

x Ha)∥
L

1
σ
x L

∞
T

∥P̃jv∥2(1−σ)L2
xL

2
T
∥P̃jv∥2σL∞

x L2
T

≲ T 1−σ∥P̃<j(gD
σ− 1

2
−ε

x Ha)∥
L

1
σ
x L

∞
T

∥P̃jv∥2X0
T

≲ T 1−σ∥g∥
L

2
2σ−1
x L∞

T

∥Dσ− 1
2
−ε

x Ha∥L2
xL

∞
T
∥P̃jv∥2X0

T
,

(2.3.117)
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where going from the second to the third line uses the fact that σ >
√
3
2

.

Next, we estimate the second term in (2.3.116),∫ T

0

∣∣∣∣∫
R
P̃<j(D

3
2
−σ+ε

x gD
σ− 1

2
−ε

x Ha)P̃jvP̃jv

∣∣∣∣ ≲ ∥P̃jv∥2L∞
T L2

x
∥D

3
2
−σ+ε

x g∥L2
TL

∞
x
∥Dσ− 1

2
−ε

x Ha∥L2
TL

∞
x

≲ T
1
2∥g∥Z∥a∥X1

T
∥P̃jv∥2L∞

T L2
x
.

(2.3.118)

Using Sobolev embedding and the fractional Leibniz rule, the third term is estimated anal-

ogously to the second term.

Combining the estimates and square summing then shows

∥Ij1∥l1j (N) ≲ T 1−σ∥g∥Z∥a∥X1
T
∥v∥2X0

T
. (2.3.119)

Estimate for Ij2 . A similar argument to Lemma 2.3.11 shows that

∥Ij2∥l1j (N) ≲ T 1−σ∥|w|2σ−1∥Z∥w∥X1
T
∥v∥2X0

T
. (2.3.120)

We now use the fact that for σ >
√
3
2

, we have

∥|w|2σ−1∥Z ≲ ∥w∥2σ−1
X1

T
. (2.3.121)

To see (2.3.121), first note that the L
2

2σ−1
x L∞

T component is controlled by

∥|w|2σ−1∥
L

2
2σ−1
x L∞

T

≲ ∥w∥2σ−1
L2
TL

∞
x
≲ ∥w∥2σ−1

X1
T
. (2.3.122)

For the L∞
T W

3
4σ

− 1
2
+ε,∞

x component, we have by Corollary 2.2.11, Sobolev embedding, and

the fact that
( 3
4σ

− 1
2
)

2σ−1
< 1

2
,

∥D
3
4σ

− 1
2
+ε

x |w|2σ−1∥L∞
T L∞

x
≲ ∥w∥2σ−1

L∞
T H1

x
≲ ∥w∥2σ−1

X1
T
. (2.3.123)

This easily gives

∥|w|2σ−1∥
L∞
T W

3
4σ− 1

2+ε,∞
x

≲ ∥w∥2σ−1
X1

T
. (2.3.124)

Finally, for the L4
TW

3
2
−σ+ε,∞

x component, we have by Corollary 2.2.11 and the fact that
3
2
−σ

2σ−1
< σ,

∥D
3
2
−σ+ε

x |w|2σ−1∥L4
TL

∞
x
≲ ∥w∥2σ−1

L4
TW

σ,∞
x

≲ ∥w∥2σ−1
X1

T
(2.3.125)
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which clearly gives

∥|w|2σ−1∥
L4
TW

3
2−σ+ε
x

≲ ∥w∥2σ−1
X1

T
. (2.3.126)

Combining the above three estimates gives (2.3.121).

Combining (2.3.121) and (2.3.120) gives

∥Ij2∥l1j (N) ≲ T 1−σ∥w∥2σX1
T
∥v∥2X0

T
. (2.3.127)

Combining the above estimates for I1j and I2j completes the proof of Lemma 2.3.20.

Proof of Proposition 2.3.7. Now we complete the proof of Proposition 2.3.7.

Proof. Combining Lemma 2.3.19 and Lemma 2.3.20 with an argument similar to what was

done in Proposition 2.3.6 gives for T ∼ 1 and ∥g∥Z , ∥w∥X1
T
, ∥a∥X1

T
≪ 1,

∥v∥X0
T
≲ ∥v0∥L2

x
. (2.3.128)

2.4 Well-posedness at low regularity

In this section, we aim to prove local well-posedness in Hs
x for s ∈ [1, 3

2
] and σ >

√
3
2

assuming

the conclusion of Theorem 2.1.2 when 3
2
< s < 4σ, which will be justified in a later section

when we prove high-regularity estimates. Given the estimates established in the previous

section, the scheme to prove well-posedness is relatively standard. We essentially follow the

approach of [240]. See also the recent preprint [173] for a more detailed overview.

Frequency envelope bounds

Proposition 2.4.1. Let
√
3
2
< σ < 1 and let u be as in Proposition 2.3.6. If aj is an

admissible frequency envelope for u0 in Hs
x, then aj is an admissible frequency envelope for

u in Xs
T .

Indeed, let bj be a Xs
T frequency envelope for the solution u. Obviously b0 ≲ a0, so let

us consider j > 0. By Proposition 2.3.6 a), we have

∥Pju∥Xs
T
≲T aj∥u0∥Hs

x
+ T

1
2 bj(1 + ∥u∥4σS1

T
)∥u∥Xs

T
+ T

1−σ
2 bj∥u∥σX1

T
∥u∥Xs

T
. (2.4.1)
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Hence, by definition we have

bj ≲ aj(1 + ∥u0∥Hs
x
∥u∥−1

Xs
T
) + T

1−σ
2 bj∥u∥σX1

T
+ T

1
2 bj(1 + ∥u∥4σX1

T
). (2.4.2)

For T small enough, it follows from Proposition 2.3.6 that

bj ≲ aj. (2.4.3)

Iterating this procedure O(T−1) many times shows that this is true for T ≲ 1. This completes

the proof.

Existence of Hs solutions

Now, we construct local Hs solutions to (gDNLS) for 1 ≤ s ≤ 3
2

as limits of more regular

solutions.

Indeed, let u0 ∈ Hs. Let u(n) be the globally well-posed Cloc(R;H3
x) solution (to be con-

structed in a later section) to the equation, (i∂t + ∂2x)u
(n) = i|u(n)|2σ∂xu(n),

u
(n)
0 = P<nu0.

(2.4.4)

Let n > m. We see that v(m,n) := u(n) − u(m) satisfies the equation (i∂t + ∂2x)v
(m,n) = i|u(n)|2σ∂xv(m,n) + iG(n,m)∂xu

(m)v(m,n),

v(m,n)(0) = Pm≤·<nu0,
(2.4.5)

where

G(n,m) :=
(|u(n)|2σ − |u(m)|2σ)

u(n) − u(m)
. (2.4.6)

Using Corollary 2.2.11, Sobolev embedding, the fact that σ >
√
3
2

and Proposition 2.3.6, one

easily verifies that G(n,m) satisfies the conditions of Proposition 2.3.7 with ∥G(n,m)∥Z ≲∥u0∥Hs
x

1 (with the implicit constant independent of n and m). One likewise checks using Proposi-

tion 2.3.6 that u(n) satisfies ∥u(n)∥X1
T
≲∥u0∥Hs

x
1 uniformly in n. Hence, by Proposition 2.3.7,

we obtain for T small enough (depending on the size of the Hs
x norm of u0),

∥v(m,n)∥X0
T
≲ ∥Pm≤·<nu0∥L2

x
. (2.4.7)
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Hence, u(n) is Cauchy in X0
T and thus converges to some u ∈ X0

T . We show that in fact

u(n) → u in Xs
T .

To see this, we let anj and aj be admissable frequency envelopes for P<nu0 and u0 respec-

tively, in Hs
x. Clearly (anj ) → (aj) in l2j (N0) as n → ∞. Now let ε > 0. Then thanks to

Proposition 2.4.1, we have

∥P>ju(n)∥Xs
T
≲ ∥(anj )N>j∥l2N (N)∥u0∥Hs

x
. (2.4.8)

Hence, for n ≥ n0(ε) large enough, we obtain the bound,

∥P>ju(n)∥Xs
T
≲ (ε+ ∥(aj)N>j∥l2N (N))∥u0∥Hs

x
(2.4.9)

where the implicit constant is independent of j and n. Hence, there is j = j(ε) such that for

every n > n0, we have

∥P>ju(n)∥Xs
T
≲ ε. (2.4.10)

On the other hand, since u(n) converges in X0
T , it follows that for m,n > n0 large enough

that

∥u(n) − u(m)∥Xs
T
≲ 2js∥u(n) − u(m)∥X0

T
+ ∥P≥ju

(n)∥Xs
T

+ ∥P≥ju
(m)∥Xs

T
≲ ε. (2.4.11)

Hence, u(n) is Cauchy in Xs
T and thus converges to u. It is clear at this regularity that u

solves the equation (gDNLS) in the sense of distributions. This shows existence.

Uniqueness and Lipschitz dependence in X0

Here, we aim to show that solutions in X1
T (and thus, also in Xs

T for s > 1) are unique and

that they satisfy a weak Lipschitz type bound in X0
T . For this, consider the difference of two

solutions u1 and u2, v := u1 − u2. We see that v solves the equation, (i∂t + ∂2x)v = i|u1|2σ∂xv + iG∂xu
2v,

v(0) = u1(0) − u2(0),
(2.4.12)

where

G =
|u1|2σ − |u2|2σ

u1 − u2
. (2.4.13)

We see that Proposition 2.3.7 applies, and we obtain the weak Lipschitz bound

∥u1 − u2∥X0
T
≲ ∥u1(0) − u2(0)∥L2

x
. (2.4.14)

In particular, this shows uniqueness.
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Continuous dependence in Hs

Here, we aim to show that the solution map is continuous in Hs. Specifically, we show that for

each R > 0, there is T = T (R) > 0 such that the solution map from {u0 : ∥u0∥Hs < R} to the

corresponding Xs
T space is continuous. By rescaling the data and restricting to small enough

time, we may assume without loss of generality that the conditions of Proposition 2.4.1 are

satisfied.

Now, let u
(n)
0 be a sequence in Hs

x converging to u0 in Hs
x. Let aj and a

(n)
j be the asso-

ciated frequency envelopes for u0 and u
(n)
0 given by (2.3.7). We have (a

(n)
j ) → (aj) in l2.

Now, let ε > 0. Let N = N(ε) be such that ∥a(n)j>N∥l2j ≲ ε. Using Proposition 2.4.1, we

have ∥P>Nu(n)∥Xs
T
≲ ε for all n. On the other hand, using the Lipschitz dependence at low

frequency, we have

∥P<N(u(n) − u)∥Xs
T
≲ 2sN∥u(n)0 − u0∥L2 . (2.4.15)

Now, for n(N) large enough, we have

∥P<Nu(n) − P<Nu∥Xs
T
≲ ε. (2.4.16)

Hence, for such n, we have

∥u(n) − u∥Xs
T
≲ ∥P<N(u(n) − u)∥Xs

T
+ ∥P≥Nu

(n)∥Xs
T

+ ∥P≥Nu∥Xs
T
≲ ε. (2.4.17)

It follows that

lim sup
n→∞

∥u(n) − u∥Xs
T
≲ ε. (2.4.18)

Taking ε→ 0 then yields

lim
n→∞

∥u(n) − u∥Xs
T

= 0 (2.4.19)

as desired. This completes the proof of continuous dependence and also concludes the local

well-posedness portion of the proof of Theorem 2.1.2 when s ≤ 3
2
.

Further discussion of the proofs

We now provide a brief discussion on how one can, in principle, go below the H1
x well-

posedness threshold, as well as justify some of the choices made in the proof.

It is instructive to discuss a version of this gauge transformation method which was suc-

cessfully implemented in Tao’s article [312] which established local well-posedness of the
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Benjamin-Ono equation,  ut +Huxx = uux,

u(0) = u0,
(2.4.20)

in H1
x. The idea in Tao’s paper was to do a type of gauge transformation by defining

essentially,

w = P+hi(e
−iF ) (2.4.21)

where F (t, x) is a suitable spatial primitive of u(t, x) and P+hi is a projection onto large

positive frequencies. Then one proves a priori H2
x estimates for w (which can be translated

into H1
x estimates for u). While the coefficient u in the nonlinearity in Benjamin-Ono is

only of linear order (and so one might at first näıvely suspect that this equation behaves

similarly to (gDNLS) when σ = 1
2
), the spatial primitive F still essentially solves a linear

Schrödinger equation (up to a perturbative error). A refinement of this gauge transformation

idea appeared in [176] in which L2
x well-posedness (among other results) for Benjamin-Ono

was proven. Loosely speaking, in this latter paper, the authors performed a gauge trans-

formation on each frequency scale to remove the leading order paradifferential part of the

nonlinearity and then performed a quadratic normal form correction to remove the milder

terms in the nonlinearity. Our so-called partial gauge transformation is more analogous to

what was done in that paper. Specifically, the analogue of F in our proof is essentially the

family of functions Φj as defined in (2.3.29), which in addition to the frequency localization

scale, takes into account the pointwise size of u relative to the frequency scale. However, in

our case, there is no obvious cancellation arising in the term (i∂tΦj + ∂2xΦj), which forces

us to estimate each term ∂tΦj and ∂2xΦj separately. This is one of the major sources for the

losses in our low regularity estimates.

This issue actually also adds technical difficulty when trying to lower the local well-posedness

threshold below H1
x. For instance, when estimating ∂tΦj in Proposition 2.3.6, there are ex-

pressions essentially of the form

P<j∂
−1
x (gv1v2) (2.4.22)

that we bound in L1
TL

∞
x , where g is some bounded function and v1 and v2 are linear ex-

pressions in ux or ux. Unfortunately, in these expressions, it doesn’t seem that typically

the output frequency of the product gv1v2 is comparable to the frequencies of the individ-

ual terms v1 and v2, and so the ∂−1
x can’t be “distributed” amongst these factors to obtain

expressions with lower order derivatives in place of ux. One workaround to this issue could
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be to place any factors of ux arising in such an expression in an appropriate maximal func-

tion/smoothing space as in Proposition 2.2.4. Proceeding this way will likely lead to losses

worse than the 1 − σ derivatives already observed in the current low regularity estimates.

However, this should work in principle to lower the well-posedness threshold below H1
x when

σ is close to 1. We decided not to do this for the sake of simplicity, as our preliminary

calculations suggested that the dependence of the well-posedness threshold on σ would be

rather complicated when s < 1, at least without introducing some new tools.

2.5 High regularity estimates

In this section, we aim to prove a priori H2s
x -type bounds for a global solution u to a family

of regularizations of (gDNLS), i∂tu+ ∂2xu = iηP<k|v|2σux,

u(0) = P<ku0,
(2.5.1)

where k ∈ N, v ∈ C2(R;H∞
x ), 2s is in the range 2 − σ < 2s < 4σ, η is a suitable time-

dependent cutoff function which is equal to 1 on the unit time interval [−1, 1] and supported

within (−2, 2), and u0 ∈ H2s
x has sufficiently small norm. The key difficulty here is to ob-

tain estimates independent of the regularization parameter k. As mentioned earlier, this is

somewhat subtle because the nonlinearity is too rough to directly obtain an energy estimate

by simply applying D2s
x to the equation. Our overarching idea, morally, is to instead obtain

suitable estimates for time derivatives, Ds
tu, of order s < 2σ for solutions to (2.5.1). This

is one of the key technical reasons for truncating the nonlinearity with the time-dependent

cutoff η and working with global in-time solutions to (2.5.1). For small enough data, one

expects to be able to construct a solution u to this equation on the time interval [−2, 2], and

then extend it to a global solution using the fact that u should solve the linear Schrödinger

equation for |t| > 2. The idea of truncating the nonlinearity with a time-dependent cutoff

in order to obtain global in time solutions (to facilitate use of Fourier analysis in the time

variable) is not a new idea. See for instance, [59] and [60].

Before outlining our strategy in more detail, we give an overview of the functional setting

and relevant notation for this problem.
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Function spaces and notation

Here, we fix some basic notation and describe the function spaces used in our construction

of solutions at high regularity.

We will use Sk, S<k and S≥k to denote the temporal variants of the spatial Littlewood-

Paley projections Pk, P<k and P≥k as defined in Section 2.2. We write ϕ(2−jξ) to denote the

spatial Fourier multiplier for Pj and ψ(2−kτ) to denote the temporal Fourier multiplier for Sk.

We will also need to sometimes distinguish between a compact time interval and the whole

space in our estimates. For this purpose, let us denote for a Banach space X, LptX :=

Lp(R;X) (that is, we use a lowercase t to emphasize when the underlying time interval is

R). For T > 0, we use LpTX := Lp([−T, T ];X) when we want to emphasize that the time

interval is compact.

Next, for the range of 2s ∈ (2 − σ, 4σ) we are considering, the smoothing and maximal

function type norms from the low regularity estimates are not needed. We modify our

function spaces accordingly and only use standard L2
x based Sobolev spaces and standard

Strichartz spaces (see below). Since both spatial and temporal regularity will be relevant in

our analysis, we make the convention from here on that a real number s will correspond to

the Sobolev regularity of a function in the time variable. In light of the scaling of the linear

Schrödinger equation, it is natural to use 2s to denote the corresponding spatial regularity.

With this in mind, for s ≥ 0 and T > 0, we denote the relevant Strichartz type space by

S2s
T := L4

TW
2s,∞
x ∩ L∞

T H
2s
x . We also define the energy type space X 2s

T by the norm,

∥u∥X 2s
T

:= ∥P≤0u∥L∞
T H2s

x
+

(∑
j>0

∥Pju∥2L∞
T H2s

x

) 1
2

. (2.5.2)

Clearly this controls the C([−T, T ];H2s
x ) norm. The reason we opt for this slightly stronger

norm (as opposed to just ∥u∥L∞
T H2s

x
) is because it will be slightly more convenient for proving

frequency envelope bounds. Furthermore, we have the trivial embedding

X2s
T ⊆ X 2s

T . (2.5.3)

Finally, since estimates for time derivatives will play a key role in our analysis, it will

also be convenient to introduce the auxiliary norm

∥u∥Zs
p,q

:= ∥⟨Dt⟩su∥Lp
tL

q
x

+ ∥⟨Dx⟩2su∥Lp
tL

q
x
. (2.5.4)



CHAPTER 2. DERIVATIVE NONLINEAR SCHRÖDINGER EQUATIONS 60

When q = 2, we will simply abbreviate this by Zs
p .

The reader should keep in mind that although we will often time-localize u (or the non-

linearity) to be compactly supported in time, some mild care must be taken in the estimates

when nonlocal operators such as Ds
t are involved. This is especially relevant when comparing

LtX and LTX type norms.

A frequency localized H2s
x bound

The key result for this section is the following frequency localized H2s
x a priori bound for

(2.5.1).

Proposition 2.5.1. Let 2−σ < 2s < 4σ, T = 2 and u0 ∈ H2s
x . Suppose that u ∈ C2(R;H∞

x )

solves (2.5.1). Furthermore, let aj be a H2s
x frequency envelope for u0 and let b1j and b2j be

X 2s
T frequency envelopes for u and v, respectively. Let bj := max{b1j , b2j}. Furthermore, let

0 < ε≪ 1 and assume that for each 0 < δ ≪ 1

∥v∥S1+δ
T

+ ∥(i∂t + ∂2x)v∥Zs−1+δ
∞ ∩Sδ

T
≲δ ε. (2.5.5)

Then Pju satisfies the estimate,

∥Pju∥2X 2s
T

≲ a2j∥u0∥2H2s
x

+ b2jε
2σ(∥u∥2X 2s

T
+ ∥u∥2S1

T
) + b2jε

2σ−1∥u∥S1
T
∥u∥X 2s

T
∥v∥X 2s

T

+ b2jε
4σ−2∥u∥2S1

T
∥v∥2X 2s

T
.

(2.5.6)

Furthermore, by square summing, we also have

∥u∥2X 2s
T

≲ ∥u0∥2H2s
x

+ ε2σ(∥u∥2X 2s
T

+ ∥u∥2S1
T
) + ε2σ−1∥u∥S1

T
∥u∥X 2s

T
∥v∥X 2s

T
+ ε4σ−2∥u∥2S1

T
∥v∥2X 2s

T
.

(2.5.7)

Remark 2.5.2. Crucially, it should be noted that the implied constant in the bound above

does not depend on the regularization parameter k.

Remark 2.5.3. The reader should carefully observe the restriction T = 2 and not T ≤ 2

in Proposition 2.5.1. This is because η is localized in time to a unit scale. More work is

required to show that we have suitable bounds for T ≤ 2. This will be studied further in

Section 2.6.

Next, we give a brief outline for how we will obtain such an estimate. As mentioned

above, to minimize the number of derivatives which fall on the rough part of the inhomoge-

neous term, |v|2σ, we will prove what is essentially an energy type estimate for Ds
tu instead
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of D2s
x u and use the bounds for Ds

tu to estimate D2s
x u. This is consistent with the scaling

symmetry of (gDNLS). There is one technical caveat however. Namely, one expects to be

able to convert estimates for Ds
tu to estimates for D2s

x u when the time frequency τ of a

solution u to (2.5.1) is close to −ξ2 where ξ is the spatial frequency (i.e. in the so-called

low modulation region). However, this is not guaranteed due to the presence of the inho-

mogeneous term in the equation. Therefore, we need a suitable way of controlling D2s
x u

for the portion of u which has space-time Fourier support far away from the characteristic

hypersurface τ = −ξ2. In other words, we also need an estimate for u in the so-called high

modulation region.

With this in mind, we split our analysis into two parts. First, we prove an elliptic type

estimate in the high modulation region for solutions to (2.5.1) which will allow us to suitably

control D2s
x u in terms of the portion of D2s

x u localized near the characteristic hypersurface,

as well as a lower order term stemming from the nonlinearity. To control D2s
x u in the low

modulation region, we essentially obtain an energy type estimate for Ds
tu (the benefit being

that we only have to differentiate the nonlinearity s times in the time variable as opposed to

2s times in the spatial variable). When u is localized near the characteristic hypersurface,

this is precisely the regime in which we expect to be able to suitably control D2s
x u by Ds

tu.

Proposition 2.5.1 will then follow from combining the low and high modulation analysis.

The high modulation estimate

We begin with the high modulation estimate, Lemma 2.5.4. This will be useful for estimating

the portion of a (time-localized) solution to (2.5.1) which has space-time Fourier support

away from the characteristic hypersurface. This can also be thought of as an elliptic space-

time estimate.

Lemma 2.5.4. Let u0 ∈ H∞
x and suppose u ∈ C1(R;H∞

x ) solves the equation, (i∂t + ∂2x)u = f,

u(0) = u0.
(2.5.8)

Let 0 ≤ s ≤ 1, j, k > 0, p, q ∈ [1,∞] and suppose |k − 2j| > 4. Then PjSku satisfies the

estimate,

∥PjSk⟨Dx⟩2su∥Lp
tL

q
x

+ ∥PjSk⟨Dt⟩su∥Lp
tL

q
x
≲ ∥P̃jS̃k⟨Dt⟩s−1f∥Lp

tL
q
x
. (2.5.9)

The result also holds for k = 0, when S0 is replaced by S≤0.
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Proof. We prove the estimate for ⟨Dx⟩2su. The estimate for ⟨Dt⟩su is similar. Notice that

[Ft,x(⟨Dx⟩2sSkPju)](τ, ξ) = ⟨ξ⟩2sψ(2−kτ)ϕ(2−jξ)[Ft,x(S̃kP̃ju)](τ, ξ)

= − ⟨ξ⟩2s

τ + ξ2
ψ(2−kτ)ϕ(2−jξ)[Ft,xS̃kP̃j(i∂t + ∂2x)u](τ, ξ).

(2.5.10)

Hence, by Young’s inequality and (2.5.8), we have (using that ψ(2−kτ)ϕ(2−jξ) is supported

away from τ + ξ2 = 0),

∥⟨Dx⟩2sSkPju∥Lp
tL

q
x
≲ ∥F−1

t,x [
⟨ξ⟩2s

τ + ξ2
ψ(2−kτ)ϕ(2−jξ)]∥L1

tL
1
x
∥(i∂t + ∂2x)S̃kP̃ju∥Lp

tL
q
x

≲ ∥F−1
t,x [

⟨ξ⟩2s

τ + ξ2
ψ(2−kτ)ϕ(2−jξ)]∥L1

tL
1
x
∥S̃kP̃jf∥Lp

tL
q
x
.

(2.5.11)

It remains then to show that

∥F−1
t,x [

⟨ξ⟩2s

τ + ξ2
ψ(2−kτ)ϕ(2−jξ)]∥L1

tL
1
x
≲ 2−k(1−s). (2.5.12)

A simple change of variables shows that

∥F−1
t,x [

⟨ξ⟩2s

τ + ξ2
ψ(2−kτ)ϕ(2−jξ)]∥L1

tL
1
x

= ∥F−1
t,x [

⟨2jξ⟩2s

2kτ + 22jξ2
ψ(τ)ϕ(ξ)]∥L1

tL
1
x
. (2.5.13)

Then we have

⟨2jξ⟩2s

2kτ + 22jξ2
ψ(τ)ϕ(ξ) = 2k(s−1) (2

−k + 22j−kξ2)s

τ + 22j−kξ2
ψ(τ)ϕ(ξ) := 2k(s−1)Fj,k(τ, ξ). (2.5.14)

It is easy to see that for multi-indices 0 ≤ |α| ≤ 3,

|∂ατ,ξFj,k| ≲ 1 (2.5.15)

so that (since ϕψ is supported on [−2, 2] × [−2, 2])

∥∂ατ,ξFj,k∥L1
τ,ξ

≲ 1 (2.5.16)

with bound independent of j and k. It follows that

∥F−1
t,x [

⟨2jξ⟩2s

2kτ + 22jξ2
ψ(τ)ϕ(ξ)]∥L1

tL
1
x
≲ 2k(s−1)∥(1 + |x| + |t|)−3∥L1

tL
1
x
≲ 2k(s−1) (2.5.17)

which is what we wanted to show. The case for ⟨Dt⟩su is similar.
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From this lemma, we obtain a very useful corollary which will allow us to control deriva-

tives of u in the high modulation region with convenience and reduce matters to proving a

suitable low modulation bound.

Corollary 2.5.5. Let u ∈ C2(R;H∞
x ), and let the notation be as in Lemma 2.5.4. Then for

every δ > 0 and j > 0, we have

a) If 0 ≤ s < 1,

∥Pj⟨Dx⟩2su∥Lp
tL

q
x

+ ∥Pj⟨Dt⟩su∥Lp
tL

q
x
≲δ ∥S̃2jPj⟨Dx⟩2su∥Lp

tL
q
x

+ ∥P̃j⟨Dt⟩s−1+δf∥Lp
tL

q
x

(2.5.18)

and

b) If 1 ≤ s < 2σ,

∥Pj⟨Dx⟩2su∥Lp
tL

2
x

+ ∥Pj∂t⟨Dt⟩s−1u∥Lp
tL

2
x
≲δ ∥S̃2jPj⟨Dx⟩2su∥Lp

tL
2
x

+ ∥P̃jf∥Zs−1+δ
p,2

(2.5.19)

where S̃2j = S[2j−4,2j+4].

Proof. For a), this follows from the Bernstein type estimate

∥D2s
x S̃2jPju∥Lp

tL
q
x
∼ ∥Ds

t S̃2jPju∥Lp
tL

q
x

and from Lemma 2.5.4 by summing over k > 0, |k− 2j| > 4 (which is where the requirement

of having δ > 0 comes in to play). Then b) follows from part a) with u replaced by ∂tu and

s replaced by s− 1, and then by expanding ∂tD
2s−2
x Pju = i∂2xD

2s−2
x Pju− iD2s−2

x Pjf .

Remark 2.5.6. We remark that in part b), if f takes the form of f = iηP<k|u|2σux as in

(2.5.1) then if δ is sufficiently small, we expect to be able to control the last term on the

right as long as 2s − 2 < 2σ which is satisfied automatically, because 2s < 4σ < 2σ + 2 in

the range 1
2
< σ < 1. If we were looking at the case σ > 1, this would present a new limiting

threshold for which we expect to obtain estimates for u, c.f. [324].

In light of the above remark, one should observe at this point that the high modulation

estimate above essentially reduces proving Proposition 2.5.1 to obtaining an estimate for the

L∞
T H

2s
x norm of a solution u to (2.5.1) in the low modulation region, as well as controlling

an essentially perturbative source term stemming from the nonlinearity in (2.5.1). With this

in mind, we now turn to the low modulation estimate, which is essentially the heart of the

matter.
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Low modulation estimates

Next we prove suitable bounds for the L∞
T H

2s
x norm of a solution u to (2.5.1) in the low

modulation region. Specifically, we prove the following energy type bound to control the

portion of u which is localized near the characteristic hypersurface.

Lemma 2.5.7. Let u0 ∈ H2s
x and suppose that u ∈ C2(R;H∞

x ) solves (2.5.1). Let T = 2,

2 − σ < 2s < 4σ, aj be an admissible H2s
x frequency envelope for u0, and b1j , b

2
j be X 2s

T

frequency envelopes for u and v, respectively. Take bj := max{b1j , b2j}. Let 0 < ε ≪ 1 and

suppose v satisfies the estimates,

∥v∥S1+δ
T

+ ∥(i∂t + ∂2x)v∥Zs−1+δ
∞ ∩Sδ

T
≲δ ε (2.5.20)

for each 0 < δ ≪ 1. Then for every j ≥ 0, we have

∥S̃2jPjD
2s
x u∥2L∞

T L2
x
≲δ a

2
j∥u0∥2H2s

x
+ b2jε

2σ(∥u∥2X 2s
T

+ ∥u∥2S1
T
) + b2jε

2σ−1∥u∥S1
T
∥u∥X 2s

T
∥v∥X 2s

T

+ b2jε
4σ−2∥u∥2S1

T
∥v∥2X 2s

T
.

(2.5.21)

Remark 2.5.8. As a brief but important remark, it should be noted that for α ≥ 0 there is

no need to distinguish between ∥u∥L∞
t Hα

x
and ∥u∥L∞

T Hα
x
. This is because outside of [−2, 2], u

solves a linear Schrödinger equation, and so the Hα
x norms are constant on both (−∞,−2]

and [2,∞).

It will also be convenient to introduce the notation ṽ := η̃v where η̃ is a time-dependent

cutoff supported in (−2, 2) which is equal to 1 on the support of η. For notational conve-

nience, we also write |v|2σ<k to denote P<k|v|2σ. Now, we begin with the proof of the energy

type bound in Lemma 2.5.7.

Proof. Note that we can write η|v|2σ<k = η|ṽ|2σ<k. Next, we apply S̃2jPj := S[2j−4,2j+4]Pj to the

equation and see that S̃2jPju solves the equation,

(i∂t + ∂2x)S̃2jPju = iS̃2jPj(η|ṽ|2σ<kux), (2.5.22)

with initial data (S̃2jPju)(0). Next, we do a paradifferential expansion of the “nonlinear”

term iS̃2jPj(η|ṽ|2σ<kux), in both the space and time variable, which splits this term into five

interactions. Indeed, first by commuting the spatial projection Pj, we have

S̃2jPj(iη|ṽ|2σ<kux) = S̃2j(iηP<j−4|ṽ|2σ<k∂xPju) + S̃2j(iη[Pj, P<j−4|ṽ|2σ<k]∂xu)

+ S̃2jPj(iηP≥j−4|ṽ|2σ<k∂xu).
(2.5.23)
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Then by commuting the temporal projection S̃2j in the first term, we obtain

S̃2jPj(iη|ṽ|2σ<kux) = S<2j−8(iηP<j−4|ṽ|2σ<k)∂xPjS̃2ju+ [S̃2j, S<2j−8(iηP<j−4|ṽ|2σ<k)]∂xPju
+ S̃2j(S≥2j−8(iηP<j−4|ṽ|2σ<k)∂xPju) + S̃2j(iη[Pj, P<j−4|ṽ|2σ<k]∂xu)

+ iS̃2jPj(ηP≥j−4|ṽ|2σ<k∂xu).

(2.5.24)

We label these terms in the order they appear above as A1, . . . , A5.

We make a brief remark about each of the above interactions before proceeding with the

estimates. The first term, A1, which corresponds to the low-high interaction (in spatial

frequency) between the coefficient iη|ṽ|2σ<k and ∂xu reacts well to a standard energy type

estimate for PjS̃2ju since the single spatial derivative ∂x on PjS̃2ju can be integrated by

parts onto the coefficient iη|ṽ|2σ<k. The terms A2, A3 and A4 are expected to be treated per-

turbatively. These in a very loose sense correspond to more balanced frequency interactions

for which (space or time) derivatives can be distributed somewhat evenly between the terms

∂xu and iη|ṽ|2σ<k. The most serious issue comes from A5, which is the situation in which the

coefficient iη|ṽ|2σ<k is at high spatial frequency compared to ∂xu. Some care must be taken

here to ensure that this term is not “differentiated” 2s times in the spatial variable, but

instead “differentiated” at most only s times in the time variable.

Now, we continue with the proof. We begin with a standard energy type estimate. In-

deed, multiplying (2.5.22) by −i24jsS̃2jPju, taking real part and integrating over R in the

spatial variable and from 0 to T with |T | ≤ 2 gives,

∥D2s
x S̃2jPju∥2L∞

T L2
x
≲ 24js∥(S̃2jPju)(0)∥2L2

x
+

5∑
k=1

Ikj (2.5.25)

where

Ikj := 24js

∫ T

−T

∣∣Re

∫
R
−iAkS̃2jPju

∣∣. (2.5.26)

Now, we estimate each term. We need to deal with both the initial data term given by

24js∥(S̃2jPju)(0)∥2L2
x

and the Ikj terms for k = 1, ..., 5. First we deal with the latter terms.

Estimate for I1j
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We integrate by parts and use Bernstein’s inequality to obtain

I1j = 24js

∫ T

−T

∣∣Re

∫
R
S<2j−8(ηP<j−4|ṽ|2σ<k)∂xS̃2jPjuS̃2jPju

∣∣
≲ 24js

∫ T

−T

∣∣Re

∫
R
S<2j−8∂x(ηP<j−4|ṽ|2σ<k)|S̃2jPju|2

∣∣
≲ 24js∥v∥2σ−1

L∞
T L∞

x
∥vx∥L1

TL
∞
x
∥Pju∥2L∞

T L2
x

≲ ∥v∥2σS1
T
∥D2s

x Pju∥2L∞
T L2

x

≲ b2j∥v∥2σS1
T
∥u∥2X 2s

T

≲ b2jε
2σ∥u∥2X 2s

T
.

(2.5.27)

Estimate for I2j

As mentioned above, this term can be treated perturbatively. For simplicity, we denote

g := iηP<j−4|ṽ|2σ<k. Then Lemma 2.2.1 gives

[S̃2j, S<2j−8(iηP<j−4|ṽ|2σ<k)]∂xPju = 2−2j

∫
R2

K(s)[∂tS<2j−8g](t+ s1, x)[∂xPju](t+ s2, x)ds

(2.5.28)

for some K ∈ L1(R2). Hölder’s inequality, Minkowski’s inequality, Bernstein’s inequality

and the fact that ∥Pju∥L∞
t L2

x
= ∥Pju∥L∞

T L2
x

then gives

I2j ≲ 2−2j24js

∫
R2

|K(s)|
∫ T

−T

∫
R
|[∂tS<2j−8g](t+ s1, x)[∂xPju](t+ s2, x)||(S̃2jPju)(t, x)|dxdtds

≲ 2−j24js∥∂tS<2j−8g∥L2
tL

∞
x
∥Pju∥2L∞

T L2
x

≲ 2(ε0−1)j24js∥∂tS<2j−8g∥
L2
tL

1
ε0
x

∥Pju∥2L∞
T L2

x

≲ ∥D
1
2
+

ε0
2

t (ηP<j−4|ṽ|2σ<k)∥
L2
tL

1
ε0
x

∥PjD2s
x u∥2L∞

T L2
x
,

(2.5.29)

where ε0 < δ is some small positive constant. From the fractional Leibniz rule and then the

vector valued Moser bound Proposition 2.2.7, Sobolev embedding and then Corollary 2.5.5,

we obtain

∥D
1
2
+

ε0
2

t (ηP<j−4|ṽ|2σ<k)∥
L2
tL

1
ε0
x

≲ ∥ṽ∥2σS1
T

+ ∥ṽ∥2σ−1
L∞
t L∞

x
∥D

1
2
+

ε0
2

t ṽ∥
L4
tL

1
ε0
x

≲ ε2σ.

(2.5.30)
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Hence,

I2j ≲ b2jε
2σ∥u∥2X 2s

T
. (2.5.31)

Estimate for I3j

This term can also be dealt with perturbatively. Indeed, we can use Hölder and then Bern-

stein’s inequality to shift a factor of D
1
2
t onto the rough part of the nonlinearity,

I3j ≲ 24js∥S̃2j(S≥2j−8(ηP<j−4|ṽ|2σ<k)∂xPju)∥L2
tL

2
x
∥Pju∥L2

TL
2
x

≲ 2j∥S≥2j−8(ηP<j−4|ṽ|2σ<k)∥L2
tL

∞
x
∥PjD2s

x u∥2L∞
T L2

x

≲ ∥S≥2j−8D
1
2
t (ηP<j−4|ṽ|2σ<k)∥L2

tL
∞
x
∥PjD2s

x u∥2L∞
T L2

x

≲ b2j∥D
1
2
+

ε0
2

t (ηP<j−4|ṽ|2σ<k)∥
L2
tL

1
ε0
x

∥u∥2X 2s
T
.

(2.5.32)

By a similar argument to the estimate for I2j , we then obtain,

I3j ≲ b2jε
2σ∥u∥2X 2s

T
. (2.5.33)

Estimate for I4j

This term is also straightforward to deal with directly. The estimate is somewhat analo-

gous to I2j . We have by Lemma 2.2.1,

[Pj, P<j−4|ṽ|2σ<k]∂xu = 2−j
∫
R2

K(y)[P<j−4∂x|ṽ|2σ<k](x+ y1)[P̃j∂xu](x+ y2)dy (2.5.34)

for some integrable kernel K ∈ L1(R2). Hence, by Minkowski’s inequality, Hölder’s inequality

and Bernstein’s inequality,

I4j ≲ ∥∂x|ṽ|2σ<k∥L1
TL

∞
x
∥D2s

x P̃ju∥2L∞
T L2

x

≲ b2jε
2σ∥u∥2X 2s

T
.

(2.5.35)

Estimate for I5j

As remarked on earlier, this is the most troublesome term to deal with since the rough

coefficient |ṽ|2σ<k is at high spatial frequency. To deal with this, first write w = ηu. We

expand using the Littlewood-Paley trichotomy,

S̃2jPj(ηP≥j−4|ṽ|2σ<k∂xu) =
∑
m≥j

S̃2jPj(P̃m|ṽ|2σ<k∂xP̃mw) + S̃2jPj(P̃j|ṽ|2σ<k∂xP̃<jw). (2.5.36)
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The first term above, where the frequency interactions between ∂xw and |ṽ|2σ<k are balanced,

is relatively straightforward to estimate. Indeed,

24js

∫ T

−T
|
∫
R
S̃2jPju

∑
m≥j

S̃2jPj(P̃m|ṽ|2σ<k∂xP̃mw)|

≲ ∥D2s
x S̃2jPju∥L∞

T L2
x
22js∥

∑
m≥j

S̃2jPj(P̃m|ṽ|2σ<k∂xP̃mw)∥L1
TL

2
x

≲ ∥D2s
x S̃2jPju∥L∞

T L2
x

∑
m≥j

22js∥P̃m|ṽ|2σ<k∂xP̃mw∥L1
tL

2
x

≲ bj∥u∥X 2s
T

∑
m≥j

22js∥P̃m|ṽ|2σ<k∂xP̃mw∥L1
tL

2
x

≲ bj∥∂x|ṽ|2σ<k∥L1
TL

∞
x
∥u∥X 2s

T

∑
m≥j

22(j−m)s∥P̃mD2s
x u∥L∞

T L2
x

≲ bjε
2σ∥u∥2X 2s

T

∑
m≥j

22(j−m)sbm

≲ b2jε
2σ∥u∥2X 2s

T

(2.5.37)

where in the last line we used the slowly varying property of bj.

For the second term in (2.5.36), we distribute the temporal projection to obtain

S̃2jPj(P̃j|ṽ|2σ<k∂xP̃<jw) = S̃2jPj(P̃j|ṽ|2σ<k∂xP̃<jS≥2j−8w) + S̃2jPj(P̃jS̃2j|ṽ|2σ<k∂xP<jS<2j−8w).

(2.5.38)

For the first term in (2.5.38), we use Bernstein’s inequality and then Corollary 2.5.5, which

yields

22js∥S̃2jPj(P̃j|ṽ|2σ<k∂xP̃<jS≥2j−8w)∥L1
TL

2
x
≲ 2−jε0∥D1+ε0

x |v|2σ∥L1
TL

∞
x
∥S≥2j−8D

s
tw∥L∞

t L2
x

≲ 2−jε0∥D1+ε0
x |v|2σ∥L1

TL
∞
x
∥P≤0S≥2j−8D

s
tw∥L∞

t L2
x

+ 2−jε0∥D1+ε0
x |v|2σ∥L1

TL
∞
x

(∑
m>0

∥PmDs
tw∥2L∞

t L2
x

) 1
2

≲ 2−jε0∥D1+ε0
x |v|2σ∥L1

TL
∞
x

(∥u∥X 2s
T

+ ∥g∥Zs−1+δ
∞

)

(2.5.39)

where g := (i∂t + ∂2x)w and 0 < ε0 ≪ δ is some small positive constant. If ε0 is small

enough, then Corollary 2.2.11 gives ∥D1+ε0
x |v|2σ∥L1

TL
∞
x

≲ ∥v∥2σS1+δ
T

≲ ε2σ. Then finally by
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taking 2−jε0 ≲ bj, it follows that

22js∥S̃2jPj(P̃j|ṽ|2σ<k∂xP̃<jS≥2j−8w)∥L1
TL

2
x
≲ bjε

2σ(∥u∥X 2s
T

+ ∥g∥Zs−1+δ
∞

). (2.5.40)

Now we look at controlling the second term in (2.5.38). We use Bernstein’s inequality and

the fact that w = ηu is time-localized to obtain

22js∥S̃2jPj(P̃jS̃2j|ṽ|2σ<k∂xP<jS<2j−8w)∥L1
TL

2
x
≲ 22js∥P̃jS̃2j|ṽ|2σ<k∂xP<jS<2j−8w∥L1

tL
2
x

≲ ∥u∥S1
T
∥Ds

t P̃jS̃2j|ṽ|2σ∥L2
tL

2
x
.

(2.5.41)

Here we crucially ensured that the time derivative Ds
t , rather than the spatial derivative D2s

x

fell on the rough part of the nonlinearity.

To control ∥Ds
t P̃jS̃2j|ṽ|2σ∥L2

tL
2
x

we will need the following low modulation Moser type es-

timate.

Lemma 2.5.9. Given the conditions of Lemma 2.5.7, the following estimate holds:

∥P̃jS̃2jD
s
t |ṽ|2σ∥L2

tL
2
x
≲ bjε

2σ−1(ε+ ∥v∥X 2s
T

). (2.5.42)

We will postpone the proof of this technical lemma until the end of the section.

Combining Lemma 2.5.9 and the estimate (2.5.37) allows us to estimate I5j by

I5j ≲ b2jε
2σ(∥u∥2X 2s

T
+ ∥u∥2S1

T
+ ∥g∥2

Zs−1+δ
∞

) + b2jε
2σ−1∥u∥S1

T
∥u∥X 2s

T
∥v∥X 2s

T
. (2.5.43)

Finally, combining the estimates for I1j , . . . , I
5
j now yields

∥D2s
x S̃2jPju∥2L∞

T L2
x
≲ 24js∥(S̃2jPju)(0)∥2L2

x
+ b2jε

2σ(∥u∥2X 2s
T

+ ∥u∥2S1
T

+ ∥g∥2
Zs−1+δ
∞

)

+ b2jε
2σ−1∥u∥S1

T
∥u∥X 2s

T
∥v∥X 2s

T
.

(2.5.44)

Next, we need to control (S̃2jPju)(0) in terms of Pju0. To accomplish this, we use the high

modulation estimate Lemma 2.5.4. Namely,

22js∥(S̃2jPju)(0)∥L2
x
≲ ∥D2s

x Pju0∥L2
x

+ ∥(1 − S̃2j)PjD
2s
x u∥L∞

t L2
x

≲ ∥D2s
x Pju0∥L2

x
+ ∥S≤0PjD

2s
x u∥L∞

t L2
x

+
∑

m>0,|m−2j|>4

∥PjSmD2s
x u∥L∞

t L2
x

≲ ∥D2s
x Pju0∥L2

x
+ ∥⟨Dt⟩s−1+δP̃j(η|ṽ|2σ<kux)∥L∞

t L2
x
.

(2.5.45)
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In light of (2.5.44) and (2.5.45), to complete the proof of Lemma 2.5.7 it remains to estimate

the latter term on the right hand side of (2.5.45) as well as ∥g∥Zs−1+δ
∞

. This is done in the

following lemma.

Lemma 2.5.10. Let s, σ, T, u0, u, aj and bj be as in Proposition 2.5.1. Let v also be as in

Proposition 2.5.1, but with (2.5.5) replaced by the weaker assumption that for all 0 < ε≪ 1

and 0 < δ ≪ 1,

∥v∥S1+δ
T

+ ∥(i∂t + ∂2x)v∥
Z

s− 3
2+δ

∞
≲δ ε. (2.5.46)

Then we have

∥P̃j(η|ṽ|2σ<kux)∥Zs−1+δ
∞

≲ bjε
2σ(∥u∥S1

T
+ ∥u∥X 2s−1+cδ

T
) + bjε

2σ−1∥u∥S1
T
∥v∥X 2s−1+cδ

T
(2.5.47)

and

∥(i∂t + ∂2x)w∥Zs−1+δ
∞

:= ∥g∥Zs−1+δ
∞

≲ ∥u∥X 2s−1+cδ
T

+ ∥u∥S1
T

+ ∥u∥S1
T
∥v∥X 2s−1+cδ

T
, (2.5.48)

for some constant c > 0.

Remark 2.5.11. The reader may wonder why we estimate the full Zs−1+δ
∞ norm in the

above lemma. Although the argument up until this point only requires us to estimate the

component of the Zs−1+δ
∞ norm involving the time derivative, we will need to also estimate the

component involving spatial derivatives in the next section when we establish well-posedness

for the full equation in X 2s
T .

Proof. We begin with (2.5.47). For the purpose of not having to track all the factors of δ

that appear throughout the proof, we will denote by c > 0 some positive constant which is

allowed to grow from line to line. First we study the component of the Zs−1+δ
∞ norm which

involves the time derivative. By considering separately temporal frequencies larger than 22j

and smaller than 22j, we obtain (using the vector valued Bernstein inequality),

∥P̃j⟨Dt⟩s−1+δ(η|ṽ|2σ<kux)∥L∞
t L2

x
≲ 2−2jδ∥P̃j⟨Dx⟩2s−2+cδ(η|ṽ|2σ<kux)∥L∞

t L2
x

+ 2−2jδ∥P̃jS>2j⟨Dt⟩s−1+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x
.

(2.5.49)

Hence,

∥P̃j(η|ṽ|2σ<kux)∥Zs−1+δ
∞

≲ 2−2jδ∥P̃j⟨Dx⟩2s−2+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x

+ 2−2jδ∥P̃jS>2j⟨Dt⟩s−1+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x
.

(2.5.50)

We now look at the first term in (2.5.50). The bound

2−2jδ∥P̃j⟨Dx⟩2s−2+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x
≲ bjε

2σ∥u∥X 2s−1+cδ
T

+ bjε
2σ−1∥u∥S1

T
∥v∥X 2s−1+cδ

T
(2.5.51)
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is a straightforward consequence of 2−2jδ ≲ bj and the fractional Leibniz rule if 2s− 2 < 1.

If 2s− 2 ≥ 1, then for the homogeneous component, we have

∥D2s−2+cδ
x (iηP<k|v|2σux)∥L∞

t L2
x
≲ ∥D2s−3+cδ

x (iηP<k|v|2σuxx)∥L∞
t L2

x

+ ∥ηD2s−3+cδ
x (ReP<k(|v|2σ−2vvx)ux)∥L∞

t L2
x
.

(2.5.52)

By the fractional Leibniz rule and Sobolev embedding, clearly the first term above can be

controlled by ε2σ∥u∥X 2s−1+cδ
T

. Using the fact that 2s− 3 < 2σ− 1 and applying the fractional

Leibniz rule, Corollary 2.2.11 (when D2s−3+cδ
x falls on |v|2σ−2v) and interpolation, we can

control the second term by

ε2σ∥u∥X 2s−1+cδ
T

+ ε2σ−1∥u∥S1
T
∥v∥X 2s−1+cδ

T
(2.5.53)

to obtain the desired bound (2.5.51).

Now, to estimate the second term on the right hand side of (2.5.50), we use that 2−2jδ ≲ bj

and estimate

2−2jδ∥P̃jS>2j⟨Dt⟩s−1+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x
≲ bj∥P̃jS>2j⟨Dt⟩s−1+cδ(η|ṽ|2σ<kux)∥L∞

t L2
x

≲ bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(η|ṽ|2σ<kux)∥L∞
t L2

x

≲ bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S<m−4(η|ṽ|2σ<k)S̃mux)∥L∞
t L2

x

+ bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S≥m−4(η|ṽ|2σ<k)ux)∥L∞
t L2

x
.

(2.5.54)

For the first term in (2.5.54), we have by Bernstein’s inequality,

bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S<m−4(η|ṽ|2σ<k)S̃mux)∥L∞
t L2

x

≲ bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−
1
2
+cδ(S<m−4(η|ṽ|2σ<k)S̃mu)∥L∞

t L2
x

+ bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S<m−4(η∂x|ṽ|2σ<k)S̃mu)∥L∞
t L2

x
.

(2.5.55)
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Using Bernstein’s inequality and Corollary 2.5.5, we may control the first term by

bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−
1
2
+cδ(S<m−4(η|ṽ|2σ<k)S̃mu)∥L∞

t L2
x
≲ bj∥v∥2σS1

T
∥⟨Dt⟩s−

1
2
+cδu∥L∞

t L2
x

≲ bjε
2σ∥⟨Dt⟩s−

1
2
+cδu∥L∞

t L2
x

≲ bjε
2σ(∥u∥X 2s−1+cδ

T
+ ∥η|v|2σ<kux∥

Z
s− 3

2+cδ
∞

).

(2.5.56)

For the second term in (2.5.55), we obtain also

bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S<m−4(η∂x|ṽ|2σ<k)S̃mu)∥L∞
t L2

x
≲ bj∥|ṽ|2σ∥L∞

t H1
x
∥⟨Dt⟩s−1+cδu∥L∞

t L∞
x

≲ bj∥|ṽ|2σ∥L∞
t H1

x
∥⟨Dt⟩s−1+cδ⟨Dx⟩

1
2
+δu∥L∞

t L2
x

≲ bjε
2σ(∥⟨Dt⟩s−

1
2
+cδu∥L∞

t L2
x

+ ∥⟨Dx⟩s−
1
2
+cδu∥L∞

t L2
x
)

≲ bjε
2σ(∥u∥X 2s−1+cδ

T
+ ∥η|v|2σ<kux∥

Z
s− 3

2+cδ
∞

).

(2.5.57)

For the second term in (2.5.54), we obtain

bj
∑
m≥2j

∥P̃jSm⟨Dt⟩s−1+cδ(S≥m−4(η|ṽ|2σ<k)ux)∥L∞
t L2

x
≲ bj∥ux∥L∞

T L2
x
∥⟨Dt⟩s−1+cδ(η|ṽ|2σ<k)∥L∞

t L∞
x

≲ bj∥u∥S1
T
∥⟨Dt⟩s−1+cδ(η|ṽ|2σ<k)∥L∞

t L∞
x
.

(2.5.58)

We have by Sobolev embedding, the fractional Leibniz rule and the Moser bound Proposi-

tion 2.2.8,

∥⟨Dt⟩s−1+cδ(η|ṽ|2σ<k)∥L∞
t L∞

x
≲ ∥⟨Dt⟩s−1+cδ(η|ṽ|2σ<k)∥

L∞
x L

1
δ
t

≲ ∥|ṽ|2σ∥
L∞
x L

2
δ
t

+ ∥⟨Dt⟩s−1+cδ|ṽ|2σ<k∥
L∞
x L

2
δ
t

≲ ∥|ṽ|2σ∥
L

2
δ
t L

∞
x

+ ∥|ṽ|2σ−1∥
L∞
x L

4
δ
t

∥⟨Dt⟩s−1+cδṽ∥
L∞
x L

4
δ
t

≲ ε2σ + ∥|ṽ|2σ−1∥
L

4
δ
t L

∞
x

∥⟨Dt⟩s−1+cδṽ∥
L

4
δ
t L

∞
x

≲ ε2σ + ∥v∥2σ−1
S1
T

∥⟨Dt⟩s−1+cδṽ∥
L

4
δ
t L

∞
x

.

(2.5.59)
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Now, notice that by Corollary 2.5.5,

∥⟨Dt⟩s−1+cδṽ∥
L

4
δ
t L

∞
x

≲
∑
j≥0

∥⟨Dt⟩s−1+cδPj ṽ∥
L

4
δ
t L

∞
x

≲
∑
j≥0

∥⟨Dt⟩s−1+cδ⟨Dx⟩
1
2Pj ṽ∥

L
4
δ
t L

2
x

≲
∑
j≥0

∥⟨Dx⟩s−
1
2
+cδPj ṽ∥

L
4
δ
t L

2
x

+
∑
j≥0

∥⟨Dt⟩s−
1
2
+cδPj ṽ∥

L
4
δ
t L

2
x

≲ ∥ṽ∥X 2s−1+cδ
T

+
∑
j≥0

(
∥⟨Dx⟩2s−1+cδPj ṽ∥

L
4
δ
t L

2
x

+ ∥P̃j⟨Dt⟩s−
3
2
+cδ(i∂t + ∂2x)ṽ∥

L
4
δ
t L

2
x

)
≲ ∥v∥X 2s−1+cδ

T
+
∑
j≥0

∥P̃j⟨Dt⟩s−
3
2
+cδ(i∂t + ∂2x)ṽ∥

L
4
δ
t L

2
x

.

(2.5.60)

To control the latter term above, there are two cases. If s − 3
2
< 0, then this term can be

easily controlled by ε by commuting (i∂t + ∂2x) with η̃ and applying Hölder’s inequality. If

s− 3
2
≥ 0, then we have (after possibly enlarging cδ)∑

j≥0

∥P̃j⟨Dt⟩s−
3
2
+cδ(i∂t + ∂2x)ṽ∥

L
4
δ
t L

2
x

≲ ∥⟨Dt⟩s−
3
2
+cδ(η(i∂t + ∂2x)v)∥

L
4
δ
t L

2
x

+ ∥⟨Dt⟩s−
3
2
+cδ(∂tη̃v)∥

L
4
δ
t L

2
x

≲
∑
k≥0

∥⟨Dt⟩s−
3
2
+cδSk(η(i∂t + ∂2x)v)∥

L
4
δ
t L

2
x

+ ∥⟨Dt⟩s−
3
2
+cδSk(∂tη̃v)∥

L
4
δ
t L

2
x

.

(2.5.61)

By doing a paraproduct expansion of

Sk(η(i∂t + ∂2x)v) = Sk(S<k−4η(i∂t + ∂2x)S̃kv) + Sk(S≥k−4η(i∂t + ∂2x)v),

using Bernstein and Hölder’s inequality, summing over k, and possibly enlarging the factor

of cδ, we obtain∑
k≥0

∥⟨Dt⟩s−
3
2
+cδSk(η(i∂t + ∂2x)v)∥

L
4
δ
t L

2
x

≲ ∥(i∂t + ∂2x)v∥
Z

s− 3
2+cδ

∞
≲ ε. (2.5.62)

A similar argument involving a paraproduct expansion of Sk(∂tηv) can be used to show

∥⟨Dt⟩s−
3
2
+cδSk(∂tηv)∥

L
4
δ
t L

2
x

≲ ε. (2.5.63)
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Therefore, the second term in (2.5.54) can be controlled by

bjε
2σ∥u∥S1

T
+ bjε

2σ−1∥u∥S1
T
∥v∥X 2s−1+cδ

T
. (2.5.64)

Combining this and (2.5.55) with (2.5.51) yields the estimate,

∥P̃j(η|ṽ|2σ<kux)∥Zs−1+δ
∞

≲ bjε
2σ(∥u∥X 2s−1+cδ

T
+ ∥u∥S1

T
+ ∥η|v|2σ<kux∥

Z
s− 3

2+cδ
∞

) + bjε
2σ−1∥u∥S1

T
∥v∥X 2s−1+cδ

T
.

(2.5.65)

By square summing (2.5.65) and applying (2.5.65) with s− 1 replaced by s− 3
2
, we obtain

∥η|v|2σ<kux∥
Z

s− 3
2+cδ

∞
≲ ε2σ(∥u∥X 2s−1+cδ

T
+ ∥u∥S1

T
+ ∥η|v|2σ<kux∥Zs−2+cδ

∞
) + ε2σ−1∥u∥S1

T
∥v∥X 2s−1+cδ

T

(2.5.66)

and since s < 2, it follows that if δ is small enough, then

∥η|v|2σ<kux∥Zs−2+cδ
∞

≲ ε2σ∥u∥X 2s−1+cδ
T

. (2.5.67)

Therefore, the bound

∥P̃j(η|ṽ|2σ<kux)∥Zs−1+δ
∞

≲ bjε
2σ(∥u∥X 2s−1+cδ

T
+ ∥u∥S1

T
) + bjε

2σ−1∥u∥S1
T
∥v∥X 2s−1+cδ

T
(2.5.68)

follows.

For the estimate (2.5.48), we have

∥g∥Zs−1+δ
∞

≲ ∥∂tηu∥Zs−1+δ
∞

+ ∥ηP<k|v|2σux∥Zs−1+δ
∞

. (2.5.69)

The first term above is controlled using Corollary 2.5.5 by

∥∂tηu∥Zs−1+δ
∞

≲ ∥u∥X 2s−1+cδ
T

+ ∥⟨Dt⟩s−1+δ(∂tηu)∥L∞
t L2

x

≲ ∥u∥X 2s−1+cδ
T

+ ∥∂2t ηu∥Zs−2+cδ
∞

+ ∥∂tη(ηP<k|v|2σux)∥Zs−2+cδ
∞

≲ ∥u∥X 2s−1+cδ
T

(2.5.70)

where in the last line, we used that s < 2. The second term in (2.5.69) can be estimated by

square summing (2.5.68). This completes the proof of Lemma 2.5.10.

Finally, we complete the proof of Lemma 2.5.7. This simply follows by combining

Lemma 2.5.10 with the estimates (2.5.44) and (2.5.45).
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Proof of Proposition 2.5.1

Finally, we prove the main estimate of the section, Proposition 2.5.1.

Proof. Let 0 < δ ≪ 1. From Corollary 2.5.5, we have

∥Pju∥2L∞
T H2s

x
≲δ ∥S̃2jPju∥2L∞

T H2s
x

+ ∥P̃j(η|ṽ|2σ<kux)∥2Zs−1+δ
∞

. (2.5.71)

By Lemma 2.5.7, we have

∥S̃2jPju∥2L∞
T H2s

x
≲δ a

2
j∥u0∥2H2s

x
+ b2jε

2σ(∥u∥2X 2s
T

+ ∥u∥2S1
T
) + b2jε

2σ−1∥u∥S1
T
∥u∥X 2s

T
∥v∥X 2s

T

+ b2jε
4σ−2∥u∥2S1

T
∥v∥2X 2s

T
.

(2.5.72)

Furthermore, by Lemma 2.5.10, we have

∥P̃j(η|ṽ|2σ<kux)∥2Zs−1+δ
∞

≲ b2jε
4σ(∥u∥2X 2s

T
+ ∥u∥2S1

T
) + b2jε

4σ−2∥u∥2S1
T
∥v∥2X 2s

T

≲ b2jε
2σ(∥u∥2X 2s

T
+ ∥u∥2S1

T
) + b2jε

4σ−2∥u∥2S1
T
∥v∥2X 2s

T
.

(2.5.73)

This completes the proof.

Proof of Lemma 2.5.9

It remains to prove the technical estimate Lemma 2.5.9. This will follow from the slightly

more general estimate:

Lemma 2.5.12. Let T = 2, 1
2
< σ < 1 and u be a C2(R;H∞

x ) solution to the inhomogeneous

Schrödinger equation,

(i∂t + ∂2x)u = f (2.5.74)

supported in the time interval [−2, 2]. Furthermore, let bj be an admissible X 2s
T frequency

envelope for u (here we don’t assume that the formula is necessarily given explicitly by

(2.2.4)). Then for j > 0 we have,

a) If 0 < s < 1, then

∥P̃jS̃2jD
s
t (|u|2σ)∥L2

tL
2
x
≲ bj∥u∥2σ−1

S1
T

(∥u∥X 2s
T

+ ∥f∥S0
T
). (2.5.75)

b) If 1 ≤ s < 2σ and 0 < δ ≪ 1, then

∥P̃jS̃2jD
s
t (|u|2σ)∥L2

tL
2
x
≲δ bjΛ(∥u∥X 2s

T
+ ∥f∥S0

T
+ ∥f∥Zs−1+δ

∞
) (2.5.76)
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where

Λ := (∥u∥S1+δ
T

+ ∥f∥Sδ
T
)2σ−1Λ0 (2.5.77)

and Λ0 is some polynomial in ∥u∥S1+δ
T

+ ∥f∥Sδ
T
.

Remark 2.5.13. We only prove the above estimate for P̃jS̃2jD
s
t (|u|2σ) in L2

tL
2
x. Although

the estimate is almost certainly true for a suitable range of p ≥ 1 in LptL
2
x, we do not pursue

this here, so as not to further complicate the argument (specifically, the proof of b)).

Remark 2.5.14. We do not claim that the factors of ∥f∥S0
T
, ∥f∥Zs−1+δ

∞
and Λ that appear in

the estimate are in any way optimal (in fact, in many instances in the below estimates, they

arise in relatively crude ways). We opted not to carefully optimize the inequality because

it will not affect the range of s for which Lemma 2.5.7 holds, and also because the current

form of Lemma 2.5.12 can be more easily applied to establish Proposition 2.5.1.

Proof. a) For notational convenience, we will sometimes write F (z) = |z|2σ−2z and P<ju =

u<j. Now, for each j > 0, we write

Ds
t S̃2jPj|u|2σ = Ds

t S̃2jPj|P<ju|2σ −Ds
t S̃2jPj(|P<ju|2σ − |u|2σ)

= Ds
t S̃2jPj|P<ju|2σ + 2σRe

∫ 1

0

PjS̃2jD
s
t (F (y(θ))P≥ju)dθ

(2.5.78)

where

y(θ) := θu+ (1 − θ)P<ju. (2.5.79)

For the first term, interpolating gives

∥Ds
t S̃2jPj|P<ju|2σ∥L2

tL
2
x
≲ ∥S̃2jPj|P<ju|2σ∥1−sL2

tL
2
x
∥S̃2jPj(F (u<j)P<jut)∥sL2

tL
2
x
. (2.5.80)

By expanding ut in the second factor, we obtain

∥S̃2jPj(F (u<j)P<jut)∥L2
tL

2
x
≲ ∥S̃2jPj(F (u<j)P<juxx)∥L2

tL
2
x

+ ∥S̃2jPj(F (u<j)P<jf)∥L2
tL

2
x
.

(2.5.81)

We expand the first term in (2.5.81) using the Littlewood-Paley trichotomy. Then Bernstein’s

inequality and Corollary 2.2.11 yields

∥S̃2jPj(F (u<j)P<juxx)∥L2
tL

2
x

≲ ∥P<j−4F (u<j)P̃juxx∥L2
tL

2
x

+ ∥P≥j−4F (u<j)P<juxx∥L2
tL

2
x

≲ bj2
2j(1−s)∥u∥2σ−1

S1
T

∥u∥X 2s
T

+ 22j(1−s)2−δj∥Dδ
xF (u<j)∥L∞

t L∞
x
∥D2s

x u∥L∞
t L2

x

≲ bj2
2j(1−s)∥u∥2σ−1

S1
T

∥u∥X 2s
T
.

(2.5.82)
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For the second term in (2.5.81), we obtain (by taking 22j(s−1) ≲ bj)

∥S̃2jPj(F (u<j)P<jf)∥L2
tL

2
x
≲ bj2

2j(1−s)∥u∥2σ−1
S1
T

∥f∥L∞
t L2

x
(2.5.83)

and so by Bernstein, the estimate (2.5.80) becomes

∥Ds
t S̃2jPj|P<ju|2σ∥L2

tL
2
x

≲ 22js(1−s)[bj∥u∥2σ−1
S1
T

∥u∥X 2s
T

+ bj∥u∥2σ−1
S1
T

∥f∥L∞
t L2

x
]s∥S̃2jPj|P<ju|2σ∥1−sL2

tL
2
x

≲ [bj∥u∥2σ−1
S1
T

∥u∥X 2s
T

+ bj∥u∥2σ−1
S1
T

∥f∥L∞
t L2

x
]s∥Ds

t S̃2jPj|P<ju|2σ∥1−sL2
tL

2
x
.

(2.5.84)

Hence,

∥Ds
t S̃2jPj|P<ju|2σ∥L2

tL
2
x
≲ bj∥u∥2σ−1

S1
T

∥u∥X 2s
T

+ bj∥u∥2σ−1
S1
T

∥f∥L∞
t L2

x
. (2.5.85)

For the second term in (2.5.78), using that 22js∥P≥ju∥L2
tL

2
x
≲ ∥D2s

x P≥ju∥L2
tL

2
x

and Corol-

lary 2.2.11 leads to the estimate,

∥PjS̃2jD
s
t (F (y(θ))P≥ju)∥L2

tL
2
x

≲ 22js∥Pj(F (y(θ))P≥ju)∥L2
tL

2
x

≲ bj∥⟨Dx⟩δF (y(θ))∥L∞
t L∞

x
∥u∥X 2s

T

≲ bj∥u∥2σ−1
S1
T

∥u∥X 2s
T
.

(2.5.86)

Hence, by Minkowski’s inequality,

2σ∥Re

∫ 1

0

PjS̃2jD
s
t (F (y(θ))P≥ju)dθ∥L2

tL
2
x
≲ bj∥u∥2σ−1

S1
T

∥u∥X 2s
T
. (2.5.87)

Combining everything shows that

∥Ds
t S̃2jPj|u|2σ∥L2

tL
2
x
≲ bj∥u∥2σ−1

S1
T

∥u∥X 2s
T

+ bj∥u∥2σ−1
S1
T

∥f∥L∞
t L2

x
. (2.5.88)

This proves part a).

Next, we prove part b). By commuting through the temporal projection, we obtain

∥S̃2jPjD
s
t (|u|2σ)∥L2

tL
2
x
≲ ∥S̃2jD

s−1
t (S̃<2j(|u|2σ−2u)∂tS̃2ju)∥L2

tL
2
x

+ ∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)∂tu)∥L2

tL
2
x
.

(2.5.89)
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The first term in (2.5.89) can be estimated by Bernstein’s inequality to obtain

∥S̃2jD
s−1
t (S̃<2j(|u|2σ−2u)∂tS̃2ju)∥L2

tL
2
x
≲ ∥u∥2σ−1

S1
T

∥Ds−1
t ∂tS̃2ju∥L2

tL
2
x
. (2.5.90)

Then writing

∥Ds−1
t ∂tS̃2ju∥L2

tL
2
x
∼ ∥Ds−1

t ∂tS̃2jP≤0u∥L2
tL

2
x

+

(∑
k>0

∥Ds−1
t ∂tS̃2jPku∥2L2

tL
2
x

) 1
2

(2.5.91)

and requiring bj ≥ 2−jδ, applying Lemma 2.5.4 and then square summing over k yields

∥Ds−1
t ∂tS̃2ju∥L2

tL
2
x
≲ ∥D2s

x S̃2jPju∥L2
tL

2
x

+ 2−jδ∥⟨Dt⟩s−1+δS̃2jf∥L2
tL

2
x

≲ bj∥u∥X 2s
T

+ bj∥f∥Zs−1+δ
∞

.
(2.5.92)

To estimate the second term in (2.5.89), we have two cases:

If 1 ≤ s ≤ σ + 1
2
, we obtain from the equation,

∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)∂tu)∥L2

tL
2
x

≲ ∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)∂2xu)∥L2

tL
2
x

+ ∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)f)∥L2

tL
2
x
.

(2.5.93)

By Hölder and Bernstein’s inequality, Sobolev embedding and Corollary 2.2.11, the first term

can be estimated by

∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)∂2xu)∥L2

tL
2
x
≲ 2−jδ∥Ds−1+ δ

2
t (|u|2σ−2u)∥

L
1

s−1
t L

1
s−1
x

∥∂2xu∥
L∞
t L

2
3−2s
x

≲ 2−jδ∥⟨Dt⟩
s−1+δ
2σ−1 u∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

∥∂2xu∥
L∞
t L

2
3−2s
x

≲ 2−jδ∥⟨Dt⟩
s−1+δ
2σ−1 u∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

∥u∥L∞
t Hs+1

x
.

(2.5.94)

Applying Corollary 2.5.5 gives

∥⟨Dt⟩
s−1+δ
2σ−1 u∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

≲ ∥⟨Dx⟩
2s−2+4δ
2σ−1 u∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

+ ∥⟨Dt⟩
s−1+2δ
2σ−1

−1f∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

. (2.5.95)

Since 2s−2
2σ−1

≤ 1 − (1
2
− s−1

2σ−1
), when s ≤ σ + 1

2
, we have by Sobolev embedding in the spatial

variable,

∥⟨Dx⟩
2s−2+4δ
2σ−1 u∥2σ−1

L
2σ−1
s−1

t L
2σ−1
s−1

x

∥u∥L∞
t Hs+1

x
≲ ∥u∥2σ−1

S1+cδ
T

∥u∥L∞
t H2s

x
(2.5.96)
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for some fixed constant c > 0.

Next, applying Sobolev embedding in the time variable, and using the inequality ∥g∥Lp
xL

q
t
≲

∥g∥Lq
tL

p
x

when p ≥ q, we also obtain

∥⟨Dt⟩
s−1+2δ
2σ−1

−1f∥
L

2σ−1
s−1

t L
2σ−1
s−1

x

≲ ∥f∥
L

2σ−1
s−1

x L2
t

≲ ∥f∥
L2
tL

2σ−1
s−1

x

≲ ∥f∥S0
T

(2.5.97)

and so, the first term in (2.5.93) can be controlled by (after possibly relabelling δ),

2−jδ(∥u∥S1+cδ
T

+ ∥f∥S0
T
)2σ−1∥u∥L∞

t H2s
x

≲ bjΛ∥u∥L∞
t H2s

x
≲ bjΛ∥u∥X 2s

T
. (2.5.98)

For the second term in (2.5.93), we simply have by Bernstein, and Corollary 2.2.11 and

Corollary 2.5.5,

∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)f)∥L2

tL
2
x
≲ 2−jδ∥Ds−1+ δ

2
t (|u|2σ−2u)∥

L
4

2σ−1
t L

4
2σ−1
x

∥f∥
L4
tL

4
3−2σ
x

≲ 2−jδ∥⟨Dt⟩
1
2
+ δ

2u∥2σ−1
L4
tL

4
x
∥f∥S0

T

≲ 2−jδ(∥u∥2σ−1

S1+δ
T

+ ∥f∥2σ−1
S0
T

)∥f∥S0
T

≲ bjΛ∥f∥S0
T
.

(2.5.99)

This handles the case 1 ≤ s ≤ σ + 1
2
.

Next, suppose σ + 1
2
< s < 2σ. By Bernstein’s inequality,

∥S̃2jD
s−1
t (S̃≥2j(|u|2σ−2u)∂tu)∥L2

tL
2
x
≲ 2−jδ∥Ds−1+ δ

2
t (|u|2σ−2u)∥

L
2

2σ−1
t L

2
2σ−1
x

∥∂tu∥
L

1
1−σ
t L

1
1−σ
x

≲ bj∥D
s−1+ δ

2
t (|u|2σ−2u)∥

L
2

2σ−1
t L

2
2σ−1
x

∥∂tu∥
L

1
1−σ
t L

1
1−σ
x

.

(2.5.100)

Using Corollary 2.2.11 and then Corollary 2.5.5, we estimate,

∥Ds−1+ δ
2

t (|u|2σ−2u)∥
L

2
2σ−1
t L

2
2σ−1
x

≲ ∥⟨Dt⟩
s−1+δ
2σ−1 u∥2σ−1

L2
tL

2
x

≲ ∥P≤0⟨Dt⟩
s−1+δ
2σ−1 u∥2σ−1

L2
tL

2
x

+

(∑
j>0

∥⟨Dt⟩
s−1+δ
2σ−1 Pju∥2L2

tL
2
x

) 1
2
(2σ−1)

≲ ∥⟨Dx⟩
2s−2+2δ
2σ−1 u∥2σ−1

L2
tL

2
x

+ ∥f∥2σ−1
S0
T

.

(2.5.101)
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Furthermore, we have by Sobolev embedding and the equation,

∥∂tu∥
L

1
1−σ
t L

1
1−σ
x

≲ ∥⟨Dx⟩σ+
3
2u∥L∞

t L2
x

+ ∥⟨Dx⟩σ−
1
2f∥L∞

t L2
x
. (2.5.102)

Hence, we obtain

bj∥D
s−1+ δ

2
t (|u|2σ−2u)∥

L
2

2σ−1
t L

2
2σ−1
x

∥∂tu∥
L

1
1−σ
t L

1
1−σ
x

≲ bj(∥⟨Dx⟩σ+
3
2u∥L∞

t L2
x

+ ∥⟨Dx⟩σ−
1
2f∥L∞

t L2
x
)∥⟨Dx⟩

2s−2+2δ
2σ−1 u∥2σ−1

L2
tL

2
x

+ Λbj(∥u∥L∞
t H2s

x
+ ∥f∥Zs−1+δ

∞
).

(2.5.103)

To control the first term, interpolating each factor between L∞
t H

2s
x and L∞

t H
1
x shows that

∥⟨Dx⟩
2s−2+2δ
2σ−1 u∥2σ−1

L2
tL

2
x
∥⟨Dx⟩σ+

3
2u∥L∞

t L2
x
≲ ∥u∥2σ−1

S1+δ
T

∥u∥L∞
t H2s

x
. (2.5.104)

For the second term, interpolating the ⟨Dx⟩
2s−2+2δ
2σ−1 u factor between L∞

t H
1
x and L∞

t H
2s
x and

the ⟨Dx⟩σ−
1
2f factor between L∞

t L
2
x and L∞

t H
2s−2+δ
x and using that s > σ + 1

2
leads to

∥⟨Dx⟩
2s−2+2δ
2σ−1 u∥2σ−1

L2
tL

2
x
∥⟨Dx⟩σ−

1
2f∥L∞

t L2
x
≲ Λ(∥u∥L∞

t H2s
x

+ ∥f∥Zs−1+δ
∞

). (2.5.105)

Now, collecting all of the estimates and using that ∥u∥L∞
t H2s

x
≲ ∥u∥X 2s

T
completes the proof.

Finally, we use Lemma 2.5.12 to establish Lemma 2.5.9.

Proof. First, it is straightforward to verify that b2j is a X 2s
T frequency envelope for ṽ in the

sense that b2j satisfies property (2.2.3) and is slowly varying. Next, we expand

(i∂t + ∂2x)ṽ = i∂tη̃v + η̃(i∂t + ∂2x)v := f. (2.5.106)

Using an argument similar to what was done to estimate (2.5.61) and applying Corol-

lary 2.5.5, it is straightforward to verify ∥f∥Sδ
T

+∥f∥Zs−1+δ
∞

≲ ε+∥v∥X 2s
T

, and so the conclusion

immediately follows from Lemma 2.5.12.

2.6 Well-posedness at high regularity

In this section, we aim to prove Theorem 2.1.1. We begin by studying a suitable regularized

equation.



CHAPTER 2. DERIVATIVE NONLINEAR SCHRÖDINGER EQUATIONS 81

Well-posedness of a regularized equation

Since there is an apparent limit to the possible regularity of solutions to (gDNLS), we con-

struct H2s
x solutions as limits of smooth solutions to an appropriate regularized approximate

equation. Like in the previous section η will denote a time-dependent cutoff with η = 1 on

[−1, 1] with support in (−2, 2). To construct the requisite solutions, we need the following

lemma:

Lemma 2.6.1. Let 2 − σ < 2s < 4σ. Let 2s ≥ α > max{2 − σ, 2s − 1}. Then there is

an ε > 0 such that for every u0 ∈ H2s
x with ∥u0∥Hα

x
≤ ε and for all j > 0, the regularized

equation  (i∂t + ∂2x)u = iηP<j|u|2σ∂xu,

u(0) = P<ju0,
(2.6.1)

admits a global solution u ∈ C2(R;H∞
x ). Moreover, we have the following bounds for T = 2,

∥u∥Xα
T ∩S1+δ

T
≲ ε,

∥(i∂t + ∂2x)u∥Sδ
T∩Zs−1+δ

∞
≲ ε,

(2.6.2)

where the implicit constant in the above inequality is independent of the parameter j and

where 0 < δ ≪ 1 is any small positive constant.

Remark 2.6.2. The smallness assumption on the Hα
x norm of u0 will turn out to be incon-

sequential (by L2
x subcriticality for (gDNLS)). This assumption is made for convenience to

guarantee (2.6.2).

Let us now construct solutions to (2.6.1). The first step is to construct solutions to an

appropriate linear equation. For this, we have the following lemma.

Lemma 2.6.3. Let η = η(t) be a smooth time-dependent cutoff with η = 1 on [−1, 1] and

with support in (−2, 2). Let T > 0 and v ∈ L2σ
T L

∞
x . Let u0 ∈ H2s

x . Then for each j > 0,

there exists a unique solution w ∈ C([−T, T ];H∞
x ) solving the equation ∂tw = i∂2xw + ηP<j|v|2σ∂xw,

w(0) = P<ju0.
(2.6.3)

Proof. First, observe that for each n > j a simple (iterated) application of the contraction

mapping theorem in the closed subspace of C([−T, T ];L2
x) consisting of functions whose spa-

tial Fourier transform is supported on [−2n, 2n] gives rise to a solution w(n) ∈ C([−T, T ];H∞
x )
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to the following regularized linear equation, ∂tw
(n) = i∂2xw

(n) + ηP≤n(P<j|v|2σ∂xw(n)),

w(n)(0) = P<ju0.
(2.6.4)

We show that the sequence w(n) converges as n → ∞ to some w ∈ C([−T, T ];H∞
x ) which

solves (2.6.3). This follows in two stages, but is standard. First, for each integer k ≥ 0, a

standard energy estimate and Bernstein’s inequality shows that w(n) satisfies the bound

∥w(n)∥C([−T,T ];Hk
x )

≲ exp(2j(k+1)∥v∥2σL2σ
T L∞

x
)∥P<ju0∥Hk

x
(2.6.5)

where importantly, the bound is independent of n (but can depend on j). Furthermore, a

simple energy estimate in L2
x for differences of solutions w(n)−w(m) to (2.6.4) shows that the

sequence w(n) is Cauchy in C([−T, T ];L2
x) and thus converges to some w ∈ C([−T, T ];L2

x).

Interpolating against (2.6.5) shows that in fact w(n) converges to some w in C([−T, T ];H∞
x )

and that w solves (2.6.3) in the sense of distributions, and furthermore that w satisfies the

bound (2.6.5) for each k ≥ 0.

The next step in the proof of Lemma 2.6.1 is to construct the corresponding C2(R;H∞
x )

solution to (2.6.1). For this purpose, consider the following iteration scheme, (i∂t + ∂2x)u
(n+1) = iηP<j|u(n)|2σ∂xu(n+1),

u(n+1)(0) = P<ju0,
(2.6.6)

with the initialization u(0) = 0. Thanks to Lemma 2.6.3 it follows that for each n, there

is a solution u(n+1) ∈ C([−2, 2];H∞
x ) to the above equation. In particular, u(n+1) can be

extended globally in time because for |t| > 2, u(n+1) solves the linear Schrödinger equation.

Next, we have the following lemma concerning the convergence of this iteration scheme,

from which Lemma 2.6.1 is immediate.

Lemma 2.6.4. Let 2−σ < 2s < 4σ. Let 2s ≥ α > max{2−σ, 2s−1}. Let u0 ∈ H2s
x and let

u(n+1) be the corresponding C(R;H∞
x ) solution to (2.6.6). Then there is ε > 0 independent

of j such that if ∥u0∥Hα
x
≤ ε, then u(n) converges to some u ∈ C(R;H∞

x ) solving (2.6.1).

Furthermore, we have u ∈ C2(R;H∞
x ) and the bounds

∥u∥Xα
T ∩S1+δ

T
≲ ε,

∥(i∂t + ∂2x)u∥Sδ
T∩Zs−1+δ

∞
≲ ε.

(2.6.7)
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Proof. We begin by showing that u(n+1) satisfies the bounds

∥u(n+1)∥Xα
T ∩S1+δ

T
≲ ε,

∥(i∂t + ∂2x)u
(n+1)∥Sδ

T∩Zs−1+δ
∞

≲ ε,
(2.6.8)

for T = 2 uniformly in n. Given the initialization u(0) = 0, we may make the inductive

hypothesis that (2.6.8) holds with n+1 replaced by n. Now, we prove the above two bounds

for u(n+1).

We begin by showing ∥u(n+1)∥Xα
T ∩S1+δ

T
≲ ε. Indeed, it follows from the modification of

the low regularity bounds outlined in Lemma 2.3.18 that for 2s ≥ α > 2 − σ,

∥u(n+1)∥Xα
T ∩S1+δ

T
≲ ∥u(n+1)∥Xα

T
. (2.6.9)

Then Proposition 2.5.1 and the inductive hypothesis gives

∥u(n+1)∥2Xα
T
≲ ∥u0∥2Hα

x
+ ε2σ(∥u(n+1)∥2Xα

T
+ ∥u(n+1)∥2S1

T
) + ε2σ−1∥u(n+1)∥S1

T
∥u(n+1)∥Xα

T
∥u(n)∥Xα

T

+ ε4σ−2∥u(n+1)∥2S1
T
∥u(n)∥2Xα

T
,

(2.6.10)

and so,

∥u(n+1)∥2Xα
T
≲ ∥u0∥2Hα

x
+ ε2σ∥u(n+1)∥2Xα

T
. (2.6.11)

From this, we deduce

∥u(n+1)∥Xα
T
≲ ε. (2.6.12)

Next, we aim to verify the bound,

∥(i∂t + ∂2x)u
(n+1)∥Sδ

T∩Zs−1+δ
∞

≲ ε. (2.6.13)

For this, we use the equation,

(i∂t + ∂2x)u
(n+1) = iηP<j|u(n)|2σ∂xu(n+1). (2.6.14)

From Lemma 2.5.10 and (2.6.9), we have

∥iηP<j|u(n)|2σ∂xu(n+1)∥Sδ
T∩Zs−1+δ

∞
≲ ε2σ∥u(n+1)∥Xα

T
≲ ε. (2.6.15)

This verifies the uniform in n bound (2.6.8).
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Next, we show that that u(n) converges to u ∈ C(R;L2
x). Clearly it suffices to show (by

the localization properties of η) that u(n) converges to u ∈ C([−2, 2];L2
x).

We begin by estimating the L2
x norm of u(n+1)(t) − u(n)(t) for |t| ≤ 2. Indeed, we see

that u(n+1) − u(n) satisfies the equation,

(i∂t + ∂2x)(u
(n+1) − u(n)) = iηP<j|u(n)|2σ∂x(u(n+1) − u(n)) + iηP<j(|u(n)|2σ − |u(n−1)|2σ)∂xu

(n),

(2.6.16)

with (u(n+1) − u(n))(0) = 0. A simple energy estimate shows that for each −2 ≤ T ≤ 2

∥u(n+1) − u(n)∥2L∞
T L2

x
≲ ∥u(n)∥S1

T
∥u(n)∥2σ−1

L∞
T L∞

x
∥u(n+1) − u(n)∥2L∞

T L2
x

+ ∥u(n)∥S1
T
(∥u(n)∥2σ−1

L∞
T L∞

x
+ ∥u(n−1)∥2σ−1

L∞
T L∞

x
)∥u(n) − u(n−1)∥L∞

T L2
x
∥u(n+1) − u(n)∥L∞

T L2
x

(2.6.17)

where all the implicit constants are independent of j. Using (2.6.8) and Cauchy Schwarz,

we obtain

∥u(n+1) − u(n)∥2L∞
T L2

x
≤ 1

4
∥u(n+1) − u(n)∥2L∞

T L2
x

+
1

4
∥u(n) − u(n−1)∥2L∞

T L2
x
. (2.6.18)

From this, one obtains

∥u(n+1) − u(n)∥2L∞
T L2

x
≤ 1

2
∥u(n) − u(n−1)∥2L∞

T L2
x
. (2.6.19)

Hence, we see that u(n) converges to u in C([−2, 2];L2
x). By a simple energy estimate, and

Bernstein’s inequality, it is straightforward to verify that for each integer k ≥ 0, we have the

uniform (in n) bound

∥u(n+1)∥C([−2,2];Hk
x )

≲ exp(2j(k+1)∥u(n)∥2σL2σ
T L∞

x
)∥P<ju0∥Hk

x
≲j ∥u0∥H2s

x
. (2.6.20)

Hence, by interpolating against (2.6.20), we see that u(n) converges to u in C([−2, 2];H∞
x ).

By differentiating the equation in time, we find u ∈ C2([−2, 2];H∞
x ).

It remains to show (2.6.7). Since u(n) → u in C([−2, 2];H∞
x ), the X α

T ∩ S1+δ
T bound fol-

lows immediately from (2.6.8). For the remaining estimate, we may clearly control

(i∂t + ∂2x)u = iηP<j|u|2σ∂xu (2.6.21)

in SδT ∩ Zs−1+δ
∞ by (after possibly slightly enlarging δ)

∥u∥2σXα
T ∩S1+δ

T

+ ∥iηP<j|u|2σ∂xu∥Zs−1+δ
∞

≲ ε+ ∥iP<jη|u|2σ∂xu∥Zs−1+δ
∞

. (2.6.22)
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From Lemma 2.5.10, we have

∥iηP<j|u|2σ∂xu∥
Z

s− 3
2+δ

∞
≲ ε. (2.6.23)

Then applying Lemma 2.5.10 again, using (2.6.23) then gives

∥iηP<j|u|2σ∂xu∥Zs−1+δ
∞

≲ ε. (2.6.24)

This completes the proof.

Remark 2.6.5. Note that at this point, we haven’t said anything about the behavior of

(2.6.1) as j → ∞. For this, we will again need the uniform bounds from Proposition 2.5.1.

Well-posedness for the full equation

In this section, we prove the local well-posedness of (gDNLS) in H2s
x for 2 − σ < 2s < 4σ.

Indeed, let u0 ∈ H2s
x and let 2 − σ < α ≤ 2s. By rescaling (recalling the problem is L2

x

subcritical), we may assume without loss of generality that ∥u0∥Hα
x

≤ ε for some ε > 0

sufficiently small, and construct the corresponding H2s
x solution on the time interval [−1, 1].

For 2−σ < 2s ≤ 3
2
, we construct the solution in the Strichartz type space X 2s

T ∩S1+δ
T , where

0 < δ ≪ 1 is any sufficiently small positive constant. When s > 3
2
, the extra S1+δ

T component

is, of course, redundant, thanks to Sobolev embedding.

We will realize H2s
x well-posed solutions as (restrictions to the interval [−1, 1] of) limits of

smooth solutions to the regularized equation (2.6.1). To establish this, we have the following

lemma.

Lemma 2.6.6. Let 2 − σ < 2s < 4σ. Let 2s ≥ α > max{2 − σ, 2s − 1}. Then there is an

ε > 0 such that for every u0 ∈ H2s
x with ∥u0∥Hα

x
≤ ε, the time-truncated equation, (i∂t + ∂2x)u = iη|u|2σ∂xu,

u(0) = u0,
(2.6.25)

admits a global solution u ∈ C2(R;H∞
x ). Moreover, we have the following bounds for T = 2,

∥u∥Xα
T ∩S1+δ

T
≲ ε,

∥(i∂t + ∂2x)u∥Sδ
T∩Zs−1+δ

∞
≲ ε,

(2.6.26)
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and also

∥u∥2X 2s
T

≲
1

1 − Cε2σ
∥u0∥2H2s

x
, (2.6.27)

where C > 0 is some universal constant.

Proof. If ε is small enough, thanks to Lemma 2.6.1, for each j > 0, there is a smooth solution

u(j) ∈ C2(R;H∞
x ) to the equation, (i∂t + ∂2x)u

(j) = iηP<j|u(j)|2σu(j)x ,

u(j)(0) = P<ju0,
(2.6.28)

satisfying

∥u(j)∥Xα
T ∩S1+δ

T
+ ∥(i∂t + ∂2x)u

(j)∥Sδ
T∩Zs−1+δ

∞
≲ ε (2.6.29)

uniformly in j. Now, define for k > j, v(k,j) := u(k) − u(j). Then v(k,j) satisfies the equation,

(i∂t+∂2x)v
(k,j) = iηP<k|u(k)|2σ∂xv(k,j) + iηP<k(|u(k)|2σ−|u(j)|2σ)∂xu

(j) + iηPj≤·<k|u(j)|2σ∂xu(j),
(2.6.30)

with v(k,j)(0) = Pj≤·<ku0. Multiplying by −iv(k,j) taking real part and integrating over R and

from 0 to t with |t| ≤ T leads to the simple energy estimate

∥v(k,j)∥2L∞
T L2

x
≲ ∥Pj≤·<ku0∥2L2

x
+ (∥u(j)∥2σ−1

S1
T

+ ∥u(k)∥2σ−1
S1
T

)∥u(j)∥S1
T
∥v(k,j)∥2L∞

T L2
x

+ ∥u(k)∥2σS1
T
∥v(k,j)∥2L∞

T L2
x

+ ∥Pj≤·<k|u(j)|2σ∥L∞
T L2

x
∥u(j)∥S1

T
∥v(k,j)∥L∞

T L2
x
.

(2.6.31)

Using the uniform in j bound

∥u(j)∥S1+δ
T

≲ ε (2.6.32)

from Lemma 2.6.1 and Cauchy Schwarz gives

∥v(k,j)∥2L∞
T L2

x
≲ ∥Pj≤·<ku0∥2L2

x
+ ∥Pj≤·<k|u(j)|2σ∥2L∞

T L2
x
∥u(j)∥2S1

T
. (2.6.33)

Furthermore,

∥Pj≤·<k|u(j)|2σ∥L∞
T L2

x
≲ 2−j∥u(j)∥2σS1

T
. (2.6.34)

Hence, the right hand side of (2.6.33) goes to zero as j, k → ∞. Therefore, u(j) converges to

some u in C([−2, 2];L2
x). On the other hand, thanks to the uniform (in k) bounds from the

energy estimate Proposition 2.5.1, we obtain

∥Pju(k)∥2X 2s
T

≲ a2j∥u0∥2H2s
x

+ [b
(k)
j ]2ε2σ∥u(k)∥2X 2s

T
, (2.6.35)
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where b
(k)
j is a X 2s

T frequency envelope for u(k). Using that ∥u(k)∥S1+δ
T

≲ ε, an argument similar

to the low regularity well-posedness shows that for ε small enough, aj is a X 2s
T frequency

envelope for u(k). Analogously to the low regularity argument, this can be used to show that

u(k) → u in X 2s
T and that aj is a X 2s

T frequency envelope for u and that u solves the time

truncated equation,  i∂tu+ uxx = iη|u|2σux,

u(0) = u0,
(2.6.36)

in the sense of distributions. Moreover, by square summing over j and passing to the limit

in (2.6.35), we obtain the uniform bound

∥u∥2X 2s
T

≲
1

1 − Cε2σ
∥u0∥2H2s

x
. (2.6.37)

Next, we establish local well-posedness for the full equation (gDNLS).

For existence, we may rescale (using the L2
x subcriticality of the equation) to assume u0 ∈ H2s

x

has sufficiently small data. Then we may construct a X 2s
T solution to (gDNLS) on the time

interval [−1, 1] by applying Lemma 2.6.6 and restricting to |t| ≤ 1.

For uniqueness, we consider the difference of two H2s
x solutions u1, u2 to (gDNLS) and obtain,

by a standard energy estimate, the weak Lipschitz bound,

∥u1 − u2∥L∞
T L2

x
≲∥u1∥S1

T
,∥u2∥S1

T

∥u1(0) − u2(0)∥L2
x
. (2.6.38)

for T > 0. Among other things, this shows uniqueness in C([−1, 1];H2s
x ) ∩ S1

T .

For continuous dependence, again assume without loss of generality that u0 has sufficiently

small H2s
x norm. To show continuous dependence for the full equation (gDNLS), it clearly

suffices (by restricting to T ≤ 1) to show that the data to solution map u0 ∈ H2s
x 7→ u ∈

X 2s
T=2 ∩ S1+δ

T=2 for the time-truncated equation (2.6.36) is continuous. For this, let un0 ∈ H2s
x

be a sequence of initial data converging to some u0 in H2s
x . Let un and u denote the corre-

sponding X 2s
T=2 ∩ S1+δ

T=2 solutions to the time-truncated equation (2.6.36), respectively. From

the frequency envelope bound (2.6.35) and an argument almost identical to the proof of

continuous dependence at low regularity, it follows that

lim
n→∞

∥un − u∥X 2s
T=2∩S

1+δ
T=2

= 0. (2.6.39)

We omit the details. This finally completes the proof of Theorem 2.1.1.
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2.7 Global well-posedness

Here, we complete the proof of Theorem 2.1.2. That is, we show that for
√
3
2
< σ < 1 and

1 ≤ 2s < 4σ, (gDNLS) is globally well-posed in H2s
x . The proof of local well-posedness in H2s

x

for 1 ≤ 2s ≤ 3
2

and σ >
√
3
2

established in Section 2.4 relied on having global well-posedness

when 3
2
< 2s < 4σ, so we establish this first. Ultimately, global well-posedness will follow

from the conservation laws, which we use in the next lemma to establish uniform control of

the H1
x norm of solutions:

Lemma 2.7.1. (H1
x norm remains bounded) Let u0 ∈ H2s

x , 1 ≤ 2s < 4σ and
√
3
2
< σ < 1.

Let T > 0 be sufficiently small. If 2s ≤ 3
2
, suppose that there is a corresponding well-posed

solution u ∈ X2s
T to (gDNLS). Likewise, if 4σ > 2s > 3

2
, let u ∈ X 2s

T be the corresponding

well-posed solution to (gDNLS). Then for 0 ≤ |t| ≤ T , we have

∥u(t)∥H1
x
≲∥u0∥H1

x
1 (2.7.1)

where the implied constant depends only on the size of ∥u0∥H1
x
. In particular, the H1

x norm

of u cannot blow up in finite time.

Remark 2.7.2. There is one small technical caveat to be aware of. Namely, in Lemma 2.7.1,

it is assumed for 1 ≤ 2s ≤ 3
2

that the equation (gDNLS) is locally well-posed X2s
T . As men-

tioned above, this will follow from the results proven in Section 2.4 once we have established

global well-posedness in the range 3
2
< 2s < 4σ (where we already have local well-posedness

from Section 6).

Proof. Recall that we have the conserved mass and energy, respectively

M(u) :=
1

2

∫
R
|u|2dx = M(u0), (2.7.2)

E(u) :=
1

2

∫
R
|ux|2dx+

1

2(1 + σ)
Re

∫
R
i|u|2σuuxdx = E(u0). (2.7.3)

It is also straightforward to verify that any well-posed solution in X 2s
T (when 3

2
< 2s < 4σ)

or X2s
T (when 1 ≤ 2s ≤ 3

2
) satisfies these conservation laws. By interpolation, we have the

following lower bound for the energy (where C is some constant that may change from line
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to line)

E(u) ≥ 1

2
∥ux∥2L2

x
− C∥u∥2σ+1

L4σ+2
x

∥ux∥L2
x

≥ 1

4
∥ux∥2L2

x
− C∥u∥

1+σ
1−σ

L2
x

≥ 1

4
∥ux∥2L2

x
− CM(u)

1+σ
2(1−σ) .

(2.7.4)

Hence, for 0 ≤ |t| ≤ T , we have

∥u(t)∥2H1
x
≲ E(u0) +M(u0) +M(u0)

1+σ
2(1−σ) ≲∥u0∥H1

x
1. (2.7.5)

Corollary 2.7.3. Let u0 ∈ H2s
x , 0 < T ∗ < ∞, 3

2
< 2s < 4σ and

√
3
2
< σ < 1. Suppose that

for each T < T ∗, there is a corresponding well-posed solution u ∈ X 2s
T with initial data u0.

Then for each 0 < δ ≪ 1, we have

lim sup
T↗T ∗

∥u∥S1+δ
T ∩X2−σ+2δ

T
<∞. (2.7.6)

In particular, the S1+δ
T ∩X2−σ+2δ

T norm of a solution cannot blow up in finite time.

Proof. Lemma 2.7.1 shows that for all 0 < T < T ∗, the norm ∥u∥L∞
T H1

x
is bounded by a

constant depending on the initial data ∥u0∥H1
x
. Therefore, iterating (after appropriately

translating and rescaling the initial data) Proposition 2.3.6 shows that

lim sup
T↗T ∗

∥u∥X1
T
≲∥u0∥H1

x
1. (2.7.7)

By virtue of (2.7.7) and iterating Proposition 2.3.6, we find that

lim sup
T↗T ∗

∥u∥X2−σ+2δ
T

<∞. (2.7.8)

It follows that

lim sup
T↗T ∗

∥u∥S1+δ
T

≤ lim sup
T↗T ∗

∥u∥X2−σ+2δ
T

<∞. (2.7.9)

Next, we use Corollary 2.7.3 and Lemma 2.6.6 to establish global well-posedness in the

high regularity regime 3
2
< 2s < 4σ. Indeed, for u0 ∈ H2s

x let T ∗ > 0 be the maximal time

for which there is a corresponding well-posed solution u ∈ X 2s
T for each T < T ∗. If T ∗ = ∞,
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then we are done. We can therefore assume for the sake of contradiction that T ∗ <∞. Then

we have

lim sup
T↗T ∗

∥u∥X 2s
T

= ∞. (2.7.10)

We show that this is impossible. By rescaling and translation, we may without loss of gen-

erality take T ∗ = 1.

We begin with the case 3
2
< 2s < 2. Set α = 2 − σ + 2δ where δ is some small posi-

tive constant.

Let 0 < ε ≪ 1. Define now the rescaled solution uλ(t, x) = λ
1
2σu(λ2t, λx) to (gDNLS),

where λ satisfies k := λ−2 ∈ N and where λ is small enough so that for each T < λ−2,

∥uλ∥L∞
T<λ−2H

α
x
≲ λ

1
2σ

− 1
2∥u∥L∞

T<1H
α
x
≲ ε. (2.7.11)

By assumption uλ is a X 2s
T solution to (gDNLS) for T < λ−2 with

lim sup
T↗λ−2

∥uλ∥X 2s
T

= ∞. (2.7.12)

Now, we iterate Lemma 2.6.6. We consider the initial value problem for each natural number

n < k,  (i∂t + ∂2x)wn = iη|wn|2σ∂xwn,

wn(0) = uλ(n).
(2.7.13)

By Lemma 2.6.6 by taking α = 2−σ+2δ, and (2.7.11) there is a global solution w ∈ C(R;H2s
x )

to the above equation satisfying

∥wn∥2X 2s
T=2

≲
1

1 − Cε2σ
∥uλ(n)∥2H2s

x
(2.7.14)

from which we deduce (by restricting w to times in [−1, 1]),

∥uλ(n+ ·)∥2X 2s
T=1

≲
1

1 − Cε2σ
∥uλ(n)∥2H2s

x
. (2.7.15)

Iterating this k times gives the bound

∥uλ∥2X 2s
T<λ−2

≲

(
1

1 − Cε2σ

)k
∥uλ(0)∥2H2s

x
. (2.7.16)

This contradicts (2.7.12). Therefore T ∗ = ∞ and the X 2s
T norm cannot blow up in finite

time when 3
2
< 2s < 2.
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Next, we proceed with the case 2 ≤ 2s < 4σ. If 2 ≤ 2s < 3, then if we assume a max-

imal time of existence T ∗ < ∞ for a X 2s
T solution, then the previous case shows that for

δ > 0 sufficiently small,

lim sup
T↗T∗

∥u∥X 2s−1+δ
T

<∞. (2.7.17)

Replacing α in the previous case with max{2s− 1 + δ, 2 − σ + 2δ} and repeating the proof

verbatim shows once again that T ∗ = ∞. Iterating once more shows that in the case

3 ≤ 2s < 4σ, we also have the same conclusion. Thus, (gDNLS) is globally well-posed in

H2s
x when 3

2
< 2s < 4σ.

We finally turn to the last case. Namely, we show that (gDNLS) is globally well-posed

when 1 ≤ 2s ≤ 3
2
.

Indeed, at this point, we know from Section 4 and the previous two cases that we have

a locally well-posed X2s
T solution. Iterating the low regularity bounds Proposition 2.3.6 and

using Lemma 2.7.1 shows that such a solution can be continued for all time. This finally

completes the proof of Theorem 2.1.2.
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Chapter 3

No pure capillary solitary water waves

exist in 2D

3.1 Introduction

Solitary water waves are localized disturbances of a fluid surface which travel at constant

speed and with a fixed profile. Such waves were first observed by Russell in the mid–19th

century [293], and are fundamental features of many water wave models. The objective of

this chapter is to settle the existence/non-existence problem for the full irrotational water

wave system in 2D, with the physical parameters being gravity, surface tension, and the

fluid depth. Five of the six combinations have already been dealt with, and the results are

summarized in Table 3.1 – it is our intent to fill in the missing case. The results in this

chapter are based on the article [177], which is joint work with Mihaela Ifrim, Ben Pineau

and Daniel Tataru.

Gravity Capillarity Depth Existence
Yes Yes Infinite Yes
Yes No Infinite No
No Yes Infinite No
Yes Yes Finite Yes
Yes No Finite Yes
No Yes Finite Unknown

Table 3.1: Existence of 2D solitary waves in irrotational fluids
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Our main result can be loosely formulated as follows:

Theorem 3.1.1. No solitary waves exist in finite depth for the pure capillary irrotational

water wave problem in 2D, even without the assumption that the free surface is a graph.

A more precise formulation of the result is given later, in Theorem 3.4.1.

Historical perspectives

The mathematical study of travelling waves has been a fundamental – and longstanding –

problem in fluid dynamics. Perhaps the first rigorous construction of 2D finite depth pure

gravity solitary waves occurred in [118, 221]; further refinements can be found in [44, 246].

Solitary waves with large amplitudes were first constructed by Amick and Toland [16] in

1981 using global bifurcation techniques, leading to the existence of a limiting extreme wave

with an angled crest [14]; see also [15, 45, 318]. By now, a vast literature exists on this

subject, including both results for gravity and for gravity-capillary waves ([17, 66, 67, 86,

141, 142, 270, 283]). For water waves in deep water, solitary waves have been proved to exist

provided that both gravity and surface tension are present, see [64, 65, 143, 179], following

numerical work in [233, 234]. The forefront of current research on the mathematical theory

of steady water waves is surveyed in [163].

The non-existence of 2D pure gravity solitary waves in infinite depth was originally proved

in [172], under certain decay assumptions. The proof uses conformal mapping techniques,

and the decay assumptions ultimately stem from difficulties in estimating commutators in-

volving the Hilbert transform. The decay assumptions were completely removed in [174], as

the authors were able to effectively deal with the aforementioned commutator issues – see

[174, Lemma 3.1].

The proof of our result is loosely based on the ideas of [174]. The key difference is that

the Tilbert transform (see Section 3.3 for the definition) does not enjoy the same commu-

tator structure as the Hilbert transform. More precisely, we cannot simply replace Hilbert

transforms with Tilbert transforms in [174, Lemma 3.1]. To circumvent this, we morally

view the Tilbert transform as the Hilbert transform at high frequency, and a derivative at

low frequency, and use these distinct regimes to close our argument.
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For context, we mention that the problem we are considering in this chapter goes at least

as far back as [37]. More specifically, in [37] it is noted that the systematic existence meth-

ods developed in [118, 194, 201] for the pure gravity problem in shallow water are unable

to produce pure capillary solitary waves, but can be modified to produce gravity-capillary

solitary waves. One may contrast the question of existence of solitary waves with that of the

existence of periodic travelling waves. Indeed, for pure capillary irrotational waves in both

finite and infinite depth, periodic travelling waves are known to exist. Most notably, one has

the Crapper waves, which are quite explicit; see [88, 207] for the original results of Crapper

and Kinnersley, and also the survey in [266]. Interestingly, the free surfaces of the Crapper

waves need not be graphs, which makes the lack of graph assumption in Theorem 3.1.1 es-

sential. The reader is referred to [5, 94, 238, 239, 326] for further literature on pure capillary

waves, as well as gravity-capillary perturbations of these waves.

Finally, we mention a few recent directions that are somewhat outside the scope of this

chapter. The first is the study of steady water waves with vorticity, for which we refer the

interested reader to the surveys [140, 304]. As mentioned, our non-existence proof utilizes

holomorphic coordinates, a technique which is not compatible with variable vorticity. How-

ever, such a restriction is quite natural, as heuristics dictate that one should expect solitary

waves in problems with, say, constant non-zero vorticity. The other interesting direction –

in situations where solitary waves are known to exist – is to determine which speeds are

capable of sustaining solitary waves. Recently, it was shown in [211] that all finite depth,

irrotational, pure gravity solitary waves must obey the inequality c2 > gh. Here c is the

speed, g the gravitational constant, and h the asymptotic depth. Heuristically, this result

says that speeds that are precluded by the linearized problem are also precluded in the non-

linear problem. As a loose guideline, one expects solitary waves to travel at different speeds

than the linear dispersive waves; the situations in Table 3.1 where solitary waves do not exist

are exactly those in which the dispersion relation contains all speeds.

Our discussion above is fully confined to the 2D case, and that is for a good reason. All

non-existence results discussed above in 2D are essentially open problems in 3D, so the 3D

case is left for the future.
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3.2 The equations in Eulerian coordinates

We consider the incompressible, finite depth water wave equations in two space dimensions.

The motion of the water is governed by the incompressible Euler equations, with boundary

conditions on the water surface and the flat, finite bottom. We emphasize that this section

is purely for motivational purposes, and is not the formulation we will use to prove our

non-existence result. In particular, for simplicity, this section assumes that Γ(t) is a graph,

but we will not assume this when working with the holomorphic formulation of our problem.

To describe the equations, denote the water domain at time t by Ω(t) ⊆ R2; we assume

that Ω(t) has a flat finite bottom {y = −h}, and let η(x, t) denote the height of the free

surface as a function of the horizontal coordinate:

Ω(t) = {(x, y) ∈ R2 : −h < y < η(x, t)}. (3.2.1)

The free surface of the water at time t will be denoted by Γ(t). As we are interested in

solitary waves, we think of Γ(t) as being asymptotically flat at infinity to y ≈ 0. Since

the 2D finite depth capillary water wave equations do permit periodic travelling waves, this

decay at infinity will factor heavily into our proof, even though we do not impose any specific

rate of decay.

Figure 3.1: The fluid domain
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We denote by u the fluid velocity and by p the pressure. The vector field u solves Euler’s

equations inside Ω(t), 
ut + u · ∇u = −∇p− ge2,

div u = 0,

u(0, x) = u0(x),

(3.2.2)

and the bottom boundary is impenetrable:

u · e2 = 0 when y = −h. (3.2.3)

On the upper boundary the atmospheric pressure is normalized to zero and we have the

dynamic boundary condition

p = −σH(η) on Γ(t), (3.2.4)

and the kinematic boundary condition

∂t + u · ∇ is tangent to
⋃

Γ(t). (3.2.5)

Here g ≥ 0 represents the gravity,

H(η) = ∂x

(
ηx√

1 + η2x

)
(3.2.6)

is the mean curvature of the free boundary, and σ > 0 represents the surface tension coeffi-

cient.

We adhere to the classical assumption that the flow is irrotational, so we can write u in

terms of a velocity potential ϕ as u = ∇ϕ. It is easy to see that ϕ is a harmonic function

whose normal derivative is zero on the bottom. Thus, ϕ is determined by its trace ψ = ϕ|Γ(t)
on the free boundary Γ(t). Under these assumptions, it is well-known that the fluid dynamics

can be expressed in terms of a one-dimensional evolution of the pair of variables (η, ψ) via:
∂tη −G(η)ψ = 0,

∂tψ + gη − σH(η) +
1

2
|∇ψ|2 − 1

2

(∇η · ∇ψ +G(η)ψ)2

1 + |∇η|2
= 0.

(3.2.7)

Here G denotes the Dirichlet to Neumann map associated to the fluid domain. This operator

is one of the main analytical obstacles in this formulation of the problem, and in the next

subsection we briefly discuss a change of coordinates that somewhat simplifies the analysis.
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We now write down the solitary wave equations. We begin with the equations (3.2.1)–

(3.2.6) as well as the irrotationality condition, and assume that the profile is uniformly trans-

lating in the horizontal direction with velocity c, i.e., ϕ(x, y, t) = ϕ0(x − ct, y), η(x, y, t) =

η0(x − ct, y), and p(x, y, t) = p0(x − ct, y). This gives the steady water wave equations. To

get to solitary waves (as opposed to, say, periodic waves), we impose some averaged decay

on η0 and u0, so that in the far-field the water levels out and is essentially still. Contrary

to many works which use a frame of reference travelling with the localized disturbance, we

choose a frame so that the fluid is at rest near infinity. This allows us to set to zero the

integration constant in the Bernoulli equation; the price to pay is that there are terms with

c in the equations below.

We are thus interested in states (η, ϕ) satisfying the following equations:

∆ϕ = 0 in Ω = {(x, y) ∈ R2 : −h < y < η(x)}, (3.2.8)

−cϕx +
1

2
|∇ϕ|2 + gη − σ∂x

(
ηx√

1 + η2x

)
= 0 on Γ = {(x, y) ∈ R2 : y = η(x)}, (3.2.9)

ϕy = 0 when y = −h, (3.2.10)

−cηx + ϕxηx = ϕy on Γ. (3.2.11)

We prove that in the case g = 0 and σ > 0, the above equations admit no non-trivial

solutions, with appropriate (averaged) decay at infinity. Such a claim, of course, presupposes

certain regularity requirements on the solutions, but this will not play a major role due to

ellipticity. Indeed, the above system can be shown to be locally elliptic whenever (η, ϕ) is

above critical regularity, which corresponds to η ∈ H
3
2
+

loc .

3.3 The equations in holomorphic coordinates

As mentioned, one of the main difficulties of (3.2.7) is the presence of the Dirichlet to

Neumann operator G(η), which depends on the free boundary. For this reason, we will

reformulate the equations in holomorphic coordinates, which, in some sense, diagonalizes

G(η). We will only highlight briefly the procedure of changing coordinates; full details can

be found in [153]. Moreover, although (3.2.7) assumes that Γ(t) is a graph, the formulation

below does not require this, which is another advantage of this approach. As we will see,



CHAPTER 3. NO PURE CAPILLARY SOLITARY WATER WAVES EXIST IN 2D 98

making the solitary wave ansatz in holomorphic coordinates leads to remarkable simplifica-

tions, ultimately allowing us to derive (3.4.5), which we show admits no non-trivial solutions

in appropriate function spaces. (3.4.5) is very similar to the equation analyzed in the original

paper of Crapper, [88, Equation (15)], though in that paper they are viewed in infinite depth

and in different function spaces.

The conditions we require on Γ(t) are the same (or weaker, see the discussion below) as

those listed in Section 2.3 of [153]; namely, that Γ(t) can be parametrized to have sufficient

Sobolev regularity, has no degeneracies or self-intersections, and never touches the bottom

boundary. These assumptions are used in [153, Theorem 3] to justify the existence of the

conformal map we refer to below.

In the holomorphic setting, the coordinates are denoted by α + iβ ∈ S := R × (−h, 0),

and the fluid domain is parameterized by the conformal map

z : S → Ω(t),

which takes the bottom R − ih into the bottom, and the top R into the top Γ(t). The

restriction of this map to the real line is denoted by Z, i.e., Z(α) := z(α − i0), and can

be viewed as a parametrization of the free boundary Γ(t). We will work with the variables

W (α) = Z(α) − α, and the trace Q(α) of the holomorphic velocity potential on the free

surface. W and Q are traditionally called holomorphic functions, which in this terminology

means that they can be realized as the trace on the upper boundary β = 0 of holomorphic

functions in the strip S which are purely real on the lower boundary β = −h. The space of

holomorphic functions is a real algebra, but is not a complex algebra.

In terms of regularity, we note that the existence of the conformal map is guaranteed by

the Riemann Mapping Theorem for any simply connected fluid domain. In order to have an

equivalence between Sobolev norms, it suffices to assume that the free surface Γ has critical

Besov regularity B
3
2
2,1. This, in particular, guarantees that Γ is a graph outside of a compact

set. The conformal map, then, has the matching property ℑ(W ) ∈ B
3
2
2,1, and in particular

ℑ(W ) and Wα are bounded. For more details we refer the reader to both [153, Section 2]

and the stronger results in [8], as well as the more general local results of [248].

The two-dimensional finite depth gravity-capillary water wave equations in holomorphic
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coordinates can be written as follows:Wt + F (1 +Wα) = 0,

Qt + FQα − gTh[W ] + Ph

[
|Qα|2
J

]
+ σPh

[
i
(

Wαα

J1/2(1+Wα)
− Wαα

J1/2(1+Wα)

)]
= 0,

(3.3.1)

where

J = |1 +Wα|2 (3.3.2)

and

F = Ph

[
Qα −Qα

J

]
. (3.3.3)

As before, g and σ are non-negative parameters, at least one of which is non-zero. Th denotes

the Tilbert transform, which is the Fourier multiplier with symbol −i tanh(hξ), and arises

in order to characterize what it means to be a holomorphic function. Precisely, holomorphic

functions are described by the relation

ℑ(u) = −Thℜ(u). (3.3.4)

It is important to note that the Tilbert transform takes real-valued functions to real-valued

functions, and satisfies the following product rule:

uTh[v] + Th[u]v = Th[uv − Th[u]Th[v]]. (3.3.5)

Finally, Ph is the projection onto the space of holomorphic functions. In terms of Th it

can be written as

Phu =
1

2

[
(1 − iTh)ℜ(u) + i(1 + iT −1

h )ℑ(u)
]
. (3.3.6)

In the case of no surface tension, equations (3.3.1) were derived in [153]. We begin with

a brief outline of how the surface tension term arises, as we are particularly interested in the

case when g = 0 and σ > 0.

Following [153], we arrive at the Bernoulli equation

ϕt +
1

2
|∇ϕ|2 + gy + p = 0. (3.3.7)

We then evaluate this equation on the top boundary and apply the dynamic boundary

condition to replace p by −σH. We then pass to the strip S – so the equations are now

defined on {β = 0} – rewrite the equations in terms of the holomorphic variables, clear

common factors of 2, and project. Running this procedure explicitly for the term with σ,
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we begin by parameterizing Γ(t) by, say, s 7→ (γ1(s), γ2(s)) and write −σH in the standard

parametric way. We then use the relations

γ1(s) = ℜ(Z(α)), γ2(s) = ℑ(Z(α))

and formal calculations to write the capillary expression in terms of the holomorphic variables

as:

σi

(
Wαα

J1/2(1 +Wα)
− Wαα

J1/2(1 +Wα)

)
,

which after projecting gives us the capillary term in (3.3.1).

Remark 3.3.1. Before proceeding, we would like to point out some inherent ambiguities

of the above equations, which have to be properly interpreted. The first stems from the

horizontal translation symmetry of the strip, which causes some arbitrariness in the choice

of conformal mapping; precisely, ℜ(W ) is only determined up to constants. A related issue

is in the definition of the inverse Tilbert transform, as the Tilbert transform does not see

constants. These ambiguities are built into the function spaces of [153], and play a much less

significant role in our analysis than in the dynamic problem. Of course, a related, but easily

resolved, ambiguity is that Q (and ϕ) are only defined up to addition of a real constant.

Remark 3.3.2. There are a few additional properties of z that we will note, all of which

have been essentially verified in the proof of [153, Theorem 3]. The first is that the param-

eterization essentially moves “from left to right” or, more specifically, the parameterization

on top satisfies dα
ds
> 0. This was implicitly used above in the derivation of the capillary

term. Next, since z is holomorphic and a diffeomorphism, |zα| > 0 on S, which combined

with the asymptotics at infinity implies that there is a δ > 0 such that |1 +Wα| = |Zα| ≥ δ

on top. Note that we only require positivity conditions on |1 + Wα|; the boundary being a

graph would assume positivity of 1 + ℜ(Wα).

The solitary wave equations

In search for solitary wave solutions we fix a speed c and make the ansatz (Q(α, t),W (α, t)) =

(Q(α− ct),W (α− ct)). The first equation in (3.3.1) then becomes

−cWα + F (1 +Wα) = 0 (3.3.8)
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while the second equation becomes

−cQα + FQα − gTh[W ] + Ph

[
|Qα|2

J

]
+ σPh

[
i

(
Wαα

J1/2(1 +Wα)
− Wαα

J1/2(1 +Wα)

)]
= 0.

(3.3.9)

We rewrite the first equation as

F = Ph

[
Qα −Qα

J

]
=

cWα

1 +Wα

. (3.3.10)

This gives that

ℑ
[
Ph

[
Qα −Qα

J

]]
= cℑ

(
Wα

1 +Wα

)
=
c

J
ℑ
(
Wα(1 +Wα)

)
=
c

J

Wα −Wα

2i
. (3.3.11)

Recalling (3.3.6) and that the Tilbert transform maps real-valued functions to real-valued

functions, we have

ℑ(Phu) =
1

2
[ℑ(u) − Thℜ(u)] . (3.3.12)

Therefore,

ℑ
[
Ph

[
Qα −Qα

J

]]
=

1

2
ℑ
(
Qα −Qα

J

)
=
Qα −Qα

2iJ
. (3.3.13)

The equation we end up with is, then,

Qα −Qα

2J
=
c

2

(Wα −Wα)

J
, (3.3.14)

which simplifies to

ℑ(Qα) = cℑ(Wα), (3.3.15)

so that

Qα = cWα (3.3.16)

because Q and W are holomorphic. Note that, formally, this argument only tells us that

Qα = cWα up to addition of a real constant. However, the decay properties of (Wα, Qα) at

infinity require the constant to vanish.

We now begin to simplify the second water wave equation. Beginning with (3.3.9),

substituting (3.3.16) and the definition of F gives:

−c2Wα+
c2W 2

α

1 +Wα

−gTh[W ]+c2Ph

[
|Wα|2

J

]
+σPh

[
i

(
Wαα

J1/2(1 +Wα)
− Wαα

J1/2(1 +Wα)

)]
= 0.

(3.3.17)
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Before continuing, we note a few things. First, we have

Ph

[
|Wα|2

J

]
=

1

2

[
(1 − iTh)

|Wα|2

J

]
. (3.3.18)

This implies that

ℜ
(
Ph

[
|Wα|2

J

])
=

1

2

|Wα|2

J
. (3.3.19)

Therefore, taking real part of (3.3.17) and then using the fact that holomorphic functions

satisfy Th [ℜ(u)] = −ℑ(u) we obtain:

−c2ℜ(Wα)+c2ℜ
(

W 2
α

1 +Wα

)
+gℑ(W )+

c2

2

|Wα|2

J
+
σ

2
i

(
Wαα

J1/2(1 +Wα)
− Wαα

J1/2(1 +Wα)

)
= 0,

(3.3.20)

which can be re-written as

−c2ℜ(Wα) + c2ℜ
(

W 2
α

1 +Wα

)
+ gℑ(W ) +

c2

2

|Wα|2

J
+

iσ

1 +Wα

∂α

(
1 +Wα

|1 +Wα|

)
= 0. (3.3.21)

After straightforward manipulation of the terms with c2 we arrive at

−c
2

2

(Wα +Wα +WαWα)

|1 +Wα|2
+ gℑ(W ) +

iσ

1 +Wα

∂α

(
1 +Wα

|1 +Wα|

)
= 0. (3.3.22)

As it turns out, these are exactly the same equations as the infinite-depth case considered

in [174]. However, the function spaces are different, which plays a key role. In particular, as

mentioned in the introduction, there are no infinite depth pure gravity solitary waves, but

there are finite depth pure gravity solitary waves.

As a consistency check, we leave it as an exercise to show that (3.2.8)–(3.2.11) imply

(3.3.22).

Notation for function spaces

The function spaces we use are standard, and similar to [175]. However, to set notation, we

recall a few facts. Consider a standard dyadic Littlewood-Paley decomposition

1 =
∑
k∈Z

Pk,
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where the projectors Pk select functions with frequencies ≈ 2k. We will place our (hypothet-

ical) solutions in the critical Besov space B
1
2
2,1 defined via

∥u∥
B

1
2
2,1

:=
∑
k≥1

2
k
2 ∥Pku∥L2 + ∥P≤0u∥L2 .

Our proof also makes use of the space B
3
2
2,1, which has the same norm as B

1
2
2,1 but with 2

k
2

replaced by 2
3k
2 . Finally, we note the embedding of B

1
2
2,1 into L∞, and the following Moser

estimate:

Lemma 3.3.3. Let u ∈ B
1
2
2,1, and suppose G is a smooth function with G(0) = 0. Then we

have the Moser estimate

∥G(u)∥
B

1
2
2,1

≲ C(∥u∥L∞)∥u∥
B

1
2
2,1

. (3.3.23)

Proof. This is a standard result. For example, it follows from [175, Lemma 2.2] together

with the analagous Moser estimate on the level of L2.

3.4 No solitary waves when only surface tension is

present

We are now able to state our main theorem. The result is stated in the low regularity

function space B
1
2
2,1 defined above. However, part of the proof involves upgrading potential

solutions to sufficient regularity to justify basic computations. Comparing with the infinite

depth results in [174], our function space requires more regularity for Wα at low frequency,

but this is to be expected, as the same happens in the dynamic problem [153]. From a

technical standpoint, the issue is that T −1
h does not have good mapping properties (it is not

even bounded on L2) compared to the Hilbert transform, which satisfies H−1 = −H. For

justification of the other assumption – and conclusion – of Theorem 3.4.1, recall Remark 3.3.1

and Remark 3.3.2.

Theorem 3.4.1. Suppose Wα ∈ B
1
2
2,1 is holomorphic, solves (3.3.22) with g = 0 and σ > 0,

|1 +Wα| > δ > 0 on the top, and its extension does not vanish on S. Then Wα = 0.

Proof. We work with the equation

iσ∂α

(
1 +Wα

|1 +Wα|

)
= c2

[
Wα +

Wα

1 +Wα

]
, (3.4.1)
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which holds on the top and is just a rescaling of (3.3.22) with g = 0.

For what follows we slightly abuse notation by not distinguishing, notationally, between

1 +Wα and its extension to the strip. First note that since 1 +Wα is non-vanishing on the

simply connected domain S, it admits a holomorphic logarithm. However, one has to be a

little careful, to ensure that it is real on the bottom boundary. To see this, note that since,

on the bottom, 1 +Wα is real, non-vanishing and has limit 1 at infinity, it is positive on the

bottom.

Define

T := log(1 +Wα) := U + iV. (3.4.2)

The unknowns U + iV are closely related to the unknowns τ + iθ in [88]. It is easy to see

that T can be chosen to be holomorphic; in particular, it can be chosen to be real on the

bottom. Plugging into (3.4.1) we see that

−σVαeiV = c2
[
Wα +

Wα

1 +Wα

]
= c2

(
eU+iV − e−U+iV

)
. (3.4.3)

This implies that

−σVα = 2c2 sinh(U). (3.4.4)

Now, we upgrade regularity. By (3.4.2), |1 + Wα| > δ, and Lemma 3.3.3, it follows that

U, V ∈ B
1
2
2,1. Again by Moser, we obtain sinh(U) ∈ B

1
2
2,1 which in turn implies that

Vα ∈ B
1
2
2,1 ⊆ L2. From this we get P>0Uα = −P>0T −1

h Vα ∈ B
1
2
2,1. But since U ∈ L2, it

follows that Uα ∈ B
1
2
2,1. This will be enough regularity to justify the calculations below,

though H∞ regularity for U and Vα could be obtained by reiteration.

Rescaling again and using that −Vα = ThUα, it suffices to show that the equation

ThUα = 2c2 sinhU (3.4.5)

admits no non-zero B
3
2
2,1 solutions. For this, we let χ be a smooth function with χ = 0 on

(−∞,−1] and χ = 1 on [1,∞) with χ′ ∼ 1 on (−1
2
, 1
2
). Define χr(α) = χ(α

r
).

Next, we multiply (3.4.5) by −χrUα, and obtain

−χrUαThUα = −2c2χrUα sinhU = −2c2χr∂α (cosh(U) − 1) . (3.4.6)
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An integration by parts yields the following identity:

−
∫
R
χrUαThUαdα =

2c2

r

∫
R
χ′(

α

r
)(cosh(U) − 1)dα. (3.4.7)

Now, we treat the term on the left hand side of (3.4.7). From the product rule for the Tilbert

transform we have

χrThUα = Th(χrUα) − Th(ThχrThUα) − UαThχr. (3.4.8)

Hence, using that the Tilbert transform is skew-adjoint and maps real-valued functions to

real-valued functions,

−
∫
R
χrUαThUαdα =

∫
R
UαTh(ThχrThUα)dα +

∫
R
|Uα|2Thχrdα−

∫
R
UαTh(χrUα)dα

=

∫
R
UαTh(ThχrThUα)dα +

∫
R
|Uα|2Thχrdα +

∫
R
χrUαThUαdα

= −
∫
R
|ThUα|2Thχrdα +

∫
R
|Uα|2Thχrdα +

∫
R
χrUαThUαdα.

(3.4.9)

Hence, we obtain

−
∫
R
χrUαThUαdα =

1

2

∫
R
(|Uα|2 − |ThUα|2)Thχrdα. (3.4.10)

Combining this with (3.4.7), we get

2c2

r

∫
R
χ′(

α

r
)(cosh(U) − 1)dα =

1

2

∫
R
(|Uα|2 − |ThUα|2)Thχrdα. (3.4.11)

The idea now is to use the fact that at low frequency, the Tilbert transform agrees with the

multiplier ξ 7→ −hiξ to third order. With this in mind, we rewrite the above equation as

follows:

2c2

r

∫
R
χ′(

α

r
)(cosh(U) − 1)dα =

1

2

∫
R
(|Uα|2 − |ThUα|2)(Th + h∂α)χrdα

− h

2r

∫
R
(|Uα|2 − |ThUα|2)χ′(

α

r
)dα.

(3.4.12)

Equivalently, we have

2c2
∫
R
χ′(

α

r
)(cosh(U) − 1)dα +

h

2

∫
R
(|Uα|2 − |ThUα|2)χ′(

α

r
)dα

=
r

2

∫
R
(|Uα|2 − |ThUα|2)(Th + h∂α)χrdα.

(3.4.13)
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We are now in a position to estimate the right-hand side of (3.4.13). Indeed, by Cauchy

Schwarz and Sobolev embedding, we have,

r

2

∣∣∣∣∫
R
(|Uα|2 − |ThUα|2)(Th + h∂α)χrdα

∣∣∣∣ ≤ Cr(∥Uα∥24 + ∥ThUα∥24)∥(Th + h∂α)χr∥2

≤ Cr∥U∥2
B

3
2
2,1

∥(Th + h∂α)χr∥2.
(3.4.14)

Using Plancherel’s Theorem we then obtain the simple estimate,

r∥U∥2
B

3
2
2,1

∥(Th + h∂α)χr∥2 = Cr∥U∥2
B

3
2
2,1

∥(tanh(hξ) − hξ)χ̂r∥2

≤ C

r
∥U∥2

B
3
2
2,1

∥∥∥∥tanh(hξ) − hξ

ξ2

∥∥∥∥
L∞

∥χ′′(
α

r
)∥2

≤ C

r1/2
∥U∥2

B
3
2
2,1

∥χ′′∥2.

(3.4.15)

Hence, we obtain

2c2
∫
R
χ′(

α

r
)(cosh(U) − 1)dα +

h

2

∫
R
(|Uα|2 − |ThUα|2)χ′(

α

r
)dα = O∥U∥

B
3
2
2,1

(r−1/2). (3.4.16)

Letting r → ∞, dominated convergence gives

2c2
∫
R
(cosh(U) − 1)dα = −h

2

∫
R
(|Uα|2 − |ThUα|2)dα = −h

2

∫
R
|ξ|2|Û |2sech2(hξ) ≤ 0.

Therefore, since cosh(U) − 1 ≥ 0, we have

cosh(U) = 1,

so that U ≡ 0. Note that taking the limit is justified because cosh(U)− 1 is integrable. This

is thanks to the fact that U is bounded, vanishes at infinity, and belongs to L2.

We remark that if one assumes instead some stronger decay at infinity for U , then the

above argument proving non-existence of solutions for (3.4.5) can be simplified somewhat

by working directly with the choice χ(α) = α. This of course leads to a weaker result; the

details are left for the reader.
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Chapter 4

Stable phase retrieval in function

spaces

4.1 Introduction

There are many situations in mathematics, science, and engineering where the goal is to

recover some vector f from |Tf |, where T is a linear transformation into a function space.

Note that if |λ| = 1 then it is impossible to distinguish f and λf in this way. The lin-

ear transformation T is said to do phase retrieval if this ambiguity is the only obstruction

to recovering f . That is, given a vector space H and function space X, a linear operator

T : H → X does phase retrieval if whenever f, g ∈ H satisfy |Tf | = |Tg| then f = λg for

some scalar λ with |λ| = 1. Phase retrieval naturally arises in situations where one is only

able to obtain the magnitude of linear measurements, and not the phase. Notable exam-

ples in physics and engineering which require phase retrieval include X-ray crystallography,

electron microscopy, quantum state tomography, and cepstrum analysis in speech recogni-

tion. The study of phase retrieval in mathematical physics dates back to at least 1933 when

in his seminal work Die allgemeinen Prinzipien der Wellenmechanik [272] W. Pauli asked

whether a wave function is uniquely determined by the probability densities of position and

momentum. In other words, Pauli asked whether |f | and |f̂ | determine f ∈ L2(R) up to

multiplication by a unimodular scalar. The mathematics of phase retrieval has since grown

to be an important and well-studied topic in applied harmonic analysis.

As any application of phase retrieval would involve error, it is of fundamental importance

that the recovery of f from |Tf | not only be possible, but also be stable. We say that T
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does stable phase retrieval if the recovery (up to a unimodular scalar) of f from |Tf | is

Lipschitz. If X is finite dimensional, then T does phase retrieval if and only if it does stable

phase retrieval [41, 69]. However, if X is infinite dimensional and T is the analysis operator

of a frame or a continuous frame, then T cannot do stable phase retrieval [7, 70]. Here, a

collection of vectors (ψt)t∈Ω ⊆ H is a continuous frame of a Hilbert space H over a measure

space (Ω,Σ, µ) if the map f 7→ (⟨f, ψt⟩)t∈Ω is an embedding of H into L2(µ). One of the

main goals of this chapter is to use the theory of subspaces of Banach lattices to present

a unifying framework for stable phase retrieval which encompasses the previously studied

cases and allows for stable phase retrieval in infinite dimensions.

Let X = Lp(µ), or, more generally, a Banach lattice. Let E ⊆ X be a subspace. We say

that E does phase retrieval as a subspace of X if whenever |f | = |g| for some f, g ∈ E we

have that f = λg for some scalar λ with |λ| = 1. Given a constant C > 0, we say that E

does C-stable phase retrieval as a subspace of X if

inf
|λ|=1

∥f − λg∥ ≤ C
∥∥|f | − |g|

∥∥ for all f, g ∈ E. (4.1.1)

We may define an equivalence relation ∼ on E by f ∼ g if f = λg for some scalar λ with

|λ| = 1. Then, E does phase retrieval as a subspace of X if and only if the map f 7→ |f | from

E/∼ to X is injective. Furthermore, E does C-stable phase retrieval as a subspace of X if

and only if the map f 7→ |f | from E/∼ to X is injective and the inverse is C-Lipschitz. By

introducing stable phase retrieval into the setting of Banach lattices, we are able to apply

established methods from the subject to attack problems in phase retrieval, and conversely

we hope that the ideas and questions in phase retrieval will inspire a new avenue of research

in the theory of Banach lattices. Before starting the meat of the chapter, we present some

additional motivation, give an outline of our major results, and state some of the important

ideas and theorems from Banach lattices which we will be applying.

Motivation and applications

The inequality (4.1.1) arises in various circumstances. For instance, in crystallography and

optics, one seeks to recover an unknown function F ∈ L2(Rd) from the absolute value of its

Fourier transform F̂ . If one also seeks stability, this translates into an inequality of the form

inf
|λ|=1

∥F − λG∥L2 ≤ C∥|F̂ | − |Ĝ|∥L2 , (4.1.2)



CHAPTER 4. STABLE PHASE RETRIEVAL IN FUNCTION SPACES 109

which one would want to be valid for F,G in a subspace E ⊆ L2(Rd) which incorporates

the additional constraints F,G are known to satisfy. Using Plancherel’s theorem to write

∥F − λG∥L2 = ∥F̂ − λĜ∥L2 , one sees that the inequality (4.1.2) reduces to (4.1.1), up to

passing to Fourier space and making the change of notation f = F̂ and g = Ĝ. We refer

the reader to the surveys [138, 180] and references therein for a further explanation of the

importance of phase retrieval in optics, crystallography, and other areas. In particular, these

articles explains why, in practice, physical experiments are often able to measure the mag-

nitude of the Fourier transform, but are unable to measure the phase.

A second scenario where phase retrieval appears is quantum mechanics. In this case, one

wants to identify situations where |f | and |f̂ | determine f ∈ L2(R) uniquely. As already

mentioned, Pauli asked whether this could true for all f ∈ L2(R). However, a counterexample

to this conjecture was given in 1944: There exists f, g ∈ L2(R) such that |f | = |g| and

|f̂ | = |ĝ| but f is not a multiple of g. This leads to the natural question of whether one can

build “large” subspaces G ⊆ L2(R) for which |f | and |f̂ | determine f ∈ G ⊆ L2(R) uniquely.

By passing to the phase space L2(R) × L2(R), we see that G has the above property if and

only if E := {(f, f̂) : f ∈ G} does phase retrieval as a subspace of L2(R) × L2(R), i.e.,

knowing h, k ∈ E and |h| = |k| implies h is a unimodular multiple of k. This also naturally

leads to the question of stability of Pauli phase retrieval, by requiring (4.1.1) hold on E.

In this case, using Plancherel’s theorem to return to G, (4.1.1) on E translates into the

inequality

inf
|λ|=1

∥f − λg∥L2 ≤ C
(
∥|f | − |g|∥L2 + ∥|f̂ | − |ĝ|∥L2

)
for f, g ∈ G. (4.1.3)

For a non-exhaustive collection of results on Pauli phase retrieval and its generalizations, see

[18, 138, 182, 183] and references therein. To our knowledge, the question of stability in the

Pauli Problem is essentially unexplored. However, the results presented here in conjunction

with [82] give a relatively large class of subspaces of L2(Rd) satisfying (4.1.3).

Finally, we mention that phase retrieval has grown to become an exciting and important

topic of research in frame theory [41, 42, 43, 57, 76, 104, 138]. A frame for a separable

Hilbert space H is a sequence of vectors (ϕj)j∈J in H such that there exists uniform bounds

A,B > 0 so that

A∥f∥2 ≤
∑
j∈J

|⟨f, ϕj⟩|2 ≤ B∥f∥2 for all f ∈ H. (4.1.4)
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The analysis operator of a frame (ϕj)j∈J of H is the map Θ : H → ℓ2(J) given by Θ(f) =

(⟨f, ϕj⟩)j∈J . Note that the uniform upper bound B in the frame inequality (4.1.4) guarantees

that Θ : H → ℓ2(J) is bounded, and the uniform lower bound A gives that Θ is an embedding

of H into ℓ2(J). Given a frame (ϕj)j∈J of H, the canonical dual frame (ϕ̃j)j∈J is defined by

ϕ̃j = (Θ∗Θ)−1ϕj for all j ∈ J and satisfies

f =
∑
j∈J

⟨f, ϕ̃j⟩ϕj =
∑
j∈J

⟨f, ϕj⟩ϕ̃j for all f ∈ H. (4.1.5)

Frames have many applications and play a fundamental role in signal processing and ap-

plied harmonic analysis. One important reason for this is that the analysis operator Θ is

an embedding of H into ℓ2(J), which allows for the application of filters, thresholding, and

other signal processing techniques. Another reason is that (4.1.5) gives a linear, stable, and

unconditional reconstruction formula for a vector in terms of the frame coefficients.

A frame (ϕj)j∈J is said to do phase retrieval if whenever f, g ∈ H and (|⟨f, ϕj⟩|)j∈J =

(|⟨g, ϕj⟩|)j∈J , there exists a unimodular scalar λ such that f = λg. A frame is said to do

stable phase retrieval if there exists a constant C ≥ 1 such that for all f, g ∈ H,

inf
|λ|=1

∥f − λg∥H ≤ C∥|Θ(f)| − |Θ(g)|∥ℓ2(J). (4.1.6)

Using the fact that the analysis operator Θ : H → ℓ2(J) is an embedding, we see that

a frame does stable phase retrieval if and only if the subspace Θ(H) ⊆ ℓ2(J) does stable

phase retrieval in the sense of (4.1.1). In finite dimensions, phase retrieval for frames is

automatically stable. However, in infinite dimensions, it is necessarily unstable. As we will

see, this is due to the fact that the ambient Hilbert lattice ℓ2(J) is atomic, whereas the

construction of SPR subspaces from [71] is done in the non-atomic lattice L2(R). For further

investigations on the instability of phase retrieval for frames - including generalizations to

continuous frames and frames in Banach spaces - see [7, 70].

As mentioned previously, phase retrieval problems arise in applications when considering

an operator T : H → X, which embeds a Hilbert space H into a function space X. In

particular, the inequality (4.1.2) arises by taking T to be the Fourier transform, and (4.1.6)

arises by taking T to be the analysis operator of a frame. Another important choice for T is

the Gabor transform (see [6, 139] for recent advances in Gabor phase retrieval). As should

now be evident, the question of stability for each of these phase retrieval problems can be

translated into a special case of (4.1.1), by taking E := T (H).
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An overview of the results

The examples from Section 4.1 show that the inequality (4.1.1) unifies various phase retrieval

problems. However, as mentioned previously, phase retrieval for frames is unstable in infi-

nite dimensions, and it was only recently that the first examples of infinite dimensional SPR

subspaces of real L2(µ) spaces were constructed [71]. The purpose of this chapter is twofold.

First, we construct numerous examples of subspaces of Lp(µ) doing stable phase retrieval.

For this, we use various isometric Banach space techniques, modifications of the “almost

disjointness” methods in classical Banach lattice theory, random constructions, and ana-

logues of some constructions from harmonic analysis. Secondly, we prove several structural

results about SPR subspaces of Lp(µ), and even general Banach lattices. Notably, both the

characterization of real SPR in terms of almost disjoint pairs (Theorem 4.3.4), as well as the

equivalence of SPR and its Hölder analogue (Corollary 4.3.11) hold for all Banach lattices.

Our results also extend those in the recent article [82] (reviewed in Section 4.7 below), which

uses orthogonality and combinatorial arguments akin to Rudin’s work [292] on Λ(p)-sets to

produce examples of subspaces of (real or complex) Lp(µ) doing Hölder stable phase retrieval.

We now briefly overview the chapter. In Section 4.2, we recall some basic terminology

and results from Banach lattice theory in order to make the chapter accessible to a wider

audience. Most notably, in Section 4.2 we collect basic facts related to the Kadec-Pelczynski

dichotomy. Such results give structural information about closed subspaces of Banach lat-

tices that are dispersed, i.e., that do not contain normalized almost disjoint sequences. As we

will show in Theorem 4.3.4, a subspace of a (real) Banach lattice does stable phase retrieval if

and only if it does not contain normalized almost disjoint pairs. In Theorem 4.2.1, we collect

various facts about dispersed subspaces; finding SPR analogues of these results will occupy

much of the chapter. In particular, although SPR is much stronger than being dispersed,

in Theorem 4.5.1 we will show that every closed infinite dimensional dispersed subspace of

an order continuous Banach lattice contains a further closed infinite dimensional subspace

doing SPR. The preliminary section finishes with Section 4.2, which recalls basic facts about

complex Banach lattices.

Section 4.3 collects various results on stable phase retrieval that hold for general Banach

lattices. In particular, in Section 4.3 we make the aforementioned connection between stable

phase retrieval and almost disjoint pairs (see Theorem 4.3.4). In Section 4.3, we show that

if the phase recovery map is Hölder continuous on the ball, then it is Lipschitz continuous



CHAPTER 4. STABLE PHASE RETRIEVAL IN FUNCTION SPACES 112

on the whole space (Corollary 4.3.11). This follows from Theorem 4.3.9, which shows that

failure of stable phase retrieval can be witnessed by “well-separated” vectors. The equiva-

lence between stable phase retrieval and Hölder stable phase retrieval allows us to improve

some results from [82], yielding the first examples of infinite dimensional closed subspaces of

complex L2(µ) doing stable phase retrieval.

In Section 4.4, we build infinite dimensional SPR subspaces using a variety of different

techniques. In particular, we prove in Corollary 4.4.8 an analogue of statement (iii) of The-

orem 4.2.1; namely, that for every dispersed subspace E ⊆ Lp[0, 1] (1 ≤ p ≤ ∞), we can

build a closed subspace E ′ ⊆ Lp[0, 1] isomorphic to E, and doing stable phase retrieval.

Moreover, for p < 2 and q ∈ (p, 2], we will show that any closed subspace of Lp(µ) isometric

to Lq(µ) does SPR in Lp(µ), see Proposition 4.4.1. Regarding sequence spaces, in Section 4.4

we show that ℓ∞ embeds into itself in an SPR way, while no infinite dimensional subspace

of ℓp does SPR when 1 ≤ p < ∞. Section 4.4 constructs SPR subspaces of rearrangement

invariant spaces using random variables. This, in particular, tells us that subspaces spanned

by iid Gaussian and q-stable random variables will do SPR in a variety of spaces, including

all Lp-spaces in which they can be found. Finally, Section 4.4 provides some basic stability

properties of SPR subspaces.

Section 4.5 contains a study of the structure of SPR subspaces of Lp(µ), for a finite mea-

sure µ. We begin with the aforementioned Theorem 4.5.1, which is applicable for general

order continuous Banach lattices, but for which much of the proof occurs in L1(µ). Indeed,

we will show that the generalization to order continuous Banach lattices follows from the

result in L1(µ) by arguing via the Kadec-Pelczynski dichotomy.

Note that from the classical results in Theorem 4.2.1 (a)-(d) it follows that if E is dis-

persed in Lp(µ) and 1 ≤ q < p < ∞, then E may be viewed as a closed subspace of Lq(µ),

and it is dispersed in Lq(µ). In Theorem 4.5.3 we show that if 2 ≤ p < ∞, there are closed

subspaces E ⊆ Lp(µ) which do SPR (and hence are dispersed in Lq(µ) for all 1 ≤ q ≤ p),

but fail to do SPR when viewed as a closed subspace of Lq(µ) for all 1 ≤ q < p. However, by

Theorem 4.5.6, if p < 2, then any SPR subspace E ⊆ Lp(µ) also does SPR when viewed as a

closed subspace of Lq(µ) for any 1 ≤ q ≤ p. Whether there is an SPR analogue of statement

(v) of Theorem 4.2.1 remains an open problem.

Section 4.6 is devoted to the study of infinite dimensional SPR subspaces of C(K). The
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main result is Theorem 4.6.1 which states that for a compact Hausdorff space K, the space

C(K) of continuous functions over K admits a (closed) infinite dimensional SPR subspace

if and only if the Cantor-Bendixson derivative K ′ of K is infinite.

The above sections are based on the joint work [115] with Dan Freeman, Timur Oikhberg

and Ben Pineau. Section 4.7, which is joint with Michael Christ and Ben Pineau, gives

various natural examples of real and complex subspaces doing SPR.

4.2 Preliminaries

As many of our results hold in the generality of Banach lattices, we briefly summarize some

of the standard notations and conventions from this theory. For the most part, our con-

ventions align with the references [12, 231]. Moreover, the statements of our results require

minimal knowledge of Banach lattices to understand; it is simply the proofs that use the

technology and terminology from this theory. Unless otherwise mentioned, all Lp-spaces,

C(K)-spaces and Banach lattices are real. When a result is applicable for complex scalars,

we will explicitly state this. The word “subspace” is to be interpreted in the vector space

sense. If a result requires the subspace to be closed or (in)finite dimensional, we will state

this.

Recall that a vector lattice is a vector space, equipped with a compatible lattice-ordering

(see [12] for a precise definition). For a vector lattice X, the positive cone of X is denoted

by X+ := {f ∈ X : f ≥ 0}. The infimum of f, g ∈ X is denoted by f ∧ g, and the supremum

is denoted by f ∨ g. The modulus of f is defined as |f | := f ∨ (−f), and elements f, g ∈ X

are said to be disjoint if |f |∧ |g| = 0. A weak unit is an element e ∈ X+ for which |f |∧e = 0

implies f = 0. For a net (fα) in X, the notation fα ↓ 0 means that fα is decreasing and has

infimum 0. A subspace E ⊆ X is a sublattice if it is closed under finite lattice operations; it

is an ideal if f ∈ E and |g| ≤ |f | implies g ∈ E.

A Banach lattice is a Banach space which is also a vector lattice, and for which one has

the compatibility condition ∥f∥ ≤ ∥g∥ whenever |f | ≤ |g|. Note that the SPR inequality

(4.1.1) remains well-defined when Lp(µ) is replaced by an arbitrary Banach lattice. As we

will see, several of our results on SPR are also valid in this level of generality. Common

examples of Banach lattices include Lp-spaces, C(K)-spaces, Orlicz spaces, and various se-
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quence spaces. In this case, the ordering is pointwise, i.e., f ≤ g means f(t) ≤ g(t) for all

(or almost all in the case of measurable functions) t in the domain of f and g.

A Banach lattice X is order continuous if for each net (fα) satisfying fα ↓ 0 we have

fα
∥·∥X−−→ 0. Lp-spaces are order continuous for 1 ≤ p < ∞, but C(K)-spaces are not (unless

they are finite dimensional). To transfer results from L1(µ) to more general Banach lattices,

we will make use of the AL-representation procedure. For this, let X be an order continuous

Banach lattice with a weak unit e. It is known that X can be represented as an order

and norm dense ideal in L1(µ) for some finite measure µ. That is, there is a vector lattice

isomorphism T : X → L1(µ) such that RangeT is an order and norm dense ideal in L1(µ).

Note that T need not be a norm isomorphism, though T may be chosen to be continuous

with Te = 1. Moreover, RangeT contains L∞(µ) as a norm and order dense ideal. It is

common to identify X with RangeT and view X as an ideal of L1(µ). Such an inclusion of

X into L1(µ) is called an AL-representation of X. We refer to [231, Theorem 1.b.14] or [121,

Section 4] for details on AL-representations.

The Kadec-Pelczynski dichotomy

Here, we briefly recap the literature on subspaces which do not contain almost disjoint

normalized sequences. Recall that a sequence (xn) in a Banach lattice X is said to be

a normalized almost disjoint sequence if ∥xn∥X = 1 for all n, and there exists a disjoint

sequence (dn) in X such that ∥xn − dn∥X → 0. Following [53, 133, 132], a closed subspace

of a Banach lattice that fails to contain normalized almost disjoint sequences will be called

dispersed. The classical Kadec-Pelczynski dichotomy (c.f. [231, Proposition 1.c.8]) states that

for a subspace E of an order continuous Banach lattice X with weak unit, either

(i) E fails to be dispersed, i.e., E contains an almost disjoint normalized sequence, or,

(ii) E is isomorphic to a closed subspace of L1(Ω,Σ, µ).

As we will see in Theorem 4.3.4, for real scalars, a subspace does stable phase retrieval if and

only if it does not contain normalized almost disjoint pairs. Hence, the Kadec-Pelczynski

dichotomy will provide a tool to analyze such subspaces.

In Lp(µ) for 1 ≤ p < ∞ and a probability measure µ, the Kadec-Pelczynski dichotomy

can be improved. Indeed, we summarize the literature in the following theorem.
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Theorem 4.2.1. Let 1 ≤ p < ∞ and µ be a probability measure. For a closed subspace E

of Lp(µ), the following are equivalent:

(a) E is dispersed, i.e., E contains no almost disjoint normalized sequences;

(b) There exists 0 < q < p such that ∥ · ∥Lp ∼ ∥ · ∥Lq on E;

(c) For all 0 < q < p, ∥ · ∥Lp ∼ ∥ · ∥Lq on E;

(d) E is strongly embedded in Lp(µ), i.e., convergence in measure coincides with norm

convergence on E.

Moreover,

(i) For p ̸= 2, a closed subspace of Lp[0, 1] is dispersed if and only if it contains no subspace

isomorphic to ℓp.

(ii) For p > 2, a closed subspace of Lp[0, 1] is dispersed if and only if it is isomorphic to a

Hilbert space.

(iii) For p < 2 and any q ∈ (p, 2], there is a closed subspace of Lp[0, 1] which is both

dispersed and isometric to Lq[0, 1].

(iv) For p ̸= 2, Lp[0, 1] cannot be written as the direct sum of two dispersed subspaces.

(v) There exists an orthogonal decomposition L2[0, 1] = E ⊕ E⊥ with both E and E⊥

dispersed in L2[0, 1].

Proof. The equivalence of (b), (c) and (d) is [9, Proposition 6.4.5]. Other than the isometric

portion of statement (iii), the rest of the statements are neatly summarized in [132, Proposi-

tions 3.4 and 3.5], with references to various textbooks for proofs. An isometric embedding

of Lq[0, 1] into Lp[0, 1] for q ∈ (p, 2) is given in [231, Corollary 2.f.5]. An isometric embedding

of ℓ2 into Lp[0, 1] for 1 ≤ p <∞ is given in [9, Proposition 6.4.12].

Remark 4.2.2. One of the goals of this chapter is to find SPR analogues of the results in

Theorem 4.2.1. However, we should mention that the connection between Theorem 4.2.1 and

SPR has already been implicitly made in [82]. Recall that a subset Λ ⊆ Z is called a Λ(p)-set

if the closed subspace generated by the set of exponentials {e2πinx : n ∈ Λ} ⊆ Lp(T) satisfies

the equivalent conditions in Theorem 4.2.1. Such sets have been deeply studied [20, 61, 294],

and have many interesting properties. For example, Rudin [292] showed that for all integers
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n > 1, there are Λ(2n)-sets that are not Λ(q)-sets for every q > 2n. Moreover, Bourgain

[58] extended Rudin’s theorem to all p > 2. On the other hand, when p < 2, and Λ is Λ(p),

then it is automatically Λ(p + ε) for some ε > 0 ([38, 152]). Since |e2πinx| ≡ 1, complex

exponentials cannot do stable phase retrieval. However, by replacing e2πinx by sin(2πnx) or

other trigonometric polynomials with non-constant moduli, [82] is able to use combinatorial

arguments in the spirit of Rudin to produce SPR subpaces of Lp(µ) when the dilation set Λ

is sufficiently sparse.

Complex Banach lattices

Complex Banach lattices are defined as complexifications of real Banach lattices, and in the

case of complex function spaces like C(K) and Lp(µ), agree with the standard definition.

More precisely, by a complex Banach lattice we mean the complexification XC = X ⊕ iX

of a real Banach lattice, X, endowed with the norm ∥x + iy∥XC = ∥|x + iy|∥X , where the

modulus | · | : XC → X+ is the mapping given by

|x+ iy| = sup
θ∈[0,2π]

{x cos θ + y sin θ}, for x+ iy ∈ XC. (4.2.1)

We refer to [2, Section 3.2] and [298, Section 2.11] for a proof that the modulus function is

well-defined, and behaves as expected.

With the above definition, one can define complex sublattices, complex ideals, etc. How-

ever, we will not need this. We do, however, note that if T : X → Y is a real linear operator

between real Banach lattices, then we may define the complexification TC : XC → YC of T

via TC(x+ iy) = Tx+ iTy. The map TC is C-linear, bounded, and if T is a lattice homomor-

phism then TC preserves moduli, i.e., T |z| = |TCz| for z ∈ XC. When we work with complex

Banach lattices XC, we will use these facts to identify XC as a space of measurable functions

on some measure space, and then work pointwise. How to do this will be explained later in

the chapter.

4.3 General theory

In this section, we present several results on (stable) phase retrieval that are valid in general

Banach lattices. We begin with the definitions:



CHAPTER 4. STABLE PHASE RETRIEVAL IN FUNCTION SPACES 117

Definition 4.3.1. Let E be a subspace of a vector lattice X. We say that E does phase

retrieval if for each f, g ∈ E with |f | = |g| there is a scalar λ such that f = λg.

Definition 4.3.2. Let E be a subspace of a real or complex Banach lattice X. We say that

E does C-stable phase retrieval if for each f, g ∈ E we have

inf
|λ|=1

∥f − λg∥ ≤ C∥|f | − |g|∥. (4.3.1)

If E does C-stable phase retrieval for some C, we simply say that E does stable phase

retrieval (SPR for short).

Note that if a subspace E of a real or complex Banach lattice X does C-stable phase

retrieval, then so does its closure.

Connections with almost disjoint pairs and sequences

When considering whether a subspace E ⊆ X does phase retrieval, there is one obvious

obstruction. If f, g ∈ E are non-zero disjoint vectors, then |f − g| = |f + g| = |f | + |g|, but

f − g cannot be a multiple of f + g. Hence, if E is to do phase retrieval, then it cannot

contain disjoint pairs. Similarly, if E is to do stable phase retrieval, then it cannot contain

“almost” disjoint pairs. As we will now see, in the real case, these are the only obstructions

to (stable) phase retrieval.

Definition 4.3.3. Let E be a subspace of a real or complex Banach lattice X. We say that

E contains ε-almost disjoint pairs if there are f, g ∈ SE (here and below, SE = {e ∈ E :

∥e∥ = 1} stands for the unit sphere of E) such that ∥|f | ∧ |g|∥ < ε. If E contains ε-almost

disjoint pairs for all ε > 0, we say that E contains almost disjoint pairs.

Theorem 4.3.4. Let E be a subspace of a Banach lattice X, C ≥ 1 and ε > 0. Then,

(i) If E does C-stable phase retrieval, then it contains no 1
C

-almost disjoint pairs;

(ii) If E contains no ε-almost disjoint pairs, then it does 2
ε
-stable phase retrieval.

In particular, E does stable phase retrieval if and only if it does not contain almost disjoint

pairs.
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Proof. (i)⇒(ii): Suppose that E does C-stable phase retrieval, but there are f, g ∈ E such

that ∥f∥ = ∥g∥ = 1 but ∥|f | ∧ |g|∥ < 1
C

. Define h1 = f + g and h2 = f − g. Then since the

identity

||f + g| − |f − g|| = 2(|f | ∧ |g|)

holds in any vector lattice by [12, Theorem 1.7], we have

∥|h1| − |h2|∥ = 2∥|f | ∧ |g|∥ < 2

C
.

On the other hand, h1 + h2 = 2f has norm 2, and h1 − h2 = 2g also has norm 2. This

contradicts that E does C-stable phase retrieval.

(ii)⇒(i): A classical Banach lattice fact (see, e.g., [29, Remark after Lemma 3.3]) is that

every Banach lattice embeds lattice isometrically into some space of the form(⊕
i∈I

L1(Ωi,Σi, µi)

)
∞

.

Since both stable phase retrieval and existence of almost disjoint pairs are invariant under

passing to and from closed sublattices, we may assume without loss of generality that X is

of this form.

Suppose E does not do 2
ε
-stable phase retrieval. Find f = (fi), g = (gi) ∈ E such that

∥f − g∥, ∥f + g∥ > 2
ε
∥|f | − |g|∥. For each i ∈ I let

Ii = {t ∈ Ωi : sign (fi(t)) = sign (gi(t)) , or one of fi(t), gi(t) is zero}.

Then

Ici := Ωi \ Ii = {t ∈ Ωi : sign (fi(t)) = −sign (gi(t))}.

We compute that

|f | − |g| = (|fi| − |gi|)i∈I = (|fi|Ii | − |gi|Ii |)i∈I + (|fi|Ici | − |gi|Ici |)i∈I .

So, since the modulus is additive on disjoint vectors,∣∣|f | − |g|
∣∣ =

(∣∣|fi|Ii | − |gi|Ii |
∣∣)
i∈I +

(∣∣|fi|Ici | − |gi|Ici |
∣∣)
i∈I .

Now, by definition of Ii we have(∣∣|fi|Ii | − |gi|Ii
∣∣∣∣)i∈I =

(∣∣fi|Ii − gi|Ii
∣∣)
i∈I
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and (∣∣|fi|Ici | − |gi|Ici |
∣∣)
i∈I =

(∣∣fi|Ici + gi|Ici

∣∣)
i∈I .

Notice next that d1 := (fi|Ici − gi|Ici )i∈I and d2 := (fi|Ii + gi|Ii)i∈I are disjoint. Moreover,

∥f − g − (fi|Ici − gi|Ici )i∈I∥ = ∥(fi|Ii − gi|Ii)i∈I∥ =
∥∥(∣∣|fi|Ii | − |gi|Ii |

∣∣)
i∈I

∥∥
≤ ∥|f | − |g|∥ < ε

2
∥f − g∥.

Similarly,

∥f + g − (fi|Ii + gi|Ii)i∈I∥ = ∥(fi|Ici + gi|Ici )i∈I∥ =
∥∥(∣∣|fi|Ici | − |gi|Ici |

∣∣)
i∈I

∥∥
≤ ∥|f | − |g|∥ < ε

2
∥f + g∥.

By assumption, we have that both f + g and f − g are non-zero. Hence, by [12, Lemma

1.4], and the fact that |d1| ∧ |d2| = 0 we have

|f − g|
∥f − g∥

∧ |f + g|
∥f + g∥

≤ |f − g − d1|
∥f − g∥

∧ |f + g|
∥f + g∥

+
|d1|

∥f − g∥
∧ |f + g|
∥f + g∥

≤ |f − g − d1|
∥f − g∥

∧ |f + g|
∥f + g∥

+
|d1|

∥f − g∥
∧ |f + g − d2|

∥f + g∥
.

It follows that

∥ |f − g|
∥f − g∥

∧ |f + g|
∥f + g∥

∥ ≤ ∥f − g − d1∥
∥f − g∥

+
∥f + g − d2∥

∥f + g∥
< ε.

Thus, we have constructed normalized ε-almost disjoint vectors f+g
∥f+g∥ and f−g

∥f−g∥ in E.

Remark 4.3.5. Implication (i) of Theorem 4.3.4 holds when the Banach lattice X is replaced

by any vector lattice equipped with an absolute norm. Here, a norm on a vector lattice X is

absolute if ∥|f |∥ = ∥f∥ for all f ∈ X; see [56, 214, 284] for more information. The proof of

Theorem 4.3.4 also shows that a subspace of a Banach lattice does phase retrieval if and only

if it does not contain disjoint non-zero vectors. A compactness argument then yields that

in finite dimensions, phase retrieval implies stable phase retrieval. Indeed, consider the map

SE × SE → R, (f, g) 7→ ∥|f | ∧ |g|∥. Then this map is continuous, so its image is compact,

which allows one to conclude that the existence of almost disjoint pairs implies the existence

of a disjoint pair. In infinite dimensions, it is relatively easy to construct subspaces doing

phase retrieval but failing stable phase retrieval.

Proposition 4.3.6. Every infinite dimensional Banach lattice has a closed subspace which

does phase retrieval but not stable phase retrieval.
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Proof. By [11, p. 46, Exercise 13], any infinite dimensional Banach lattice X contains a

normalized disjoint positive sequence, which we shall index as consisting of vectors (ui)i∈N and

(vs)s∈S ; here, S denotes the set of all two-element subsets of N (the order is not important).

We fix an injection ϕ : N2 → N and consider the vectors

fi = ui +
∑
j ̸=i

2−4ϕ(i,j)v{i,j}.

The sum above converges, and we have

∥ui − fi∥ ≤ εi, where εi =
∑
j

2−4ϕ(i,j).

Then
∑

i εi =
∑

i,j 2−4ϕ(i,j) ≤
∑

m 2−4m = 1/15, hence, by [9, Theorem 1.3.9], (fi) is a

Schauder basic sequence. Also, 1 ≤ ∥fi∥ ≤ 16/15 for each i, so this basis is semi-normalized.

We shall show that E = span[fi : i ∈ N] fails stable phase retrieval, but has phase retrieval.

To show the failure of SPR, let, for i ̸= j, ψ(i, j) = max{ϕ(i, j), ϕ(j, i)}. Clearly ψ(i, j) =

ψ(j, i), and limj ψ(i, j) = ∞ for any i. Note that fi ∧ fj = 2−4ψ(i,j)v{i,j}, hence

∥fi ∧ fj∥ = 2−4ψ(i,j) −→
i,j→∞

0.

Next we show that E does phase retrieval. Pick non-zero f, g ∈ E, with |f | = |g|; we

have to show that f = ±g. To this end, write f =
∑

i aifi and g =
∑

i bifi. We can expand

f =
∑
i

aiui +
∑

{i,j}∈S

(
ai2

−4ϕ(i,j) + aj2
−4ϕ(j,i)

)
v{i,j},

and likewise for g. Comparing the coefficients with ui, we conclude that, for every i,

|ai| = |bi|. By switching signs in front of f and g, and by re-indexing, we can assume

that a1 = b1 > 0. We have to show that the equality ai = bi holds for every i > 1.

The preceding reasoning shows that ai = 0 iff bi = 0. Suppose both ai and bi are different

from 0. Comparing the coefficients with v{i,j}, we see that∣∣2−4ϕ(1,i)a1 + 2−4ϕ(i,1)ai
∣∣ =

∣∣2−4ϕ(1,i)b1 + 2−4ϕ(i,1)bi
∣∣,

which is only possible if sign ai = sign bi.
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Example 4.3.7. Theorem 4.3.4 fails for complex spaces. Indeed, define E as the com-

plex span of {(1, 1, 1), (i, 1,−1)} ⊆ C3, where we equip C3 with the modulus |(a, b, c)| :=

(|a|, |b|, |c|). Clearly, E contains vectors f, g with |f | = |g| but such that f−λg is not zero for

any λ ∈ C. Hence, E fails phase retrieval. However, one can easily compute that E contains

no disjoint vectors, which by compactness yields the non-existence of almost disjoint vectors.

Moreover, as observed in [82], a complex subspace that contains two linearly independent

real vectors cannot do complex phase retrieval. In particular, if E ⊆ X is subspace of a

Banach lattice X with dimE ≥ 2, then the canonical subspace EC ⊆ XC fails to do phase

retrieval.

Remark 4.3.8. Theorem 4.3.4 shows that for real scalars, the study of subspaces doing

stable phase retrieval is equivalent to the study of subspaces lacking almost disjoint pairs.

As mentioned in Section 4.2, there is a vast literature on closed subspaces lacking almost

disjoint normalized sequences. Clearly, if E contains an almost disjoint normalized sequence,

then it fails to do stable phase retrieval. However, the converse is not true. For example,

the standard Rademacher sequence (rn) in Lp[0, 1], 1 ≤ p <∞, is dispersed by Khintchine’s

inequality, but |rn| ≡ 1 for all n. Moreover, if one adds a single disjoint vector to a dis-

persed subspace, one produces a dispersed subspace failing phase retrieval. Nevertheless, as

mentioned in Section 4.1, many of the results in Theorem 4.2.1 have SPR analogues.

Hölder stable phase retrieval and witnessing failure of SPR on

orthogonal vectors

In [82] (see also Section 4.7 below, where these results are recalled), the following terminology

was introduced in the setting of Lp-spaces: A subspace E of a real or complex Banach lattice

X is said to do γ-Hölder stable phase retrieval with constant C if for all f, g ∈ E we have

inf
|λ|=1

∥f − λg∥X ≤ C∥|f | − |g|∥γX (∥f∥X + ∥g∥X)1−γ . (4.3.2)

The utility of this definition arose from a construction in [82] of SPR subspaces of L4(µ)

which are dispersed in L6(µ). Applying certain Hölder inequality arguments, [82] was then

able to deduce that such subspaces do 1
4
-Hölder stable phase retrieval in L2(µ). The idea

in [82] is to begin with an orthonormal sequence (rk), and instead of comparing |f | to |g|,
one compares |f |2 to |g|2. Assuming the integrability condition rk ∈ L4(µ) with uniformly

bounded norm, and various orthogonality and mean-zero conditions on the products rkrj,
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the orthogonal expansion f =
∑

k akrk leads to an orthogonal expansion

|f |2 =
∑
k ̸=j

akajrkrj +
∑
k

|ak|2sk + ∥f∥2L2
1, sk = |rk|2 − 1.

The products rkrj encode how the subspace “sits” in L4(µ), i.e., they encode the lattice

structure. However, analyzing |f |2 rather than |f | allows one to work algebraically. As was

shown in [82], if one imposes appropriate orthogonality conditions, the subspace E spanned

by rk will do stable phase retrieval in L4(µ). [82] then gives examples of such rk built from

dilates of a single function P , with |P | not identically constant. Verifying that such se-

quences (rk) satisfy the required orthogonality conditions is then a combinatorial exercise,

using sparseness of the dilates to get non-overlapping supports with respect to the basis

expansion. This sparseness naturally leads to E lying in higher Lp-spaces, so that by inter-

polating, one concludes that E does Hölder stable phase retrieval in L2(µ) with γ = 1
4

if

p = 6, and γ → 1
2

as p→ ∞.

The purpose of this section is to show that - at the cost of dilating the constant - Hölder

stable phase retrieval is equivalent to stable phase retrieval. For real scalars, this can already

be deduced from the almost disjoint pair characterization in Theorem 4.3.4. However, the

proof below works equally well for complex scalars. The following theorem was proven in

[10] for phase retrieval using a continuous frame for a Hilbert space. We extend it here to

subspaces of Banach lattices.

Theorem 4.3.9. Let (X, ∥·∥) be a Banach lattice, real or complex. Fix linearly independent

f, g ∈ X, and suppose that Y = span{f, g} is equipped with a Hilbert space norm ∥ · ∥H ,

which is K-equivalent to ∥ · ∥. Then there exist f ′, g′ ∈ Y so that

min
|λ|=1

∥f − λg∥ ≤ K min
|λ|=1

∥f ′ − λg′∥, (4.3.3)

and

(∥f ′∥2 + ∥g′∥2)
1
2 ≤ K min

|λ|=1
∥f ′ − λg′∥, (4.3.4)

and

∥|f | − |g|∥ ≥ ∥|f ′| − |g′|∥. (4.3.5)

Remark 4.3.10. Conditions (4.3.3) and (4.3.5) state that replacing (f, g) by (f ′, g′) tight-

ens the SPR inequality up to the universal factor K. The condition (4.3.4) states that f ′

and g′ are “almost orthogonal” (in fact, the proof shows that they are orthogonal in the
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Hilbert space H = (Y, ∥ · ∥H)); it also permits us to witness the failure of SPR on f ′, g′ with

controlled norm.

In general, by John’s Theorem, every 2-dimensional space is
√

2-equivalent to a Hilbert

space, but in certain cases a better estimate can be obtained. For instance, if X = L2(µ),

then for the inherited norm on Y we have K = 1 and f ′ orthogonal to g′. If X is a Banach

lattice, which is r-convex and s-concave (1 < r ≤ 2 < s < ∞) with constants M (r)(X) and

M(s)(X) respectively, then, by [319, Theorem 28.6], there exists ∥ · ∥H for which

K ≤M (r)(X)M(s)(X)2α, whereα = max
{1

r
− 1

2
,
1

2
− 1

s

}
.

In particular, for X = Lp, there exists ∥ · ∥H for which K ≤ 2|1/p−1/2|. [319, Corollary 28.7]

provides similar results for operator ideals (Schatten spaces).

In certain applications of Theorem 4.3.9 (such as Theorem 4.5.3), the norm ∥ · ∥H arises

not from the Hilbert space with the minimal Banach-Mazur distance to Y , but from an

equivalent Euclidean norm on some subspace E (with Y ⊆ E ⊆ X). In this setting K may

exceed
√

2.

To prove Theorem 4.3.9, we need to represent elements of X as measurable functions.

As mentioned in the proof of Theorem 4.3.4, every (real) Banach lattice X embeds lattice

isometrically into a space of the form
(⊕

i∈I L1(Ωi,Σi, µi)
)
∞ . Hence, throughout the proof

we can assume that elements of X are functions on a measure space. In the complex case, a

similar reduction is possible. Indeed, let X be a complex Banach lattice. By the discussion

in Section 4.2, we can assume that X = ZC is the complexification of some (real) Banach

lattice Z. We can then let T : Z →
(⊕

i∈I L1(Ωi,Σi, µi)
)
∞ be a lattice isometric embedding.

The complexification TC maps X into the complexification of
(⊕

i∈I L1(Ωi,Σi, µi)
)
∞. The

codomain of this map is still
(⊕

i∈I L1(Ωi,Σi, µi)
)
∞, but now interpreted as a Banach lattice

over the complex field (cf. [2, Exercises 3 and 5 on page 110]). Since T is one-to-one, the

definition of TC tells us that TC is one-to-one. Moreover, as mentioned in Section 4.2, TC

preserves moduli. Finally, by [2, Lemma 3.18 or Corollary 3.23], TC preserves norm. Thus,

everything in the SPR inequality is preserved, so, analogously to the real case, we may

assume throughout the proof that the complex Banach lattice X is a space of complex-

valued functions.
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Proof of Theorem 4.3.9. By scaling, we assume that, on Y , ∥ · ∥ ≤ ∥ · ∥H ≤ K∥ · ∥. By

replacing g by a unimodular scalar times g, we assume

min
|λ|=1

∥f − λg∥H = ∥f − g∥H .

This latter condition is equivalent to ⟨f, g⟩ ≥ 0. Indeed,

∥f − λg∥2H = ⟨f, f⟩ + ⟨g, g⟩ − 2ℜ
(
λ⟨f, g⟩

)
.

This is minimized when λ is the conjugate phase of ⟨f, g⟩. This is minimized when λ = 1 iff

⟨f, g⟩ ≥ 0.

Consider fr := f − r(f + g) and gr := g − r(f + g) for r ∈ [0, 1/2]. We let R be the first

instance of ⟨f − r(f + g), g − r(f + g)⟩ = 0. This is possible since when r = 0, the inner

product is non-negative, and when r = 1
2
, it is negative. Note that

∥fr − gr∥H = ∥f − g∥H .

Thus, since fR and gR are orthogonal,

min
|λ|=1

∥fR − λgR∥H = min
|λ|=1

∥f − λg∥H .

We will take f ′ = fR and g′ = gR. To see (4.3.3), we compute

min
|λ|=1

∥f − λg∥ ≤ min
|λ|=1

∥f − λg∥H = min
|λ|=1

∥f ′ − λg′∥H ≤ K min
|λ|=1

∥f ′ − λg′∥. (4.3.6)

Moreover, as f ′ and g′ are orthogonal in H,

K min
|λ|=1

∥f ′ − λg′∥ ≥ min
|λ|=1

∥f ′ − λg′∥H = (∥f ′∥2H + ∥g′∥2H)
1
2 ≥ (∥f ′∥2 + ∥g′∥2)

1
2 . (4.3.7)

This gives (4.3.4).

We now verify (4.3.5). To see this, we prove

||fr| − |gr|| ≤ ||f | − |g|| for r ∈ [0,
1

2
]. (4.3.8)

We represent X ⊆ L0(Ω) and let t ∈ Ω. We will prove that

||fr(t)| − |gr(t)|| ≤ ||f(t)| − |g(t)|| for r ∈ [0,
1

2
]. (4.3.9)
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Note that (4.3.9) is simply a claim that an elementary inequality holds for complex numbers.

Write f(t) = a + ib and g(t) = c + id. Multiplying f(t) and g(t) by a unimodular scalar,

we rotate so that d = −b. WLOG, |a| ≥ |c|; then, multiplying by −1 if necessary, we also

assume a ≥ 0. We have

fr(t) = a− r(a+ c) + ib, gr(t) = c− r(a+ c) − ib.

Now, we note that our assumptions give ||fr(t)| − |gr(t)|| = |fr(t)| − |gr(t)| for 0 ≤ r ≤ 1
2
.

Indeed, ℑ(fr(t)) = −ℑ(gr(t)) and (ℜ(fr(t)))
2 ≥ (ℜ(gr(t)))

2 for 0 ≤ r ≤ 1
2

by elementary

computations. Taking r = 0, ||f(t)| − |g(t)|| = |f(t)| − |g(t)|. Hence, we must prove

|fr(t)| − |gr(t)| ≤ |f(t)| − |g(t)| for r ∈ [0,
1

2
].

This inequality is true for all r ≥ 0. Indeed, recall first that a ≥ c. By the Fundamental

Theorem of Calculus, for any convex function ϕ and w ≥ 0, we have ϕ(a−w) − ϕ(c−w) ≤
ϕ(a)− ϕ(c). In our case, the function h(s) =

√
s2 + b2 is convex and r(a+ c) ≥ 0; therefore,

|fr(t)| − |gr(t)| = h(a− r(a+ c)) − h(c− r(a+ c)) ≤ h(a) − h(c) = |f(t)| − |g(t)|.

Corollary 4.3.11. Let E be a subspace of a real or complex Banach lattice X, and γ ∈ (0, 1].

If E does γ-Hölder stable phase retrieval in X with constant C > 0 then E does stable phase

retrieval in X with constant
√

2(
√

8C)
1
γ .

Proof. Let f, g ∈ E with ∥f∥ = 1 and ∥g∥ ≤ 1 such that

(∥f∥2 + ∥g∥2)
1
2 ≤

√
2 inf
|λ|=1

∥f − λg∥. (4.3.10)

In particular,

2−1/2 ≤ inf
|λ|=1

∥f − λg∥ ≤ 2.

As E does C-stable γ-Hölder phase retrieval, we have that

2−1/2 ≤ inf
|λ|=1

∥f − λg∥ ≤ C∥|f | − |g|∥γ(∥f∥ + ∥g∥)1−γ ≤ 21−γC∥|f | − |g|∥γ. (4.3.11)

Thus, we have that C1/γ23/(2γ)−1∥|f | − |g|∥ ≥ 1 and inf |λ|=1 ∥f − λg∥ ≤ 2. It follows that

inf
|λ|=1

∥f − λg∥ ≤ (23/2C)1/γ∥|f | − |g|∥. (4.3.12)
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To prove (4.3.12) we have assumed that ∥f∥ = 1 and ∥g∥ ≤ 1. However, by scaling we have

that any f, g ∈ E which satisfy (4.3.10) also satisfy (4.3.12).

We now consider any pair of linearly independent vectors x, y ∈ E. By Theorem 4.3.9

there exists f, g ∈ E which satisfy (4.3.10) such that

min
|λ|=1

∥x− λy∥ ≤
√

2 min
|λ|=1

∥f − λg∥ and ∥|x| − |y|∥ ≥ ∥|f | − |g|∥.

Thus, we have that

min
|λ|=1

∥x− λy∥ ≤ 21/2(23/2C)1/γ∥|x| − |y|∥.

This proves that E does 21/2(23/2C)1/γ-stable phase retrieval.

Remark 4.3.12. The constant
√

2(
√

8C)
1
γ in Corollary 4.3.11 arises by using the worst

case scenario K =
√

2 from Theorem 4.3.9. This constant can certainly be optimized; for

example, if one also takes into account the distance from E to a Hilbert space.

To conclude this section we give a simple proof that in finite dimensions, phase retrieval

is automatically stable.

Corollary 4.3.13. Let X be a real or complex Banach lattice, and E a finite dimensional

subspace of X. If E does phase retrieval, then E does stable phase retrieval.

Proof. The real case has already been dealt with in Remark 4.3.5, but the argument we

provide below works for both real and complex scalars. Indeed, by Theorem 4.3.9, if E

fails to do stable phase retrieval then we can find, for each N ∈ N, functions fN , gN with

∥fN∥ = 1, ∥gN∥ ≤ 1,

(∥fN∥2 + ∥gN∥2)
1
2 ≤

√
2 min
|λ|=1

∥fN − λgN∥, (4.3.13)

and

2 ≥ min
|λ|=1

∥fN − λgN∥ > N∥|fN | − |gN |∥. (4.3.14)

By compactness, after passing to subsequences, we may assume that fN
∥·∥−→ f and

gN
∥·∥−→ g, for some f, g ∈ E. Since ∥fN∥ = 1 for all N , it follows that ∥f∥ = 1. Moreover,

from (4.3.14) and continuity of lattice operations, we see that ∥|f | − |g|∥ = 0. Hence,

|f | = |g| ≠ 0. Fix a phase λ. By (4.3.13), we have

(∥fN∥2 + ∥gN∥2)
1
2 ≤

√
2∥fN − λgN∥.
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Passing to the limit, we see that

1 ≤ (∥f∥2 + ∥g∥2)
1
2 ≤

√
2∥f − λg∥.

Hence, f ̸= λg. It follows that E fails to do phase retrieval.

Remark 4.3.14. Note that the Banach lattice X in Corollary 4.3.13 is not assumed to be

finite dimensional. This is of some note, as, unlike for closed spans, the closed sublattice

generated by a finite set can be infinite dimensional.

4.4 Examples

Building SPR subspaces via isometric theory

As mentioned in Theorem 4.2.1, when 1 ≤ p < 2 and q ∈ (p, 2], one can find isometric copies

of Lq[0, 1] in Lp[0, 1]. As we will now see, such subspaces must do SPR.

Proposition 4.4.1. Suppose p, q ∈ [1,∞), and either (1) 1 ≤ p < q ≤ 2, or (2) q = 2 <

p <∞. There exists an ε > 0 such that if E ⊆ Lp[0, 1] is (1 + ε)-isomorphic to F ⊆ Lq[0, 1],

then E does SPR in Lp[0, 1].

Proof. We only handle case (1), as (2) is very similar. Suppose, for the sake of contradiction,

that E fails SPR. Then by Theorem 4.3.4, E contains c-isomorphic copies of ℓ2p, for any c > 1.

Consequently, for any such c we can find norm one f, g ∈ E so that ∥f + g∥Lp , ∥f − g∥Lp ≥
c−121/p. However, by the Clarkson inequality in Lq,

∥f + g∥q
′

Lq
+ ∥f − g∥q

′

Lq
≤ 2(∥f∥qLq

+ ∥g∥qLq
)q

′−1 ≤ (1 + ε)q
′
2q

′
,

where 1/q + 1/q′ = 1. However, the left side is ≥ c−q
′
21+q′/p, and it is easy to see that

1 + q′/p > q′. Hence, we get a contradiction if ε > 0 is sufficiently small.

Corollary 4.4.2. If either 1 ≤ p < q ≤ 2, or q = 2 < p <∞, then Lp[0, 1] contains an SPR

subspace isometric to Lq[0, 1].

Proof. It is well known (see e.g. [190, Section 9]) that, under the above conditions, Lp[0, 1]

contains an isometric copy of Lq[0, 1]. By Proposition 4.4.1, that copy does SPR.
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Existence of SPR embeddings into sequence spaces

Proposition 4.4.3. If a Banach space E embeds into ℓ∞(α) for some infinite cardinal α

(which happens, in particular, when E itself has density character α), then there is an

isomorphic SPR embedding of E inside of ℓ∞(α).

The fact that any Banach space E of density character α embeds isometrically into

ℓ∞(α) is standard. We recall the construction for the sake of completeness: Let (xi)i∈I be

a dense subset of E of cardinality α; for each i find x∗i ∈ SE∗ so that x∗i (xi) = ∥xi∥. Then

E → ℓ∞(α) : x 7→ (x∗i (x))i∈I is the desired embedding. Similarly, one can show that if E is a

dual space, with a predual of density character α, then E embeds isometrically into ℓ∞(α).

To establish Proposition 4.4.3, it therefore suffices to prove:

Lemma 4.4.4. For any infinite cardinal α, there exists an isometric SPR embedding of

ℓ∞(α) into itself.

To prove Lemma 4.4.4, we rely on the following.

Lemma 4.4.5. Suppose E is a (real or complex) Banach space, and x, y ∈ E have norm 1.

Then there exists a norm 1 functional f ∈ E∗ so that |f(x)| ∧ |f(y)| ≥ 1/5.

Proof. Suppose first that dist (y,Fx) ≤ 2/5 (here F is either R or C). Find t ∈ F so that

∥y − tx∥ ≤ 2/5. By the triangle inequality, |t| ≥ 3/5. Find f ∈ E∗ so that ∥f∥ = 1 = f(x).

Then |f(y)| ≥ |t||f(x)| − ∥y− tx∥ ≥ 1/5. The case of dist (x,Fy) ≤ 2/5 is handled similarly.

Now suppose dist (x,Fy), dist (y,Fx) > 2/5. By Hahn-Banach Theorem, there exist

norm one g, h ∈ E∗ so that g(x) ≥ 2/5, g(y) = 0, h(y) ≥ 2/5, and h(x) = 0. Then

f := (g + h)/∥g + h∥ has the desired properties. Indeed, ∥g + h∥ ≤ 2, hence

|f(x)| ≥ 1

2

(
|g(x)| − |h(x)|

)
≥ 1

5
,

and likewise, |f(y)| ≥ 1/5.

Proof of Lemma 4.4.4. For the sake of brevity, we shall use the notation E = ℓ∞(α), and

E∗ = ℓ1(α). Pick a dense set (fi)i∈I in SE∗ , with |I| = α. Define an isometric embedding

J : E → ℓ∞(I) : x 7→ (fi(x))i∈I . We shall show that, for every x, y ∈ SE and ε > 0,

there exists i so that |fi(x)| ∧ |fi(y)| ≥ 1/5 − ε. Once this is done, we will conclude that

∥|Jx| ∧ |Jy|∥ ≥ 1/5 for any x, y ∈ SE, which by Theorem 4.3.4 tells us that J is indeed an
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SPR embedding.

By Lemma 4.4.5, there exists f ∈ SE∗ so that |f(x)| ∧ |f(y)| ≥ 1/5. By Goldstine’s

Theorem, there exists f ′ ∈ SE∗ so that |f ′(x)|∧|f ′(y)| ≥ 1/5−ε/2. Find i so that ∥f ′−fi∥ ≤
ε/2. Then

|fi(x)| ∧ |fi(y)| ≥ |f ′(x)| ∧ |f ′(y)| − ∥f ′ − fi∥ ≥ 1

5
− ε,

which proves our claim.

Remark 4.4.6. We can define the canonical embedding of E into C(BE∗) (with BE∗ =

{e∗ ∈ E∗ : ∥e∗∥ ≤ 1} equipped with its weak∗ topology) by sending e ∈ E to the function

e∗ 7→ e∗(e). The above reasoning shows that this embedding is SPR. For separable E, more

can be said - see Proposition 4.6.2 below.

Remark 4.4.7. If an atomic lattice is order continuous (which ℓ∞ of course is not), then

the “gliding hump” argument shows the non-existence of infinite dimensional dispersed sub-

spaces. The lattice c is not order continuous, but it has no infinite dimensional dispersed

subspaces. This is because c contains c0 as a subspace of finite codimension, hence any

infinite dimensional subspace of c has an infinite dimensional intersection with c0.

Combining the results from this and the previous subsection, we see that, often, the

collection of dispersed subspaces of a Banach lattice coincides with those that do SPR, up

to isomorphism. Indeed, we have the following:

Corollary 4.4.8. For every dispersed subspace E ⊆ Lp[0, 1] (1 ≤ p ≤ ∞), there exists a

closed subspace E ′ ⊆ Lp[0, 1] isomorphic to E, and doing stable phase retrieval. The same

result holds with Lp[0, 1] replaced by C[0, 1], C(∆), c or any order continuous atomic Banach

lattice.

Proof. By Theorem 4.2.1, for 1 ≤ p <∞ and p ̸= 2, a closed subspace of Lp[0, 1] is dispersed

if and only if it contains no subspace isomorphic to ℓp. A result of Rosenthal [289] states

that for 1 ≤ p < 2, a subspace of Lp[0, 1] that does not contain ℓp must be isomorphic to a

subspace of Lr for some r ∈ (p, 2]. By Corollary 4.4.2, one can build an SPR copy of Lr in Lp.

In the case 2 ≤ p <∞, Theorem 4.2.1 states that any dispersed subspace of Lp[0, 1] must

be isomorphic to a Hilbert space. By Corollary 4.4.2, Lp[0, 1] contains an SPR copy of ℓ2.

To deal with the case p = ∞, note that L∞[0, 1] is isomorphic (as a Banach space) to ℓ∞,
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and use Lemma 4.4.4 together with the fact that ℓ∞ lattice isometrically embeds in L∞[0, 1].

For order continuous atomic lattices and c, there are no infinite dimensional dispersed

subspaces by Remark 4.4.7. The claim for C[0, 1] and C(∆) will be proven in Proposi-

tion 4.6.2 below, when we analyze SPR subspaces of C(K)-spaces. As we will see in the

proof of Proposition 4.6.2, the fact that every separable Banach space embeds into C[0, 1]

and C(∆) in an SPR fashion ultimately follows from Remark 4.4.6.

Explicit constructions of SPR subspaces using random variables

In this subsection, we construct SPR subspaces of a rather general class of function spaces

by considering the closed span of certain independent random variables. The use of sub-

Gaussian random vectors has been widely successful in building random frames for finite

dimensional Hilbert spaces which do stable phase retrieval whose stability bound is indepen-

dent of the dimension [72, 73, 106, 213, 212]. However, different distributions for random

variables will allow for the construction of subspaces which do stable phase retrieval and are

not isomorphic to Hilbert spaces. We begin by presenting a technical criterion for SPR.

Proposition 4.4.9. Suppose X is a Banach lattice of measurable functions on a probability

measure space (Ω, µ) which contains the indicator functions and has the property that for

every ε > 0 there exists δ = δ(ε) > 0 so that ∥χS∥ > δ whenever µ(S) > ε. Suppose,

furthermore, that E is a subspace of X, which has the following property: There exist

α > 1/2 and β > 0 so that, for any norm one f ∈ E, we have

µ
({
ω ∈ Ω : |f(ω)| ≥ β

})
≥ α. (4.4.1)

Then E is an SPR-subspace.

Proof. Suppose f, g ∈ E have norm 1. By the Inclusion-Exclusion Principle,

µ
({
ω ∈ Ω : |f(ω)| ≥ β, |g(ω)| ≥ β

})
≥ 2α− 1.

Thus, ∥|f | ∧ |g|∥ ≥ βδ(2α− 1).

The above proposition is applicable, for instance, when X is a rearrangement invari-

ant (r.i. for short; see [231] for an in-depth treatment) space on (0, 1), equipped with the

canonical Lebesgue measure λ. Examples include Lp spaces, and, more generally, Lorentz

and Orlicz spaces (once again, described in great detail in [231]; for Lorentz spaces, see
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also [101]). Below we describe some SPR subspaces, spanned by independent identically

distributed random variables.

Suppose f is a random variable, realized as a measurable function on (0, 1) (with the

usual Lebesgue measure λ). Then independent copies of f – denoted by f1, f2, . . . – can

be realized on ((0, 1), λ)ℵ0 . By Caratheodory’s Theorem (see e.g. [219, p. 121]), there ex-

ists a measure-preserving bijection between ((0, 1), λ)ℵ0 and ((0, 1), λ). Therefore, we view

f1, f2, . . . as functions on (0, 1).

Suppose now that, in the above setting, the following statements hold:

(i) f belongs to X, and has norm one in that space;

(ii) There exists r so that, if f1, . . . , fn are independent copies of f , and
∑

i |ai|r = 1, then∑
i aifi is equidistributed with f ;

(iii) There exists β > 0 so that P(|f | > β) > 1/2.

In this situation, if f1, f2, . . . are independent copies of f (viewed as elements of X, per the

preceding paragraph), then span[fi : i ∈ N] is an SPR copy of ℓr in X.

We should mention two examples of random variables with the above properties: Gaus-

sian ((ii) holds with r = 2) and q-stable (q ∈ (1, 2); (ii) holds with r = q). The details can

be found in [9, Section 6.4]. For the Gaussian variables, the probability density function

is df (x) = ce−x
2/2, with c depending on the normalization. For the q-stable variables with

characteristic function t 7→ ce−|t|q (with c ensuring normalization), the Fourier inversion

formula gives the density function

df (x) =
c

π

∫ ∞

0

cos(tx)e−t
q

dt.

In both cases, df is continuous (in the latter case, due to Dominated Convergence Theorem),

hence there exists β > 0 so that

P(|f | > β) = 1 −
∫ β

−β
df >

3

4
.

It is known that Gaussian random variables belong to Lp for p ∈ [1,∞), while the r-stable

random variables (1 < r < 2) lie in Lp if and only p ∈ [1, r). Moreover, the results from



CHAPTER 4. STABLE PHASE RETRIEVAL IN FUNCTION SPACES 132

[231, p. 142-143] tell us that Ls(0, 1) ⊂ Lp,q(0, 1) for s > p (this is a continuous inclusion,

not an isomorphic embedding). If r > p, then the r-stable variables belong to Lp,q(0, 1) (in-

deed, take s ∈ (p, r); then the r-stable variables live in Ls(0, 1), which in turn sits inside of

Lp,q(0, 1)). Likewise, one shows that any Lorentz space Lp,q(0, 1) contains Gaussian random

variables.

The above reasoning implies:

Proposition 4.4.10. Suppose 1 ≤ p <∞ and 1 ≤ q ≤ ∞ (when p = 1, assume in addition

q <∞). Then Lp,q(0, 1) contains a copy of ℓ2 that does SPR. If, in addition, 1 ≤ p < r < 2,

then Lp,q(0, 1) contains a copy of ℓr that does SPR.

Stability of SPR subspaces under ultraproducts and small

perturbations

We show that SPR subspaces are stable under ultraproducts, and under small perturbations

(in the sense of Hausdorff distance). These results hold for both real and complex spaces.

Proposition 4.4.11. Suppose U is an ultrafilter on a set I, and, for each i ∈ I, Ei is a

C-SPR subspace of a Banach lattice Xi. Then
∏

UEi is a C-SPR subspace of
∏

UXi.

We refer the reader to [166] or [97, Chapter 8] for information on ultraproducts of Banach

spaces and Banach lattices.

Proof. We have to show that, for any x, y ∈
∏

UEi, there exists a modulus one λ so that

∥x − λy∥ ≤ C∥|x| − |y|∥. To this end, find families (xi) and (yi), representing x and y

respectively. Then for each i there exists λi so that |λi| = 1 and ∥xi−λiyi∥ ≤ C∥|xi| − |yi|∥.

As ultraproducts preserve lattice operations, |x| and |y| are represented by (|xi|) and (|yi|),
respectively, hence ∥|x| − |y|∥ = limU ∥|xi| − |yi|∥. By the compactness of the unit torus,

there exists λ = limU λi, with |λ| = 1. Then ∥x− λy∥ = limU ∥xi − λiyi∥, which leads to the

desired inequality.

Remark 4.4.12. Proposition 4.4.11 can be used to give an alternative proof of Corol-

lary 4.4.2. First find a family of finite dimensional subspaces Fk ⊆ Lq(0, 1), ordered by

inclusion, so that ∪kFk is dense in Lq(0, 1), and each Fk is isometric to ℓnk
q for some nk (one

can, for instance, take subspaces spanned by certain step functions). A reasoning similar to

that of [97, Theorem 8.8] permits us to find a free ultrafilter U so that
∏

U Fk contains an
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isometric copy of Lq(0, 1). A fortiori,
∏

U ℓq contains an isometric copy of Lq(0, 1) (call it

E).

Proposition 4.4.10 proves that Lp(0, 1) contains a subspace, isometric to ℓq (spanned by

Gaussian random variables for q = 2, q-stable random variables for q < 2) which does SPR.

By Proposition 4.4.11,
∏

U ℓq embeds isometrically into
∏

U Lp(0, 1), in an SPR fashion. By

[166],
∏

U Lp(0, 1) can be identified (as a Banach lattice) with Lp(Ω, µ), for some measure

space (Ω, µ).

Let X be the (separable) sublattice of Lp(Ω, µ) generated by E. By [231, Corollary 1.b.4],

X is an Lp space. [219, Corollary, p. 128] gives a complete list of all separable Lp spaces;

all of them lattice embed into Lp(0, 1). Thus, we have established the existence of an SPR

embedding of E = Lq(0, 1) into Lp(0, 1).

To examine stability of SPR under small perturbations, we introduce the notion of one-

sided Hausdorff distance between subspaces of a given Banach space. If E,F are subspaces

of X, define d1H(E,F ) as the infimum of all δ > 0 so that, for every x ∈ F with ∥x∥ ≤ 1

there exists x′ ∈ E with ∥x − x′∥ < δ (this “distance” is not reflexive, hence “one-sided”).

Note also that, for x as above, there exists x′′ ∈ E with ∥x′′∥ = ∥x∥ and ∥x − x′′∥ < 2δ;

indeed, one can take x′′ = ∥x∥
∥x′∥x

′.

By “symmetrizing” d1H , we obtain the classical Hausdorff distance: if E and F are

subspaces of X, let dH(E,F ) = max{d1H(E,F ), d1H(F,E)}. For interesting properties of

dH , see [62], and references therein.

Proposition 4.4.13. Suppose E is an SPR subspace of a Banach lattice X. Then there

exists δ > 0 so that any subspace F with d1H(E,F ) < δ is again SPR.

From this we immediately obtain:

Corollary 4.4.14. For any Banach lattice X, the set of its SPR subspaces is open in the

topology determined by the Hausdorff distance.

Remark 4.4.15. See [132, Proposition 3.10] for a similar stability result for dispersed sub-

spaces of a Banach lattice.
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Proof of Proposition 4.4.13. Suppose E does C-SPR. We shall show that, if d1H(E,F ) <

1/(2
√

2(C + 1)), then F does C ′-SPR, with

1

C ′ =
1

C

( 1√
2
− 2d1H(E,F )

)
− 2d1H(E,F ).

Suppose, for the sake of contradiction, that F fails to do C ′-SPR. Find f, g ∈ F so that

min|λ|=1 ∥f − λg∥ = 1 and ∥|f | − |g|∥ = c < 1/C ′. By Theorem 4.3.9, we can find f ′, g′ ∈ F

so that

min
|λ|=1

∥f ′ − λg′∥ ≥ 1√
2
, ∥|f ′| − |g′|∥ ≤ c, and ∥f ′∥ + ∥g′∥ ≤ 2.

For any δ > d1H(E,F ), there exist f ′′, g′′ ∈ E so that ∥f ′′ − f ′∥ < δ∥f ′∥ and ∥g′′ − g′∥ <
δ∥g′∥. The triangle inequality implies:

∥|f ′′| − |g′′|∥ ≤ ∥|f ′| − |g′|∥ + δ(∥f ′∥ + ∥g′∥) ≤ c+ 2δ;

min
|λ|=1

∥f ′′ − λg′′∥ ≥ min
|λ|=1

∥f ′ − λg′∥ − δ(∥f ′∥ + ∥g′∥) ≥ 1√
2
− 2δ.

As E does C-SPR, we conclude that

1√
2
− 2δ ≤ C(c+ 2δ),

and consequently,

1√
2
− 2d1H(E,F ) ≤ C(c+ 2d1H(E,F )) < C

( 1

C ′ + 2d1H(E,F )
)
,

which contradicts our choice of C ′.

R. Balan proved that frames which do stable phase retrieval for finite dimensional Hilbert

spaces are stable under small perturbations [41]. The following extends this to infinite

dimensional subspaces of Banach lattices.

Corollary 4.4.16. Suppose (ei) is a semi-normalized basic sequence in a Banach lattice X,

so that span[ei : i ∈ N] does SPR in X. Then there exists ε > 0 so that if (fi) ⊆ X and∑
i ∥ei − fi∥ < ε then span[fi : i ∈ N] does SPR in X.

Remark 4.4.17. In real L2, Corollary 4.4.16 can be strengthened. Suppose (ei) is a se-

quence of normalized independent mean-zero random variables, spanning an SPR-subspace

of L2. Then there exists an ε > 0 with the following property: if (fi) is a collection of
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normalized independent mean-zero random variables so that (ei, fj) are independent when-

ever i ̸= j, and supi ∥ei − fi∥ ≤ ε, then span[fi : i ∈ N] ⊆ L2 does SPR as well. For the

proof, recall that there exists γ > 0 so that the inequality ∥|u| ∧ |v|∥ ≥ γ holds for any

norm one u, v ∈ span[ei : i ∈ N]. Let ε = γ/4. We will show that, for any norm one

x, y ∈ F = span[fi : i ∈ N], we have ∥|x| ∧ |y|∥ ≥ γ/2.

Write x =
∑

i αifi and y =
∑

i βifi, and define x′ =
∑

i αiei, y
′ =
∑

i βiei. Then

∥x− x′∥2 =
∥∥∑

i

αi(fi − ei)
∥∥2 =

∑
i

|αi|2∥fi − ei∥2 ≤ ε2
∑
i

α2
i = ε2.

Similarly, ∥y − y′∥ ≤ ε. Therefore, ∥|x| − |x′|∥, ∥|y| − |y′|∥ ≤ ε, hence ∥|x| ∧ |y|∥ ≥ ∥|x′| ∧
|y′|∥ − 2ε. But ∥|x′| ∧ |y′|∥ ≥ γ, hence ∥|x| ∧ |y|∥ ≥ γ/2.

4.5 SPR in Lebesgue spaces

In this section, we investigate the relations between dispersed and SPR subspaces of Lp, as

well as the relation between doing SPR in Lp versus doing SPR in Lq.

Theorem 4.5.1. Every infinite dimensional dispersed subspace of an order continuous Ba-

nach lattice X contains a further closed infinite dimensional subspace that does SPR.

Proof. We first prove the claim for L1(Ω, µ), with µ a finite measure. Let E be a closed

infinite dimensional subspace of L1(Ω, µ) containing no normalized almost disjoint sequence.

By Theorem 4.2.1, E also does not contain ℓ1. By [215], every closed infinite dimensional

subspace of L1(Ω, µ) almost isometrically contains ℓr for some 1 ≤ r ≤ 2. Since E does not

contain ℓ1, it follows that there exists r > 1 such that for all ε > 0, ℓr is (1 + ε)-isomorphic

to a subspace of E. Let α > 0 be such that ℓ21 is not (1 + α)-isomorphic to a subspace of

ℓr. Such an α exists by the Clarkson argument in Proposition 4.4.1. We now claim that

for 0 < ε < α, every subspace of L1 that is (1 + ε)-isomorphic to ℓr must do stable phase

retrieval. Indeed, if E failed SPR, it would contain for all γ > 0 a (1 + γ)-copy of ℓ21. Thus,

for all γ > 0, we have that ℓ21 is (1 + γ)(1 + ε)-isomorphic to a subspace of ℓr. However, this

gives a contradiction if γ > 0 is small enough such that (1 + γ)(1 + ε) < 1 + α.

Now let E be a closed infinite dimensional dispersed subspace of an order continuous

Banach lattice X. Replacing E be a separable subspace of E, we may assume that E is

separable. Using that every closed sublattice of an order continuous Banach lattice is order
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continuous, replacing X by the closed sublattice generated by E in X, we may assume that

X is separable. It follows in particular that X has a weak unit. By the AL-representation

theory, there exists a finite measure space (Ω, µ) such that X can be represented as an ideal

of L1(Ω, µ) satisfying

(i) X is dense in L1(Ω, µ) and L∞(Ω, µ) is dense in X;

(ii) ∥f∥1 ≤ ∥f∥X and ∥f∥X ≤ 2∥f∥∞ for all f ∈ X.

Since E contains no almost disjoint normalized sequence, the Kadec-Pelczynski dichotomy

[231, Proposition 1.c.8] guarantees that ∥·∥X ∼ ∥·∥L1 on E. In particular, we may view E as

a closed infinite dimensional subspace of L1(µ). We claim that E contains no almost disjoint

sequence when viewed as a subspace of L1. Indeed, suppose there exists a sequence (xn) in E

with ∥xn∥L1 = 1 for all n, and a disjoint sequence (dn) in L1 with ∥xn− dn∥L1 → 0. Then in

particular, xn converges to 0 in measure. By [96, Theorem 4.6], xn
un−→ 0 in X. That is, for all

u ∈ X, we have that ∥|xn|∧|u|∥X → 0. Thus, by [96, Theorem 3.2] there exists a subsequence

(xnk
) and a disjoint sequence (dk) in X such that ∥xnk

− dk∥X → 0. Since ∥xn∥L1 = 1 and

∥·∥X ∼ ∥·∥L1 on E, this contradicts that E contains no normalized almost disjoint sequence.

By the beginning part of the proof, we may select an infinite dimensional closed subspace

E ′ of E that does SPR in L1. In other words, there exists ε > 0 such that for all f, g ∈ E ′

with ∥f∥L1 = ∥g∥L1 = 1 we have

∥|f | ∧ |g|∥L1 ≥ ε.

Since ∥ · ∥X ∼ ∥ · ∥L1 on E, the same is true on E ′, so we may view E ′ as a closed infinite

dimensional subspace of X. We claim that it contains no normalized almost disjoint pairs.

Indeed, if f, g ∈ E ′ with ∥f∥X = ∥g∥X = 1, then ∥f∥L1 ∼ ∥g∥L1 ∼ 1. Now, using that E ′

does SPR in L1 and property (ii) of the embedding, we have

∥|f | ∧ |g|∥X ≥ ∥|f | ∧ |g|∥L1 ≳ ε.

Thus, E ′ contains no normalized almost disjoint pairs when viewed as a subspace of X. It

follows that E ′ does SPR in X.

Question 4.5.2. With Corollary 4.4.8 and Theorem 4.5.1 in mind, we ask the following: If

a Banach lattice X contains an infinite dimensional dispersed subspace E, does it contains

an infinite dimensional SPR subspace? If so, can we construct an infinite dimensional SPR

subspace E ′ with E ′ ⊆ E ⊆ X?
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Our next results are motivated by the equivalence between statements (a)-(d) in Theo-

rem 4.2.1 and the discussion in Remark 4.2.2. Note that it follows from Theorem 4.2.1 (a)-(d)

that if E is dispersed in Lp(µ) and 1 ≤ q < p, then E may be viewed as a closed subspace

of Lq(µ), and it is dispersed in Lq(µ). It is then natural to ask the following question: Let

µ be a finite measure and 1 ≤ q < p. Let E be a subspace of Lp(µ) ⊆ Lq(µ). What is the

relation between E doing SPR in Lp(µ) versus E doing SPR in Lq(µ)? It is easy to see that

if E does SPR in Lq(µ), then E does SPR in Lp(µ) if and only if ∥ · ∥Lp ∼ ∥ · ∥Lq on E. We

will now show that E doing SPR in Lp(µ) does not imply E does SPR in Lq(µ), even though

the property of being dispersed passes from Lp(µ) to Lq(µ).

Theorem 4.5.3. For all 2 ≤ p <∞ there exists a closed subspace E ⊆ Lp[0, 1] such that E

does stable phase retrieval in Lp[0, 1] but E fails to do stable phase retrieval in Lq[0, 1] for

all 1 ≤ q < p.

Proof. Let 2 ≤ p < ∞. It will be convenient to build the subspace E ⊆ Lp[0, 2] instead of

Lp[0, 1]. Let (rj)
∞
j=1 be the Rademacher sequence of independent, mean-zero, ±1 random

variables on [0, 1]. For all j ∈ N, we let gj = rj + 2j/p1[1+2−j ,1+2−j+1). Let E = spanj∈Ngj.

We first prove for all 1 ≤ q < p that E fails to do stable phase retrieval in Lq[0, 2]. We

have for all j ̸= i that ∥gj − gi∥qLq
= ∥gj + gi∥qLq

≥ 2q−1. On the other hand, |rj| = |rj+1| and

lim ∥2j/p1[1+2−j ,1+2−j+1)∥qLq
= 0. Thus, lim ∥|gj| − |gj+1|∥qLq

= 0. This shows that E fails to

do stable phase retrieval in Lq[0, 2].

We now prove that E does stable phase retrieval in Lp[0, 2]. Note that by Khintchine’s

Inequality there exists B ≥ 0 so that (
∑

|aj|2)1/2 ≤ ∥
∑
ajrj∥Lp ≤ B(

∑
|aj|2)1/2 for all

scalars (aj) ∈ ℓ2. Thus, we have for all f =
∑
ajrj and x = f +

∑
aj2

j/p
1[1+2−j ,1+2−j+1) ∈ E

that

∥f∥pL2([0,1])
≤ ∥x∥pLp([0,2])

= ∥
∑

ajrj∥pLp([0,1])
+
∑

|aj|p

≤ Bp(
∑

|aj|2)p/2 + (
∑

|aj|2)p/2

= (Bp + 1)∥f∥pL2([0,1])
.

This computation shows that the map gj 7→ rj extends linearly to a map E ⊆ Lp[0, 2] →
L2[0, 1], x 7→ f , establishing an isomorphism between E and a Hilbert space. By Theorem

4.3.9 and Remark 4.3.10 it suffices to prove that there exists a constant δ > 0 so that if

x, y ∈ E and f, g ∈ L2[0, 1] with f = 1[0,1]x and g = 1[0,1]y such that ∥f∥L2 = 1, ∥g∥L2 ≤ 1,
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and ⟨f, g⟩ = 0 then ∥|x| − |y|∥Lp ≥ δ.

We now claim that it suffices to prove that there exists ε > 0 such that

if ∥|x1(1,2)| − |y1(1,2)|∥Lp < ε then ∥|f |2 − |g|2∥2L2
≥ δ. (4.5.1)

Indeed, as all the Lq norms are equivalent on the span of the Rademacher sequence, there

exists a uniform constant K > 0 so that the following holds:

∥|f |2 − |g|2∥2L2
=

∫
(|f |2 − |g|2)2

=

∫
(|f | − |g|)(|f | + |g|)(|f |2 − |g|2)

≤ ∥|f | − |g|∥L2∥(|f | + |g|)(|f |2 − |g|2)∥L2

≤ K∥|f | − |g|∥L2 ≤ K∥|f | − |g|∥Lp .

Here, the constant K comes from bounding

∥(|f | + |g|)(|f |2 − |g|2)∥L2 ≤ K. (4.5.2)

To get this upper estimate, note that, by Hölder’s Inequality,

∥(|f | + |g|)(|f |2 − |g|2)∥L2 = ∥(|f | + |g|)(|f | + |g|)(|f | − |g|)∥L2

≤ ∥|f | + |g|∥2L6
∥|f | − |g|∥L6 ,

hence, by Triangle Inequality,

∥(|f | + |g|)(|f |2 − |g|2)∥L2 ≤
(
∥f∥L6 + ∥g∥L6

)3
. (4.5.3)

Further, both f and g belong to the span of independent Rademachers, on which all the Lp

norms are equivalent (for finite p). Since we know that ∥f∥L2 = 1 and ∥g∥L2 ≤ 1, this gives

a bound for the right-hand side of (4.5.3), which, in turn, implies (4.5.2).

To finish the proof of the claim, note that if ∥|x1(1,2)|−|y1(1,2)|∥Lp ≥ ε then ∥|x|−|y|∥Lp ≥
ε and if ∥|x1(1,2)| − |y1(1,2)|∥Lp < ε then ∥|x| − |y|∥Lp ≥ δK−1.

We now establish (4.5.1) with ε = 1/8 and δ = 1. Let x =
∑
aj(rj + 2j/p1[1+2−j ,1+2−j+1))

and y =
∑
bj(rj + 2j/p1[1+2−j ,1+2−j+1)). We let f =

∑
ajrj and g =

∑
bjrj and assume that

∥f∥2L2
=
∑

|aj|2 = 1, ∥g∥2L2
=
∑

|bj|2 ≤ 1 and ⟨f, g⟩ =
∑
ajbj = 0. We may assume that

(
∑

||aj| − |bj||p)1/p = ∥|x1(1,2)| − |y1(1,2)|∥Lp < ε = 1/8. (4.5.4)
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All that remains is to prove that ∥|f |2−|g|2∥2L2
≥ δ. We have from (4.5.4) that ||aj|− |bj|| ≤

1/8 for all j ∈ N. Hence, ||aj|2 − |bj|2| ≤ 1/4 for all j ∈ N as |aj| + |bj| ≤ 2. As r2j = 1[0,1]

for all j ∈ N, we have that

f 2 − g2 = (f − g)(f + g) = 2
∑
j>i

(ajai − bjbi)rjri +
∑

(a2j − b2j)1. (4.5.5)

Note that (4.5.5) gives an expansion for f 2 − g2 in terms of the ortho-normal collection of

vectors {1[0,1]} ∪ {rjri}j>i. Thus we have that

2−1∥|f |2 − |g|2∥2L2
≥ 2

∑
j>i

|ajai − bjbi|2

=
∑
j∈N

∑
i∈N

|ajai − bjbi|2 −
∑
j∈N

|a2j − b2j |2

=
∑
j∈N

(
(
∑
i∈N

|ajai|2 + |bjbi|2) − (2ajbj
∑
i∈N

aibi)
)
−
∑
j∈N

|a2j − b2j |2

=
∑
j∈N

(
∑
i∈N

|ajai|2 + |bjbj|2) −
∑
j∈N

|a2j − b2j |2 as
∑

aibi = 0

=
(
∥f∥4L2

+ ∥g∥4L2

)
−
∑
j∈N

|a2j − b2j |2

≥
(
∥f∥4L2

+ ∥g∥4L2

)
− 1

4

∑
j∈N

|a2j − b2j | as |a2j − b2j | ≤ 1/4

≥
(
∥f∥4L2

+ ∥g∥4L2

)
− 1

4
(∥f∥2L2

+ ∥g∥2L2
)

=
3

4
+ ∥g∥2L2

(
∥g∥2L2

− 1

4

)
as ∥f∥L2 = 1

≥ 3

4
− 1

8
as ∥g∥L2 ≤ 1.

Hence, ∥|f |2 − |g|2∥2L2
≥ 3/2 − 1

4
> 1 = δ.

Example 4.5.4. In the special case p = 2, Theorem 4.5.3 could have been proven using a

result in [71]. Indeed, as above, let (rj) denote the Rademacher sequence, realized on the

interval [0, 1]. Define gj = rj + 2
j
21[1+2−j ,1+2−j+1). We can think of the sequence (gj) as

being defined on a finite measure space. Note that ∥2
j
21[1+2−j ,1+2−j+1)∥L2 = 1. Hence, for

the same reason as in [71], span{gj} does SPR in L2. However, recall that the Rademacher

sequence does not do phase retrieval; we’ve also scaled the additional indicator functions

to be perturbative in L1. Hence, for i ̸= j we have ∥|gi| − |gj|∥L1 = 1
2i

+ 1
2j

, whereas
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the other side of the SPR inequality is of order 1. This provides an example of a subspace

E ⊆ L2(µ) ⊆ L1(µ) that does SPR in L2(µ) but not in L1(µ).

The next result contrasts with Theorem 4.5.3 by showing, in particular, that if E does

SPR in both Lp and Lq then we can both “interpolate” the SPR, and “extrapolate it down-

ward”.

Theorem 4.5.5. Suppose µ is a probability measure and 1 ≤ q < p <∞. Let E be a closed

subspace of Lp (real or complex). Assume that ∥ · ∥Lp ∼ ∥ · ∥Lq on E, and E does stable

phase retrieval in Lq. Then for all 1 ≤ r ≤ p, ∥ · ∥Lr ∼ ∥ · ∥Lp on E, and E does stable phase

retrieval in Lr.

Proof. From the discussion on the Kadec-Pelczynski dichotomy (see Section 4.2), we know

that, as E ⊆ Lq(µ) does SPR, then ∥ · ∥Lp ∼ ∥ · ∥Lr on E, whenever r < p.

Assume first that q < r ≤ p. Let C > 0 so that the Lq and Lp norms are C-equivalent

on E, and let K > 0 so that E does K-stable phase retrieval in Lq. As q < r ≤ p we have

for all f, g ∈ E that

inf
|λ|=1

∥f − λg∥Lr ≤ C inf
|λ|=1

∥f − λg∥Lq ≤ CK∥|f | − |g|∥Lq ≤ CK∥|f | − |g|∥Lr . (4.5.6)

Thus, E does stable phase retrieval in Lr.

We now turn to the case 1 ≤ r < q. By the previous argument, E does stable phase

retrieval in Lp. Hence, the Lp norm is equivalent to the L1 norm on E, and hence the Lp

norm is equivalent to the Lr norm on E. Let C > 0 so that the Lp and Lr norms are

C-equivalent on E, and let K > 0 so that E does K-stable phase retrieval in Lp. Let θ be

the value so that q−1 = θr−1 + (1 − θ)p−1. By Hölder’s inequality, for any f, g ∈ E,

∥|f |−|g|∥Lq ≤ ∥|f |−|g|∥θLr

(
∥f∥Lp + ∥g∥Lp

)1−θ ≤ C∥|f |−|g|∥θLr
(∥f∥Lr + ∥g∥Lr)

1−θ . (4.5.7)

Therefore, for any f, g ∈ E, we have

inf
|λ|=1

∥f − λg∥Lr ≤ inf
|λ|=1

∥f − λg∥Lq ≤ K∥|f | − |g|∥Lq ≤ CK∥|f | − |g|∥θLr
(∥f∥Lr + ∥g∥Lr)

1−θ .

Thus, E does θ-Hölder stable phase retrieval in Lr. By Corollary 4.3.11, it follows that E

does stable phase retrieval in Lr.
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In Theorem 4.5.3, we showed that when 2 ≤ p < ∞ an SPR-subspace E ⊆ Lp[0, 1] need

not do SPR in Lq[0, 1] for any 1 ≤ q < p. Our next result shows that the case 1 ≤ p < 2 is

completely different.

Theorem 4.5.6. Let (Ω, µ) be a probability space and let E be a closed infinite dimensional

subspace of Lp(Ω, µ). Consider the following statements:

(i) E does stable phase retrieval in Lp(Ω, µ).

(ii) E does stable phase retrieval in L1(Ω, µ) and ∥ · ∥Lp ∼ ∥ · ∥L1 on E.

(iii) There exists α > 0 such that for all x, y ∈ E,

µ({t ∈ Ω : |x(t)| ≥ α∥x∥Lp and |y(t)| ≥ α∥y∥Lp}) > α. (4.5.8)

Then for all 1 ≤ p < ∞, (iii)⇔(ii)⇒(i). Moreover, if 1 ≤ p < 2, all three statements are

equivalent.

Proof. (iii) ⇒ (ii): Note that condition (iii) implies that E contains no normalized α1+ 1
p -

disjoint pairs, when viewed in the Lp norm. Hence, E does SPR in Lp, which implies that

∥·∥Lp ∼ ∥·∥L1 on E. Using this in condition (iii), we conclude that E contains no normalized

almost disjoint pairs, when viewed in the L1 norm, hence does SPR in L1.

(ii) ⇒ (i): Let C > 0 so that ∥x∥Lp ≤ C∥x∥L1 for all x ∈ E. Let K > 0 so that E does

K-stable phase retrieval in L1. Thus, for all x, y ∈ E we have that

min
|λ|=1

∥x− λy∥Lp ≤ C min
|λ|=1

∥x− λy∥L1 ≤ CK∥|x| − |y|∥L1 ≤ CK∥|x| − |y|∥Lp .

Thus, E does CK-stable phase retrieval in Lp(Ω).

(i) ⇒ (iii): Let 1 ≤ p < 2 and assume that (i) is true but (iii) is false. We first note

that condition (i) implies that ∥ · ∥L1 ∼ ∥ · ∥Lp on E. We may choose a sequence of pairs

(xn, yn)∞n=1 in E and α > 0 such that ∥xn∥Lp = ∥yn∥Lp = 1, with

µ({t ∈ Ω : |xn| ∧ |yn| ≥ n−1}) → 0, but ∥|xn| ∧ |yn|∥Lp ≥ 2α. (4.5.9)

As (|xn| ∧ |yn|)∞n=1 converges in measure to 0 and is uniformly bounded below in Lp norm,

after passing to a subsequence we may find a sequence of disjoint subsets (Ωn)∞n=1 ⊆ Ω such

that

∥(|xn| ∧ |yn|)1Ωc
n
∥Lp = ∥|xn| ∧ |yn| − (|xn| ∧ |yn|)1Ωn∥Lp → 0. (4.5.10)
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Let εn ↘ 0 with ε1 < α/2. After passing to a subsequence, we may assume that

∥xn1Ωn∥Lp ≥ α for all n ∈ N. As (Ωn)∞n=1 is a sequence of disjoint subsets of the probability

space (Ω, µ), we have that µ(Ωn) → 0. Thus, after passing to a further subsequence we may

assume that ∥xj1Ωn∥Lp < εn for all j < n. Again, after passing to a further subsequence we

may assume that there exists values (βn)∞n=1 such that limj→∞ ∥xj1Ωn∥Lp = βn for all n ∈ N.

Furthermore, we may assume that ∥xj1Ωn∥Lp < βn + εn/2 for all j > n. As (Ωj)
∞
j=1 is a

sequence of disjoint sets, we have for all N ∈ N that

lim
j→∞

∥xj∥pLp
≥ lim

j→∞

N∑
n=1

∥xj1Ωn∥
p
Lp

=
N∑
n=1

βpn.

In particular, we have that βn → 0. Hence, after passing to a further subsequence of (xn)∞n=1

we may assume that βn < εn/2 for all n ∈ N. Thus, ∥xj1Ωn∥Lp < εn for all j > n. In sum-

mary, we have that for all n ∈ N, ∥xn1Ωn∥Lp ≥ α and for all j ̸= n, we have ∥xj1Ωn∥Lp < εn.

As ε1 < α/2, we have in particular that ∥xj − xn∥Lp ≥ α/2 for all j ̸= n. We have that

(xn)∞n=1 is a semi-normalized sequence in a closed subspace of Lp which does not contain ℓp.

Thus, by [289, Theorem 8], (xn)∞n=1 is equivalent to a semi-normalized sequence in Lp′(ν) for

some p < p′ ≤ 2 and probability measure ν. We may assume after passing to a subsequence

that (xn)∞n=1 is weakly convergent in Lp′(ν). Thus, the sequence (x2n − x2n−1)
∞
n=1 converges

weakly to 0 in Lp′(ν). As Lp′(ν) has an unconditional basis, after passing to a further sub-

sequence, we may assume that (x2n − x2n−1)
∞
n=1 is C-unconditional for some constant C.

As Lp′(ν) has type p′ and (x2n−x2n−1)
∞
n=1 is unconditional, we have that (x2n−x2n−1)

∞
n=1

is dominated by the unit vector basis of ℓp′ . We will prove that there exists a constant K

so that for all N ∈ N there exists k ∈ N such that the finite sequence (x2n− x2n−1)
k+N
n=k+1 K-

dominates the unit vector basis of ℓNp . As p < p′, this would contradict that (x2n−x2n−1)
∞
n=1

is dominated by the unit vector basis of ℓp′ . Alternatively, one could use that Lp has type

p, the uniform containment of ℓNp , and [289, Theorem 13] to get that E contains a subspace

isomorphic to ℓp, which, in view of Theorem 4.2.1, contradicts that E does stable phase

retrieval in Lp.

Let N ∈ N and ε > 0. Let k ∈ N be large enough so that 2εkN < 2−1α. Let (aj)
k+N
j=k+1

be a sequence of scalars. We have that
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∥
k+N∑
j=k+1

aj(x2j − x2j−1)∥pLp
≥

k+N∑
n=k+1

∥
k+N∑
j=k+1

aj(x2j − x2j−1)∥pLp(Ω2n)

≥
k+N∑
n=k+1

(
21−p∥an(x2n − x2n−1)∥pLp(Ω2n)

− ∥
∑
j ̸=n

aj(x2j − x2j−1)∥pLp(Ω2n)

)

≥
k+N∑
n=k+1

(
21−pαp|an|p − 2pεpk

(∑
j ̸=n

|aj|

)p )

≥
k+N∑
n=k+1

(
21−pαp|an|p − 2pεpkN

p−1
∑
j ̸=n

|aj|p
)

≥
(
21−pαp − 2pεpkN

p
) k+N∑
n=k+1

|an|p

≥ 2−pαp
k+N∑
n=k+1

|an|p.

Now that we have established that all three statements in Theorem 4.5.6 are equivalent for

1 ≤ p < 2, we can show the implication (ii)⇒(iii) for 1 ≤ p < ∞. Indeed, we assume (ii)

holds. Since E does SPR in L1, by (ii)⇒(iii) for p = 1, we deduce that there exists α > 0

such that for all x, y ∈ E,

µ({t ∈ Ω : |x(t)| ≥ α∥x∥L1 and |y(t)| ≥ α∥y∥L1}) > α. (4.5.11)

Now we use the second assumption of (ii) to replace the L1 norm with the Lp norm in

(4.5.11).

4.6 C(K)-spaces with SPR subspaces

Throughout this section, subspaces are assumed to be closed and infinite dimensional, unless

otherwise mentioned. Recall that a non-empty compact Hausdorff space is called perfect if

it has no isolated points, and scattered (or dispersed) if it contains no perfect subsets. For a

compact Hausdorff space K, we define its Cantor-Bendixson derivative K ′ to be the set of

all non-isolated points of K. Clearly K ′ is closed, and K = K ′ iff K is perfect; otherwise,

K ′ is a proper subset of K. Also, if K contains a perfect set S, then S lies inside of K ′ as

well.
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Theorem 4.6.1. SupposeK is a compact Hausdorff space. Then C(K) has an SPR subspace

if and only if K ′ is infinite.

The proof depends on an auxiliary result, strengthening Remark 4.4.6.

Proposition 4.6.2. Every separable Banach space embeds isometrically into C(∆), and

into C[0, 1], as a 10-SPR subspace (here ∆ is the Cantor set).

Proof. Fix a separable Banach space E. Let K be the unit ball of E∗, with its weak∗ topol-

ogy. By Lemma 4.4.5 and Remark 4.4.6, the natural isometric embedding j : E → C(K)

(taking e into the function K → R : e∗ 7→ e∗(e)) is such that ∥|jx| ∧ |jy|∥ ≥ 1/5 whenever

∥x∥ = 1 = ∥y∥. As K is compact and metrizable, there exists a continuous surjection ∆ → K

[200, Theorem 4.18]; this generates a lattice isometric embedding of C(K) into C(∆), hence

one can find an isometric copy of E ⊆ C(∆) so that ∥|x|∧ |y|∥ ≥ 1/5 whenever x, y are norm

one elements of E.

View ∆ as a subset of [0, 1]. Then there exists a positive unital isometric extension

operator T : C(∆) → C[0, 1] – that is, for f ∈ C(∆), Tf |∆ = f ; T1 = 1; ∥T∥ = 1; and

Tf ≥ 0 whenever f ≥ 0. The “standard” construction of T involves piecewise-affine exten-

sions of functions from ∆ to [0, 1]; for a more general approach, see the proof of [9, Theorem

4.4.4]. One observes that ∥|Tx|∧|Ty|∥ ≥ ∥|x|∧|y|∥, hence, if E ⊆ C(∆) has the property de-

scribed in the preceding paragraph, then ∥|Tx|∧|Ty|∥ ≥ 1/5 whenever x, y ∈ E have norm 1.

By Theorem 4.3.4, the copies of E in C(∆) and C[0, 1] described above do 10-SPR.

The next result is standard topological fare (cf. [252, Theorem 29.2]).

Lemma 4.6.3. Suppose K is a compact Hausdorff space, and t ∈ U ⊆ K, where U is an

open set. Then there exists an open set V so that t ∈ V ⊆ V ⊆ U .

Proof of Theorem 4.6.1. Suppose first that K ′ is finite (in this case, K must be scattered).

To show that any subspace E ⊆ C(K) fails SPR, consider C0(K,K
′) = {f ∈ C(K) : f |K′ =

0}. Then dimC(K)/C0(K,K
′) = |K ′| < ∞, hence E ∩ C0(K,K

′) is infinite dimensional as

well. It suffices therefore to show that every infinite dimensional subspace of C0(K,K
′) fails

SPR.

Note that, in the case of finite K ′, C0(K,K
′) can be identified with c0(K\K ′) as a Banach

lattice. Indeed, any f ∈ c0(K\K ′) is continuous on K\K ′, since this set consists of isolated
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points only. Extend f to a function f̃ : K → R with f̃ |K′ = 0, f̃ |K\K′ = f . Note that for

any c > 0, the set {t ∈ K\K ′ : |f(t)| ≥ c} = {t ∈ K : |f̃(t)| ≥ c} is finite, hence closed;

consequently, {t ∈ K : |f̃(t)| < c} is an open neighborhood of any element of K ′. From this

it follows that f̃ is continuous.

On the other hand, pick h ∈ C0(K,K
′). We claim that h|K\K′ ∈ c0(K\K ′) – that is,

{t ∈ K\K ′ : |h(t)| > c} is finite for any c > 0. Suppose, for the sake of contradiction, that

this set is infinite for some c. By the compactness of K, this set must have an accumulation

point, which must lie in K ′. This, however, contradicts the continuity of h.

A “gliding hump” argument shows that no subspace of c0(K\K ′) does SPR. From this

we conclude that no subspace of C(K) does SPR if K ′ is finite.

Now suppose K contains a perfect set. By [219, Theorem 2, p. 29], there exists a

continuous surjection ϕ : K → [0, 1]. This map generates a lattice isometric embedding

T : C[0, 1] → C(K) : f 7→ f ◦ ϕ. However, C[0, 1] contains SPR subspaces, by Proposi-

tion 4.6.2.

It remains to prove that C(K) contains an SPR copy of c0 when K is scattered, and

K ′ is infinite. Note first that K ′\K ′′ must be infinite. Indeed, otherwise any point of

K ′′ = K ′\(K ′\K ′′) will be an accumulation point of the same set, and K ′′ will be perfect,

which is impossible.

Observe also that any t ∈ K ′\K ′′ is an accumulation point of K\K ′. Indeed, suppose

otherwise, for the sake of contradiction. Then t has an open neighborhood W , disjoint from

K\K ′. If U is another open neighborhood of t, then so is U ∩W . As t is an accumulation

point of K, U ∩W must meet K, hence also K ′. This implies t ∈ K ′′, providing us with the

desired contradiction.

Find distinct points t1, t2, . . . ∈ K ′\K ′′. For each i find an open set Ai ∋ ti so that tj /∈ Ai

for j ̸= i. Lemma 4.6.3 permits us to find an open set Ui so that ti ∈ Ui ⊆ Ui ⊆ Ai. Replac-

ing U2 by U2\U1, U3 by U3\U1 ∪ U2, and so on, we can assume that the sets Ui are disjoint.

Lemma 4.6.3 guarantees the existence of open sets Vi so that, for every i, ti ∈ Vi ⊆ Vi ⊆ Ui.

As noted above, each ti is an accumulation point of K\K ′. Therefore, we can find distinct
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points (sji)
∞
j=1 ⊆ (K\K ′) ∩ Vi. For each n, let Sn be the closure of {sj,2n : j ∈ N} (note

Sn ⊆ V2n ⊆ U2n). Note that there exists x(n) ∈ C(K) such that:

(i) 0 ≤ x(n) ≤ 1 everywhere.

(ii) x(n)|Sn = 1/2.

(iii) x(n)(s1,2n−1) = 1.

(iv) x(n)(sn,2i) = 1/2 for 1 ≤ i ≤ n− 1.

(v) x(n) = 0 on (K\U2n)\{s1,2n−1, sn,2, sn,4, . . . , sn,2n−2}.

To construct such an x(n), recall that s1,2n−1, sn,2, sn,4, . . . , sn,2n−2 are isolated points of K,

hence the function g, defined by g(s1,2n−1) = 1, g(sn,2i) = 1/2 for 1 ≤ i ≤ n− 1, and g = 0

everywhere else, is continuous. Further, by Urysohn’s Lemma, there exists h ∈ C(K) so that

0 ≤ h ≤ 1/2 = h|Sn , vanishing outside of U2n. Then x(n) = g + h has the desired properties.

We claim that (x(n)) is equivalent to the standard c0-basis. Indeed, suppose (αn) ∈ c00,

with ∨n|αn| = 1. We need to show ∥
∑

n αnx
(n)∥ = 1. The lower estimate on the norm is

clear, since x =
∑

n αnx
(n) attains the value of αn at s1,2n−1.

For an upper estimate, note that x vanishes outside of ∪mUm, and on Um if m is large

enough. If m is odd (m = 2n − 1), then the only point of Um where x does not vanish is

s1,2n−1, which we have already discussed. If m is even (m = 2n), then |x| ≤ 1/2 except for

the points si,2n (i > n); at these points, x equals (αn + αi)/2, which has absolute value not

exceeding 1.

It remains to show that E = span[x(n) : n ∈ N] does SPR. In light of Theorem 4.3.4, if

suffices to prove that ∥|x| ∧ |y|∥ ≥ 1/3 for any norm one x, y ∈ E. Write x =
∑

n αnx
(n) and

y =
∑

n βnx
(n). Find n and m so that |αn| = 1 = |βm|. If n = m, then both |x| and |y| equal

1 at s1,2n−1, so ∥|x| ∧ |y|∥ = 1.

Otherwise, assume, by relabeling, that n < m. If |αm| ≥ 1/3, then

∥|x| ∧ |y|∥ ≥ |x(s1,2m−1)| ∧ |y(s1,2m−1)| = |αm| ∧ |βm| ≥
1

3
.

The case of |βn| ≥ 1/3 is treated similarly. If |αm|, |βn| < 1/3, then |x(sm,2n)| = |αn+αm|/2 >
1/3, and similarly, |y(sm,2n)| > 1/3, which again gives us ∥|x| ∧ |y|∥ ≥ 1/3.
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Question 4.6.4. The proof of Theorem 4.6.1 shows that K ′ is infinite iff C(K) contains an

SPR copy of c0. If K is “large” enough (in terms of the smallest ordinal α for which K(α)

is finite), what SPR subspaces (other than c0) does C(K) have? Note that c0 is isomorphic

to c = C[0, ω] (ω is the first infinite ordinal). If K(α) is infinite, does C(K) contain an SPR

copy of C[0, ωα]? This question is of interest even for separable C(K), i.e., metrizable K.

In the spirit of Proposition 4.4.1, it is natural to ask which (isometric) subspaces of C(K)

are necessarily SPR. Below we give a “very local” condition on a Banach space E (finite or in-

finite dimensional) which guarantees that any isometric embedding of E into C(K) has SPR.

Recall (see [181]) that a Banach space E is called uniformly non-square if there exists

ε > 0 so that, for any norm one f, g ∈ E we have min{∥f + g∥, ∥f − g∥} < 2 − ε. Note that

E fails to be uniformly non-square iff for every ε > 0 there exist norm one f, g ∈ E so that

∥f + g∥, ∥f − g∥ > 2 − ε. In the real case, this means that E contains ℓ21 (equivalently, ℓ2∞)

with arbitrarily small distortion. This is incompatible with uniform convexity or uniform

smoothness.

Proposition 4.6.5. Any uniformly non-square subspace of C(K) does SPR.

Proof. Suppose E is a non-SPR subspace of C(K); we shall show that it fails to be uniformly

non-square. To this end, fix ε ∈ (0, 1/2); by Theorem 4.3.4, there exist norm one f, g ∈ E

with ∥|f | ∧ |g|∥ < ε. Pointwise evaluation shows that

|f | ∨ |g| + |f | ∧ |g| ≥ |f + g| ≥ |f | ∨ |g| − |f | ∧ |g|.

As the ambient lattice is an M-space, we have ∥|f | ∨ |g|∥ = 1, hence

1 − ε < ∥|f | ∨ |g|∥ − ∥|f | ∧ |g|∥ ≤ ∥f + g∥ ≤ ∥|f | ∨ |g|∥ + ∥|f | ∧ |g|∥ < 1 + ε.

Replacing g by −g, we conclude that 1 − ε < ∥f − g∥ < 1 + ε.

Let u = (f + g)/∥f + g∥ and v = (f − g)/∥f − g∥. Then∥∥u− (f + g)
∥∥ =

∣∣1 − ∥f + g∥
∣∣ < ε,

and similarly,
∥∥v − (f − g)

∥∥ < ε. Then

∥u+ v∥ ≥
∥∥(f + g) + (f − g)∥ −

∥∥u− (f + g)
∥∥− ∥∥v − (f − g)

∥∥ > 2 − 2ε,

and likewise, ∥u− v∥ > 2 − 2ε. As ε is arbitrary, E fails to be uniformly non-square.
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For infinite dimensional subspaces, Proposition 4.6.5 is only meaningful when K is not

scattered. Indeed, if K is scattered, then C(K) is c0-saturated [109, Theorem 14.26], hence

any infinite dimensional subspace of C(K) contains an almost isometric copy of c0 [230,

Proposition 2.e.3]. In particular, such subspaces contain almost isometric copies of ℓ21, hence

they cannot be uniformly non-square.

In light of Proposition 4.6.5, we ask:

Question 4.6.6. Which Banach spaces E isometrically embed into C(K) in a non-SPR

way?

Note that containing an isometric copy of ℓ2∞ (and consequently, failing to be uniformly

non-square) does not automatically guarantee the existence of a non-SPR embedding into

C(K) (in this sense, the converse to Proposition 4.6.5 fails). In the following example we

look at isometric embeddings only; one can modify this example to allow for sufficiently

small distortions.

Proposition 4.6.7. There exists a 3-dimensional space E, containing ℓ2∞ isometrically (and

consequently, failing to be uniformly non-square), so that, if K is a Hausdorff compact, and

J : E → C(K) is an isometric embedding, then ∥|Jx| ∧ |Jy|∥ ≥ 1/3 for any norm one

x, y ∈ E.

The following lemma is needed for the proof, and may be of interest in its own right.

Lemma 4.6.8. Suppose K is a Hausdorff compact, E is a Banach space, and J : E → C(K)

is an isometric embedding. Denote by F the set of all extreme points of the unit ball of E∗.

Then, for any x, y ∈ E, ∥|Jx| ∧ |Jy|∥ ≥ supe∗∈F |e∗(x)| ∧ |e∗(y)|.

Proof. Standard duality considerations tell us that J∗ : M(K) → E∗ (M(K) stands for the

space of Radon measures on K) is a strict quotient – that is, for any e∗ ∈ E∗ there exists

µ ∈ M(K) so that ∥µ∥ = ∥e∗∥ and J∗µ = e∗. Further, we claim that, for any e∗ ∈ F , there

exists t ∈ K so that J∗δt ∈ {e∗,−e∗}. Indeed, the set S = {µ ∈M(K) : ∥µ∥ ≤ 1, J∗µ = e∗}
is weak∗-compact, hence it is the weak∗-closure of the convex hull of its extreme points. We

claim that any such extreme point is also an extreme point of {µ ∈ M(K) : ∥µ∥ ≤ 1}.

Indeed, suppose µ = (µ1 + µ2)/2, with ∥µ1∥, ∥µ2∥ ≤ 1. Then e∗ = (J∗µ1 + J∗µ2)/2, which

guarantees that e∗ = J∗µ1 = J∗µ2, so µ1, µ2 ∈ S, and therefore, they coincide with µ.
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To finish the proof, recall that the extreme points of {µ ∈ M(K) : ∥µ∥ ≤ 1} are point

evaluations and their opposites.

Proof of Proposition 4.6.7. To obtain E, equip R3 with the norm

∥(x, y, z)∥ = max
{
|x|, |y|, 1

2

(
|x| + |y| + |z|

)}
. (4.6.1)

Clearly {(x1, x2, 0) : x1, x2 ∈ R} gives us an isometric copy of ℓ2∞ in E. Note that the unit

ball of E∗ is a polyhedron with vertices (±1, 0, 0), (0,±1, 0), and (±1/2,±1/2,±1/2); we

denote this set of vertices by F . In light of Lemma 4.6.8, we have to show that, for any norm

one x = (x1, x2, x3) and y = (y1, y2, y3) in E, there exists e∗ ∈ F so that |e∗(x)|∧|e∗(y)| ≥ 1/3.

In searching for e∗, we deal with several cases separately. Note first that, if |x1| ∧ |y1| ≥
1/3, then e∗ = (1, 0, 0) has the desired properties. The case of |x2| ∧ |y2| ≥ 1/3 is treated

similarly. Henceforth we assume |x1| ∧ |y1|, |x2| ∧ |y2| < 1/3. In light of (4.6.1), we need to

consider three cases:

(i) |x1| = 1 = |y2| or |x2| = 1 = |y1|.
(ii) Either |x1|∨|x2| = 1 and |y1|+|y2|+|y3| = 2, or |y1|∨|y2| = 1 and |x1|+|x2|+|x3| = 2.

(iii) |x1| + |x2| + |x3| = 2 = |y1| + |y2| + |y3|.
In all the three cases, we look for e∗ = (ε1, ε2, ε3)/2, with ε1, ε2, ε3 = ±1 selected appro-

priately.

Case (i). We shall assume x1 = 1 = y2, as other permutations of indices and choices

of sign are handled similarly. Select ε1 = 1, and take ε3 so that ε3x3 ≥ 0. Pick ε2 = 1 if

ε1y1 + ε3y3 ≥ 0 and ε2 = −1 otherwise. Then |x2| < 1/3, hence

e∗(x) =
1

2

(
ε1 + ε2x2 + ε3x3

)
≥ 1 − |x2|

2
>

1 − 1/3

2
=

1

3
.

Further,

|e∗(y)| =
|ε1y1 + ε2 + ε3y3|

2
≥ 1

2
.

Case (ii). We deal with x1 = 1 (and consequently, |y1| < 1/3) and |y1| + |y2| + |y3| = 2,

as other possible settings can be treated similarly. Let ε1 = 1. If |x2| < 1/3, select ε3 so that

ε3x3 ≥ 0. Pick ε2 so that ε2y2 and ε3y3 have the same sign. Then

|e∗(x)| ≥ 1 + |x3| − |x2|
2

≥ 1 − |x2|
2

≥ 1 − 1/3

2
=

1

3
,
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and

|e∗(y)| ≥ |y2| + |y3| − |y1|
2

=
2 − 2|y1|

2
≥ 2 − 2 · 1/3

2
=

2

3
.

Suppose, conversely, that |x2| ≥ 1/3, hence |y2| < 1/3. Let ε2 = signx2. Select ε3 so

that ε1y1 and ε3y3 are of the same sign. Then |x3| ≤ 2 − (1 + |x2|) = 1 − |x2|, hence

|e∗(x)| ≥ 1 + |x2| − |x3|
2

≥ 2|x2|
2

≥ 1

3
.

On the other hand, 2 − |y2| = |y1| + |y3| and

|e∗(y)| ≥ |y1| + |y3| − |y2|
2

=
2 − 2|y2|

2
≥ 2 − 2 · 1/3

2
≥ 2

3
.

Case (iii). If |x1|, |x2| < 1/3, let ε3 = signx3, and select ε1, ε2 so that both ε1y1 and

ε2y2 have the same sign as ε3y3. Then

|e∗(x)| ≥ |x3| − |x1| − |x2|
2

=
2 − 2(|x1| + |x2|)

2
≥ 2 − 4 · 1/3

2
=

1

3
,

and

|e∗(y)| =
|y1| + |y2| + |y3|

2
= 1.

The case of |y1|, |y2| < 1/3 is handled similarly.

Now suppose neither of the above holds. Up to a permutation of indices, we assume that

|x1| ≥ 1/3 (hence |y1| < 1/3), and |y2| ≥ 1/3 (hence |x2| < 1/3). Then let ε1 = signx1 and

ε3 = signx3. Pick ε2 so that sign ε2y2 = sign ε3y3, then

|e∗(x)| ≥ |x1| + |x3| − |x2|
2

=
2 − 2|x2|

2
≥ 2 − 2 · 1/3

2
=

2

3
,

and likewise,

|e∗(y)| ≥ |y2| + |y3| − |y1|
2

≥ 2

3
.

4.7 Examples of subspaces and subsets doing Hölder

stable phase retrieval

In this final section, we construct various examples of subspaces and subsets of Lp(µ) doing

stable phase retrieval. This section is based on the work [82], which is joint with Michael
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Christ and Ben Pineau.

We begin by setting notation. Let (X,µ) be a measure space and let V be a closed

subspace of the (real or complex) Hilbert space L2 = L2(µ). In previous sections, we have

mainly studied subspaces of real-valued L2 for which there exists C <∞ satisfying

min
(
∥f − g∥L2 , ∥f + g∥L2

)
⩽ C

∥∥ |f | − |g|
∥∥
L2 ∀ f, g ∈ V, (4.7.1)

and have constructed various infinite-dimensional examples. The present section develops

simple examples of infinite-dimensional subspaces in which versions of stable phase retrieval

hold. These examples include certain variants of Rademacher series and lacunary Fourier

series. More importantly, our constructions work over the complex field, and give the first

examples of infinite dimensional complex SPR subspaces.

For complex-valued functions, the natural quantity on the left-hand side of the inequality

(4.7.1) becomes min|z|=1 ∥f − zg∥L2 , with the minimum taken over all complex numbers z of

modulus 1. As in previous sections, we say that a subspace V of a complex L2-space satisfies

stable phase retrieval if there exists C <∞ such that

min
|z|=1

∥f − zg∥L2 ⩽ C
∥∥ |f | − |g|

∥∥
L2 ∀ f, g ∈ V. (4.7.2)

We generalize the stable phase retrieval inequality in the following way.

Definition 4.7.1. Let p ∈ [1,∞] and let V be a subset of the complex Banach space Lp(µ)

for some measure µ. We say that V satisfies Lp-Hölder-stable phase retrieval if there exist

parameters γ ∈ (0, 1] and C <∞ such that

min
|z|=1

∥f − zg∥Lp ⩽ C
∥∥ |f | − |g|

∥∥γ
Lp · (∥f∥Lp + ∥g∥Lp)1−γ ∀ f, g ∈ V. (4.7.3)

We say that V satisfies Lp-stable phase retrieval if (4.7.3) holds with γ = 1.

Stable phase retrieval in the sense (4.7.2) is thus Lp-stable phase retrieval for p = 2. The

notion of Hölder-stable phase retrieval for subsets has appeared in work of Cahill, Casazza,

and Daubechies [70]. We are primarily interested in subspaces V , but in Example 4.7.12

below, V is not a subspace. We will abbreviate, writing Lp-Hölder-SPR and Lp-SPR, and

occasionally writing Lp-Lipschitz-SPR as a synonym for Lp-SPR. For real Hilbert spaces

L2(µ,R), this definition is modified by replacing {z ∈ C : |z| = 1} by {±1}. We will write
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“real Lp-SPR”. Only the exponents p = 2, 4 arise in the examples below.

By defining the equivalence relation ∼ on a subspace V by f ∼ g if and only if f = zg for

some unimodular scalar z, we see that min|z|=1 ∥f − zg∥Lp is exactly the distance between f

and g in the quotient space V/ ∼. In particular, V satisfies Lp-SPR with constant C if and

only if the recovery map of f ∈ V/ ∼ from |f | is well-defined and C-Lipschitz.

Some of our proofs only directly establish L2-Hölder-SPR with certain specific exponents

γ < 1, rather than the formally stronger property of L2-Lipschitz-SPR. However, recall that

from Corollary 4.3.11 (originally proved in [115, Corollary 3.12]) we know that for both the

real and the complex cases that for any exponent p ∈ [1,∞], for subspaces V , Lp-Hölder-SPR

implies Lp-Lipschitz-SPR. We will exploit this general result to upgrade conclusions from

L2-Hölder-SPR to L2-Lipschitz-SPR.

Let µ be a probability measure. Consider an orthonormal subset {rj : j ∈ N} of the

complex Hilbert space L2 = L2(µ) = L2(µ,C). Let V ⊂ L2 be the closure of the span of

{rj} over C. Let 1 be the function 1(x) ≡ 1. Define associated functions

sj = |rj|2 − 1. (4.7.4)

In the case of L2(µ,C), we consider closed subspaces spanned by orthogonal sets {rj :

j ∈ N} satisfying the following three hypotheses:{
1, si, rjrk : i, j, k ∈ N and j ̸= k

}
is an orthogonal set. (4.7.5)

sup
j

∥rj∥L4 <∞. (4.7.6)

There exists δ > 0 such that inf
i
∥ri∥44 ⩾ 1 + δ and inf

j ̸=k
∥rjrk∥22 ⩾ δ. (4.7.7)

Since ∥si∥22 = ∥ri∥44 − 2 ∥ri∥22 + 1 = ∥ri∥44 − 1 by the hypothesis that ∥ri∥2 = 1, the first

part of hypothesis (4.7.7) can be equivalently restated as ∥si∥22 ⩾ δ > 0.

A consequence of these hypotheses is that V ⊂ L4 and there exists C <∞ such that

∥f∥L4 ⩽ C ∥f∥L2 ∀ f ∈ V. (4.7.8)

Indeed, if f =
∑

k akrk with (ak : k ∈ N) ∈ ℓ2 then |f |2 is represented as the pairwise

orthogonal sum

|f |2 =
∑
i ̸=j

aiajrirj +
∑
k

|ak|2sk + ∥f∥22 · 1. (4.7.9)
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The L4 norm bound follows using orthogonality and the Cauchy-Schwarz inequality, since

∥rirj∥2 ⩽ ∥ri∥4 ∥rj∥4 and ∥sk∥2 ⩽ 1 + ∥r2k∥2 ⩽ 1 + ∥rk∥24 are uniformly bounded by (4.7.6).

The inequality (4.7.8), and a similar L6 norm inequality that holds under stronger hypothe-

ses, are pillars of our reasoning.

Let {rj} ⊂ L2(µ,C) be an orthonormal set of complex-valued functions satisfying hy-

potheses (4.7.5),(4.7.6),(4.7.7), and let V be as above. We begin by observing that |f | deter-

mines f uniquely, up to multiplication by a unimodular complex scalar, for each f ∈ V . In-

deed, |f | certainly determines f if |f | = 0 almost everywhere. Consider next any 0 ̸= f ∈ V .

Expand f =
∑

k akrk, with a ∈ ℓ2. Then |f |2 ∈ L2, and has expansion (4.7.9). The terms

of this sum are mutually orthogonal, and the series converges in L2 norm. Therefore |f |2

determines each of the coefficients in this expansion; it determines each |an|2 and each prod-

uct aiaj. Choose some n0 satisfying an0 ̸= 0. Writing an = |an|ei arg(an), arg(an) − arg(an0)

is determined modulo 2πZ by |an|2, |an0|2, and anan0 . Therefore |f |2 and arg(an0) together

determine all coefficients an, and hence determine f , up to multiplication by z = ei arg(an0 ).

Note that this reconstruction of f from |f | is not stable in the sense desired, since it

requires division by |an0|, for which no a priori positive lower bound is available. Note also

that it exploits only the coefficients of sk and of rnrn0 . The next result asserts that under

these same hypotheses, the reconstruction of f from |f | can be done stably.

Proposition 4.7.2. Let µ be a probability measure. Let {rj} ⊂ L2(µ,C) be an orthonormal

set of complex-valued functions satisfying hypotheses (4.7.5),(4.7.6),(4.7.7). Then V satisfies

L4-SPR.

Under a supplementary hypothesis, Proposition 4.7.2 has an almost immediate implica-

tion for L2-stable phase retrieval.

Corollary 4.7.3. Let {rn} satisfy the hypotheses of Proposition 4.7.2. Assume also that

there exist q > 4 and C <∞ such that V ⊂ Lq(µ) and

∥f∥Lq ⩽ C ∥f∥L2 ∀ f ∈ V. (4.7.10)

Then V satisfies L2-stable phase retrieval.

Proposition 4.7.2 and Corollary 4.7.3 will be proved below.
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As is well known, for any even integer q ⩾ 6, the inequality (4.7.10) holds whenever

the functions rj are independent random variables, have uniformly bounded Lq norms, and

satisfy rj ⊥ 1. Indeed, consider the case q = 6. If ∥rn∥6 ⩽ A <∞ for all n then∥∥∥∥∥∑
n

anrn

∥∥∥∥∥
6

6

=
∑
i1,i2,i3

∑
j1,j2,j3

3∏
k=1

aik

3∏
l=1

ajl

〈
ri1ri2ri3 , rj1rj2rj3

〉
⩽
∑
n

|an|6A6 +

(
6

2

)
A6
∑
m

∑
n

|am|4|an|2 +

(
6

3

)
A6
∑
m

∑
n

|am|3|an|3

since
〈
ri1ri2ri3 , rj1rj2rj3

〉
= 0 unless each of the six indices that appear in the inner product,

appears at least twice. The same reasoning applies for arbitrary even integers q ⩾ 8.

We next present a class of examples based on Proposition 4.7.2 and Corollary 4.7.3.

The construction involves sums of independent random variables, and may be contrasted

with a more elaborate construction in [71], which combines independent summands with

summands having pairwise disjoint supports. A more direct comparison can be made with

Example 4.7.9 below, which is a real analogue of Example 4.7.4.

Example 4.7.4. Let µ be a probability measure. Let rn be independent identically dis-

tributed complex-valued random variables in L6(µ) satisfying ∥rn∥L2 = 1. Assume that

rn ⊥ 1 and r2n ⊥ 1 (4.7.11)

µ({x : |rn(x)| ≠ 1}) > 0. (4.7.12)

Then {rn} satisfies the hypotheses of Proposition 4.7.2, and satisfies those of Corollary 4.7.3

with q = 6. Therefore the closure of its span in L2(µ) satisfies both L4-SPR and L2-SPR.

Example 4.7.4 and Example 4.7.9 do not apply to Rademacher series, for which rn = ±1

each with probability 1
2
, violating hypothesis (4.7.12). Nor do Rademacher series satisfy

phase retrieval, since |rm| ≡ |rn| for all m,n.

In the formulation of Example 4.7.4, the hypothesis r2n ⊥ 1, together with independence,

ensure that rirj ⊥ rjri whenever i ̸= j, since

⟨rirj, rjri⟩ =

∫
r2i rj

2 dµ =

∫
r2i dµ ·

∫
r2j dµ = ⟨r2i ,1⟩ · ⟨r2j ,1⟩ = 0.

The hypothesis that |rn| is not equal almost everywhere to 1 ensures that ∥sn∥2 ̸= 0. The

other hypotheses of Proposition 4.7.2, and the embedding of V into L6, are consequences
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of independence, identical distribution, and the assumption that rn ⊥ 1. Details of the

verifications are left to the reader. Note that the assumption that rn ∈ L6 is an easy way

to deduce SPR in L2. The proof directly establishes SPR in L4 when rn ∈ L4. It is an

open problem to prove variants of Example 4.7.4 and Example 4.7.9 which deduce SPR in

L2 without any higher order integrability assumptions, i.e., only assuming rn ∈ L2.

Before indicating other classes of examples with stable phase retrieval, we prove Corol-

lary 4.7.3 and Proposition 4.7.2.

Proof of Corollary 4.7.3. By Hölder’s inequality,

∥|f | − |g|∥4 ⩽ ∥|f | − |g|∥θ2 (∥f∥q + ∥g∥q)
1−θ ⩽ C1−θ ∥|f | − |g|∥θ2 (∥f∥2 + ∥g∥2)

1−θ

where θ ∈ (0, 1) is defined by the relation 1
4

= θ
2

+ 1−θ
q

. Therefore for any f, g ∈ V , by

Hölder’s inequality and Proposition 4.7.2,

min
|z|=1

∥f − zg∥2 ⩽ min
|z|=1

∥f − zg∥4 ⩽ C ′ ∥|f | − |g|∥4 ⩽ C ′′ ∥|f | − |g|∥θ2 (∥f∥2 + ∥g∥2)
1−θ.

Thus L2-Hölder SPR holds. L2-Lipschitz SPR follows from Corollary 4.3.11.

The proof of Proposition 4.7.2 relies on the following elementary inequality.

Lemma 4.7.5. Let {rj} satisfy hypotheses (4.7.5), (4.7.6), and (4.7.7). For any f, g ∈ V ,∥∥|f |2 − |g|2
∥∥2
2
⩾ δ
[
∥f∥22 ∥g∥

2
2 − |⟨f, g⟩|2

]
+ (∥f∥22 − ∥g∥22)

2. (4.7.13)

We prove Proposition 4.7.2 assuming Lemma 4.7.5, and then prove Lemma 4.7.5 below.

Proof of Proposition 4.7.2. By multiplying by scalars and interchanging the roles of f, g if

necessary, we may assume with no loss of generality that ∥f∥2 ⩽ ∥g∥2 = 1. By Cauchy-

Schwarz,∥∥|f |2 − |g|2
∥∥
2
⩽
∥∥ |f | + |g|

∥∥
4
·
∥∥ |f | − |g|

∥∥
4
⩽ C(∥f∥2 + ∥g∥2)

∥∥ |f | − |g|
∥∥
4

⩽ 2C
∥∥ |f | − |g|

∥∥
4
.

(4.7.14)

Write f = reiθg + h with r ⩾ 0, θ ∈ R, and h ⊥ g. Then |⟨f, g⟩|2 = r2 and

∥f∥22 ∥g∥
2
2 − |⟨f, g⟩|2 = (r2 + ∥h∥22) − r2 = ∥h∥22 . (4.7.15)

Let δ ∈ (0, 1] be a parameter for which the conclusion (4.7.13) of Lemma 4.7.5 holds. In-

serting (4.7.15) into (4.7.13) gives

δ ∥h∥22 + (1 − r2 − ∥h∥22)
2 ⩽

∥∥|f |2 − |g|2
∥∥2
2
⩽ 4C2 ∥|f | − |g|∥24 .
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Therefore since 0 < δ ⩽ 1,

δ ∥h∥22 + 1
4
δ(1 − r2 − ∥h∥22)

2 ⩽ 4C2 ∥|f | − |g|∥24 .

The left-hand side is

(δ − 1
2
δ(1 − r2)) ∥h∥22 + 1

4
δ(1 − r2)2 + 1

4
δ ∥h∥42 ⩾

1
2
δ ∥h∥22 + 1

4
δ(1 − r2)2

and therefore since (1 − r) ⩽ (1 − r2),

∥h∥22 + (1 − r)2 ⩽ 16C2δ−1 ∥|f | − |g|∥24 .

Defining z = eiθ, ∥f − zg∥22 = ∥h∥22 + (1 − r)2 and therefore

∥f − zg∥22 ⩽ 16C2δ−1 ∥|f | − |g|∥24 .

Since f − zg ∈ V , its L4 norm is majorized by a constant multiple of its L2 norm. Thus

∥f − zg∥4 ⩽ C ′ ∥|f | − |g|∥4 for another finite constant C ′ which depends on δ.

Proof of Lemma 4.7.5. Under the hypothesis that ∥rj∥2 = 1, ∥sj∥22 = ∥rj∥44 − 1. Therefore

the hypothesis infj ∥rj∥44 ⩾ 1 + δ is equivalent to infj ∥sj∥22 ⩾ δ.

Express f, g ∈ V as f =
∑

k akrk and g =
∑

k bkrk. By (4.7.9),

|f |2 − |g|2 =
∑
i ̸=j

(aiaj − bibj)rirj + (∥f∥22 − ∥g∥22)1 +
∑
k

(|ak|2 − |bk|2)sk (4.7.16)

where 1 is the constant function 1. The functions 1, sk, and rirj with i ̸= j are pairwise

orthogonal by hypothesis (4.7.5). Therefore∥∥|f |2 − |g|2
∥∥2
2

=
∑
k

||ak|2 − |bk|2|2 ∥sk∥22 + (∥f∥22 − ∥g∥22)
2 +

∑
i ̸=j

|aiaj − bibj|2 ∥rirj∥22

(4.7.17)

⩾ δ
∑
k

||ak|2 − |bk|2|2 + (∥f∥22 − ∥g∥22)
2 + δ

∑
i ̸=j

|aiaj − bibj|2

by hypothesis (4.7.7). Algebraic manipulation of the last term on the right-hand side gives∑
i ̸=j

|aiaj − bibj|2 = (
∑
k

|ak|2)2 + (
∑
k

|bk|2)2 − 2|
∑
k

akbk|2 −
∑
k

(|ak|2 − |bk|2)2.

= ∥f∥42 + ∥g∥42 − 2|⟨f, g⟩|2 −
∑
k

(|ak|2 − |bk|2)2

= 2
[
∥f∥22 ∥g∥

2
2 − |⟨f, g⟩|2

]
+ (∥f∥22 − ∥g∥22)

2 −
∑
k

(|ak|2 − |bk|2)2.



CHAPTER 4. STABLE PHASE RETRIEVAL IN FUNCTION SPACES 157

Substituting this expression into the preceding lower bound, two terms cancel, leaving∥∥|f |2 − |g|2
∥∥2
2
⩾ 2δ

[
∥f∥22 ∥g∥

2
2 − |⟨f, g⟩|2

]
+ (1 + δ)(∥f∥22 − ∥g∥22)

2

⩾ 2δ
[
∥f∥22 ∥g∥

2
2 − |⟨f, g⟩|2

]
+ (∥f∥22 − ∥g∥22)

2.

A well-known theme is the analogy between lacunary Fourier series and sums of inde-

pendent random variables. Our next two examples express this theme.

Example 4.7.6. Let N ⩾ 2 and let P ∈ L2([0, 1],C) be a trigonometric polynomial

P (x) =
N∑
k=1

αke
2πikx

with coefficients αk ∈ C. Suppose that |P | is not constant. Let A ∈ N satisfy A > 2N . Let

V ⊂ L2([0, 1],C) be the closure of the span of {P (Anx) : n ∈ N}. Then V satisfies both

L4-SPR and L2-SPR.

Example 4.7.6 is an instance of Corollary 4.7.3, with arbitrarily large q <∞. Verification

of the hypotheses of the corollary is left to the reader. The Lq norm inequality (4.7.10) holds

since
∑∞

n=1 an
∑N

k=1 αke
2πiAnkx is a sum of N lacunary Fourier series, and since any lacunary

series with ℓ2 coefficients defines a function in Lq for all q <∞. The next example is a real

analogue of Example 4.7.6.

Example 4.7.7. The closure of the subspace of L2([0, 1],R) spanned by {sin(2π4nx) : n ∈
N} satisfies L4-SPR and L2-SPR.

Example 4.7.11, below, is a more efficient version of Example 4.7.7. If complex rather

than real linear combinations are allowed, then phase retrieval cannot hold in Example 4.7.7,

nor in any example with two real-valued basis functions r, r′. Indeed, f = r + ir′ and

g = f = r − ir′ satisfy |f | ≡ |g|, but f is not a constant multiple of g.

Proposition 4.7.2 and Corollary 4.7.3 do not apply to Example 4.7.7, since with rn(x) =

21/2 sin(2π4nx) one has rirj = rjri for all i, j. However, a small modification of the reason-

ing underlying those two results gives Proposition 4.7.8, whose hypotheses are satisfied in

Example 4.7.7.
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For Hilbert spaces L2(µ,R) of real-valued functions with orthonormal bases of real-valued

functions rn we modify the orthogonality hypothesis (4.7.5) as follows:{
1, si, rjrk : i, j, k ∈ N and j < k

}
is an orthogonal set. (4.7.18)

Proposition 4.7.8. Let µ be a probability measure. Let {rj} ⊂ L2(µ) be an orthonormal

set of real-valued functions satisfying hypotheses (4.7.6),(4.7.7),(4.7.18). Then the closure

V ⊂ L2(µ,R) of the span of {rj : j ∈ N} over R satisfies real L4-SPR.

If there exist q > 4 and C < ∞ such that the Lq norm inequality (4.7.10) holds for all

functions in V then V satisfies real L2-SPR.

The only changes from the proof of Proposition 4.7.2 are that in (4.7.16), the first term

becomes 2
∑

i<j(aiaj − bibj)rirj, and consequently that on the right-hand side of (4.7.17),

the last term is changed to

4
∑
i<j

(aiaj − bibj)
2 ∥rirj∥22 = 2

∑
i ̸=j

|aiaj − bibj|2 ∥rirj∥22 .

The corresponding quantity in the proof of Proposition 4.7.2 is
∑

i ̸=j |aiaj − bibj|2 ∥rirj∥22.
The new factor of 2 thus arising is favorable for our purpose.

If 4n is replaced by 3n or 2n in Example 4.7.7 then Proposition 4.7.8 no longer applies.

Indeed, if 3n is used the desired orthogonality between sn and rn+1rn fails to hold; e2πi·2·3
nx

occurs with nonzero coefficient in the Fourier series for sn, while e2πi·3
n+1x·e−2πi·3nx = e2πi·2·3

nx

also occurs with nonzero coefficient in the Fourier series for rn+1rn. A similar issue arises for

2n.

Another application of Proposition 4.7.8 is a real analogue of Example 4.7.4.

Example 4.7.9. Let µ be a probability measure. Let q > 4 be an even integer. Let

rn be independent identically distributed real-valued random variables in Lq(µ) satisfying

∥rn∥L2 = 1. Assume that {
rn ⊥ 1

µ({x : |rn(x)| ≠ 1}) > 0.
(4.7.19)

Then {rn} satisfies the hypotheses of Proposition 4.7.8, and consequently the closure of its

span in L2(µ,R) satisfies real L4-SPR and real L2-SPR.

Remark 4.7.10. The hypothesis q > 4 is only needed to get SPR in L2; without this

hypothesis, one deduces SPR in L4.
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We proceed by lightly modifying a construction of Rudin [292] to create examples of

trigonometric series related to the theory of Λ(p) sets that satisfy stable phase retrieval, yet

are rather far from being lacunary in nature. To simplify matters, we set this example in

the ambient Hilbert space L2([0, 1] × [0, 1],C), with respect to two-dimensional Lebesgue

measure, rather than in L2([0, 1],C). Define rν to be

rν(x, y) = 21/2 sin(2πνy) e2πinνx, (4.7.20)

where (nν : ν ∈ N) is a subsequence of N to be specified.

To quantify the asymptotic density of a subsequence (nν) of N, define α(N) to be the

number of indices ν satisfying nν ⩽ N .

Example 4.7.11. There exists a strictly increasing sequence (nν : ν ∈ N), satisfying the

asymptotic density lower bound lim supN→∞N−1/2α(N) > 0 such that the closed subspace

V of L2([0, 1] × [0, 1]) spanned by the functions rν defined in (4.7.20) satisfies L4-SPR.

There exists such a sequence satisfying lim supN→∞N−1/3α(N) > 0 such that V also

satisfies L2-SPR.

Thus these sequences (nν) are far denser than lacunary sequences.

Proof. In §4.7 of [292], Rudin constructs a sequence nν satisfying lim supN−1/2α(N) > 0

such that ni+nj = nk+nl if and only if (i, j) is a permutation of (k, l), and deduces from this

property the inequality ∥f∥4 ⩽ C ∥f∥2 for all L2 functions of the form f(x) =
∑

ν cνe
2πinνx.

Let (nν) be any such sequence, and define {rν} by (4.7.20). Hypothesis (4.7.6), the uniform

upper bound for ∥rν∥4, certainly holds. The nonconstant factors sin(2πνy) ensure a uniform

lower bound ∥rν∥44 ⩾ 1 + δ, so (4.7.7) holds.

To verify hypothesis (4.7.5), consider any inner product ⟨rjrk, rlrm⟩ with j ̸= k and

l ̸= m. Calculation of this inner product yields a factor of
∫ 1

0
e2πi(nj−nk−nl+nm)x dx, which

vanishes unless nj−nk−nl+nm = 0. Equivalently, nj +nm = nl+nk. Therefore by Rudin’s

construction, (l, k) is a permutation of (j,m). If j ̸= k, this implies that (j, k) = (l,m). The

associated functions sk(x, y) = 2 sin2(2πky) − 1 = − cos(4πky) are independent of x, hence

satisfy sk ⊥ rirj whenever i ̸= j. Finally, if k ̸= l the sk ⊥ sl since cos(4πky) ⊥ cos(4πly) in

L2([0, 1]).
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Rudin [292] likewise constructs a sequence satisfying lim supN−1/3α(N) > 0, satisfying

the same conditions in the preceding paragraph, and satisfying ∥
∑

ν bνe
2πinνx∥6 ⩽ C ∥b∥ℓ2

for all coefficient sequences b ∈ ℓ2. Consequently for any function f(x, y) of the form∑
ν aν sin(2πνy)e2πinνx with a ∈ ℓ2,∫

[0,1]2

∣∣∑
ν

aν sin(2πνy)e2πinνx
∣∣6 dx dy ⩽ C

∫
[0,1]

(
∑
ν

|aν sin(2πνy)|2)6/2 dy

⩽ C

∫
[0,1]

(
∑
ν

|aν |2)3 dy = C ∥a∥6ℓ2 ≤ 8C ∥f∥6L2 .

In each of these two situations, V has the indicated properties.

Remark. In this example, the subspace V is in a sense larger, relative to other ambient

subspaces naturally associated to it, than is the case for corresponding examples involv-

ing lacunary series. To formulate this assertion more precisely, for each degree D ∈ N let

VN,D be the subspace of L2 spanned by polynomials of degrees ⩽ D in {rν : 1 ⩽ ν ⩽

N}. Let N tend to infinity, while D remains fixed. The dimensions dim(VN,D) satisfy

lim infN→∞N−3 dim(VN,D) < ∞ for any D in Example 4.7.11, while for the lacunary series

example rν = 21/2 sin(2π4νx), dim(VN,D) has order of magnitude ND. Thus the span of

{rν : 1 ⩽ ν ⩽ N}, for these N , is a comparatively large subspace of the associated spaces

VN,D in Example 4.7.11.

We conclude by giving an example of a subset that satisfies Hölder-stable phase retrieval

and is invariant under multiplication by unimodular scalars, but is not a subspace. The

aforementioned Corollary 4.3.11 applies only to subspaces, so we are unable to upgrade the

conclusion from Hölder-SPR to Lipschitz-SPR.

Example 4.7.12. Let Λ ⊂ Z, and let E be the set of all f ∈ L2([0, 1],C) such that f̂ is

supported on Λ. Suppose that Λ has the property that if nj ∈ Λ and n1 − n2 = n3 −n4 then

either n1 = n2 or n1 = n3. Fix c = (cn)n∈Λ ∈ ℓ2(Λ)+ and define

Ec = {f ∈ E : |f̂ | = c} =
{∑
n∈Λ

γncne
2πinx : γn ∈ C and |γn| = 1 ∀n ∈ Λ

}
.

Then Ec, equipped with the L4 norm, satisfies (4.7.3) with γ = 1. Moreover, if for some

q > 4 all f ∈ E satisfy the Lq bound ∥f∥q ≤ C ′
Λ∥f∥2 then Ec also satisfies (4.7.3) with p = 2

and γ = q−4
2q−4

.
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Proof. We begin by noting that E ⊂ L4([0, 1],C) and ∥f∥4 ≤ CΛ∥f∥2 for all f ∈ E. To

prove our claim that Ec satisfies (4.7.3) with p = 4 and γ = 1, notice that we may assume

without loss of generality that ∥c∥ℓ2 = 1. In this case, ∥f∥2 = ∥g∥2 = 1, and

∥|f |2 − |g|2∥2 ≤ ∥|f | − |g|∥4∥|f | + |g|∥4 ≤ 2CΛ∥|f | − |g|∥4.

We claim that the following identity holds for f, g ∈ E:∣∣∥f∥22 − ∥g∥22
∣∣2 +

[
∥f∥42 + ∥g∥42 − 2|⟨f, g⟩|2

]
= ∥|f |2 − |g|2∥22 +

∑
m∈Λ

(
|f̂(m)|2 − |ĝ(m)|2

)2
. (4.7.21)

The identity (4.7.21) implies that Ec satisfies L4-Lipschitz-stable phase retrieval. Indeed,

the second term on the right-hand side of (4.7.21) vanishes. Since f, g ∈ Ec, they have equal

L2 norms, implying that the first term on the left-hand side vanishes. Write f = reiθg + h,

with 0 ≤ r ≤ 1, θ ∈ R, and h ⊥ g. Then, ∥f∥22∥g∥22 − |⟨f, g⟩|2 = ∥h∥22 = 1 − r2. To finish the

proof, note that ∥f − eiθg∥22 = ∥h∥22 + (1 − r)2 ≤ 2∥h∥22, use the inequality ∥f∥4 ≤ CΛ∥f∥2,
and combine the above inequalities.

The derivation of (4.7.21) is similar to the proof of Lemma 4.7.5, but easier. The details

are left to the reader. That the supplementary Lq bound implies that Ec satisfies (4.7.3)

with p = 2 and γ = q−4
2q−4

follows from an invocation of Hölder’s inequality similar to the one

in the proof of Corollary 4.7.3.

Remark. The subspace E in Example 4.7.12 will not satisfy phase retrieval unless Λ has

cardinality at most one, as if m,n ∈ Λ and f = e2πinx and g = e2πimx then |f | ≡ |g|. Observe

that on the Fourier side, f, g are disjoint unit vectors in ℓ2 when m ̸= n. Subsets of the form

Ec have an opposite behavior on the Fourier side and appear in the study of random Fourier

series.

We now list some general open questions, which may be of interest.

Question 4.7.13. Given a trigonometric polynomial P and a dilation set Λ, when does

{P (λ·) : λ ∈ Λ} generate an SPR subspace of Lp? If P (x) = sin(2πx), does any lacunary

dilation set give a real SPR subspace of L2?

Question 4.7.14. The techniques used to build complex SPR subspaces are based on the

work of Rudin. Can one find analogues of the techniques of Bourgain and his successors?
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Question 4.7.15. Can one build “large” and/or natural subspaces of L2(Rd) which do Pauli

stable phase retrieval?

Question 4.7.16. Let p ≥ 2 and let (rn) be a mean zero iid sequence in Lp(µ;R) with non-

constant moduli. Does the closed span of (rn) do SPR in Lp? In Example 4.7.9, we showed

that this is true when p = 4, and by the interpolation/extrapolation theory, it follows that

this also holds for p > 4. We do not know if it holds for p = 2; it would also be interesting

to prove variants of Example 4.7.9 for independent but not necessarily iid variables.

Question 4.7.17. Can one build other interesting nonlinear SPR subsets of Banach lattices?
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Chapter 5

Bases of non-negative functions

5.1 Introduction

Both the Fourier basis and the Haar basis for L2([0, 1]) consist of the constant 1 function

together with a sequence of mean zero functions. Likewise, the Calderon condition gives that

every wavelet basis for L2(R) consists entirely of mean zero functions. We are interested in

the problem of determining for which 1 ≤ p < ∞ does Lp(R) have a Schauder basis (fj)
∞
j=1

consisting entirely of non-negative functions. A sequence (fj)
∞
j=1 in Lp(R) is called a Schauder

basis for Lp(R) if for all f ∈ Lp(R) there exists unique scalars (aj)
∞
j=1 such that

f =
∞∑
j=1

ajfj. (5.1.1)

A Schauder basis is called unconditional if the series in (5.1.1) converges in every or-

der. Unconditionality is a desirable property, but it has been shown to be too strong to

impose on coordinate systems of non-negative functions. Indeed, for all 1 ≤ p < ∞, Lp(R)

does not have an unconditional Schauder basis or even unconditional quasi-basis (Schauder

frame) consisting of non-negative functions [285]. In particular, both the positive and nega-

tive parts of an unconditional Schauder basis must have infinite weight (see [257] for precise

quantitative statements).

Though Lp(R) does not have an unconditional Schauder basis of non-negative functions,

it does contain subspaces which do. It is clear that any normalized sequence of non-negative

functions with disjoint support will be a Schauder basis for its closed span and will be 1-

equivalent to the unit vector basis of ℓp. This trivial method is essentially the only way
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to build an unconditional Schauder basic sequence of non-negative functions in Lp(R), as

every normalized unconditional Schauder basic sequence of non-negative functions in Lp(R)

is equivalent to the unit vector basis for ℓp [193]. Likewise, if (fj, g
∗
j )

∞
j=1 is an unconditional

quasi-basis for a closed subspace X of Lp(R) and (fj)
∞
j=1 is a sequence of non-negative func-

tions then X embeds into ℓp [193].

The results for coordinate systems formed by non-negative functions are very different

when one allows for conditionality. Indeed, for all 1 ≤ p < ∞, Lp(R) has a Markushevich

basis consisting of non-negative functions [285], and the characteristic functions of dyadic

intervals form a quasi-basis for Lp(R) consisting of non-negative functions [285]. For the

case of conditional Schauder bases, Johnson and Schechtman constructed a Schauder basis

for L1(R) consisting of non-negative functions [193]. Their construction relies heavily on the

structure of L1, and the problem on the existence of conditional Schauder bases for Lp(R)

remained open for all 1 < p <∞. Our main result is to provide a construction for a Schauder

basis of L2(R) consisting of non-negative functions. For the remaining cases 1 < p <∞ with

p ̸= 2, we are not able to build a Schauder basis for the whole space. However, we prove that

for all 1 < p < ∞ there exists a Schauder basic sequence (fj)
∞
j=1 of non-negative functions

in Lp(R) such that Lp(R) embeds into the closed span of (fj)
∞
j=1. This chapter is based on

[116], which is joint work with Dan Freeman and Alexander Powell.

There are interesting comparisons between results on coordinate systems of non-negative

functions for Lp(R) and results on coordinate systems of translations of a single function. As

is the case for non-negative functions, there does not exist an unconditional Schauder basis

for Lp(R) consisting of translations of a single function ([268] for p = 2, [260] for 1 < p ≤ 4,

and [114] for 4 < p). On the other hand, for the range 2 < p < ∞ there does exist a

sequence (fj)
∞
j=1 of translations of a single function in Lp(R) and a sequence of functionals

(g∗j )
∞
j=1 in Lp(R)∗ such that (fj, g

∗
j )

∞
j=1 is an unconditional Schauder frame for Lp(R) [114].

The corresponding result for the range 1 < p < 2 is unknown, but for 1 < p ≤ 2 the

sequence of functionals (g∗j )
∞
j=1 in Lp(R)∗ cannot be chosen to be semi-normalized [50]. We

take a unifying approach and prove that for all 1 ≤ p < ∞, there exists a Schauder frame

(fj, g
∗
j )

∞
j=1 of Lp(R) such that (fj)

∞
j=1 is a sequence of translations of a single non-negative

function. We obtain this result by first proving that if X is any separable Banach space with

the bounded approximation property and D ⊆ X has dense span in X then there exists a

Schauder frame for X whose vectors are elements of D.
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5.2 A non-negative Schauder basis for Hilbert lattices

Given a separable infinite dimensional Banach space X, a sequence of vectors (xj)
∞
j=1 in X is

called a Schauder basis of X if for all x ∈ X there exists a unique sequence of scalars (aj)
∞
j=1

such that

x =
∞∑
j=1

ajxj. (5.2.1)

A Schauder basis (xj)
∞
j=1 is called unconditional if the series in (5.2.1) converges in every

order. If (xj)
∞
j=1 is a Schauder basis then there exists a unique sequence of bounded linear

functionals (x∗j)
∞
j=1 called the biorthogonal functionals of (xj)

∞
j=1 such that x∗j(xj) = 1 for all

j ∈ N and x∗j(xi) = 0 for all j ̸= i. A sequence of vectors is called basic if it is a Schauder

basis for its closed span. A basic sequence (xj) is called C-basic for some constant C > 0 if

for all m ≤ n we have that∥∥∥∥∥
m∑
j=1

ajxj

∥∥∥∥∥ ≤ C

∥∥∥∥∥
n∑
j=1

ajxj

∥∥∥∥∥ for all sequences of scalars (aj)
n
j=1. (5.2.2)

It follows from the uniform boundedness principle that every basic sequence is C-basic for

some constant C. The least value C such that a sequence (xj) is C-basic is called the basis

constant of (xj).

We will be interested in bases of Lp(R) where each of the basis vectors xj is a non-

negative function. A basis of Lp(R) (or more generally any Banach space) allows one to

consider Lp(R) as a sequence space via the identification Lp(R) ∋ x↔ (x∗j(x))∞j=1. In appli-

cations, sequences are often easier to work with than functions, and the benefit of the basis

vectors being non-negative is that whenever a sequence of non-negative numbers represents

a function, then that function must be non-negative as well. For this reason, the study of

non-negative coordinate systems in function spaces has seen recent attention. In particular,

non-negative bases have been shown to be useful in non-negative matrix factorizations in

neuro imaging [126] and in modeling mental functions [128].

Question 9.1 in [285] asked if given 1 ≤ p < ∞, does there exist a Schauder basis for

Lp(R) consisting of non-negative functions? This was recently solved for L1(R) [193], but

all other cases remained open. Our goal in this section is to give a procedure for creating

a Schauder basis for L2(R) formed of non-negative functions. We will be using the terms

positive and non-negative interchangeably as the set of non-negative functions in Lp(R) is
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the positive cone of Lp(R) when viewed as a Banach lattice in the pointwise a.e. ordering.

There does not exist an unconditional positive Schauder basis for Lp(R) for any 1 ≤
p < ∞ [285] (see also [193, Theorem 2]). Thus, any positive Schauder basis we create

must necessarily be conditional, and the property of conditionality will factor heavily into

our construction. The following lemma is our main tool, and it is based on a classical

construction for a conditional Schauder basis for ℓ2 (see for example pages 235-237 in [9]).

Lemma 5.2.1. Let ε > 0 and 1 ≥ c > 0. There exists N ∈ N and a sequence (xj)
2N
j=1 in the

positive cone of ℓ2(Z2N ⊕ Z2N) such that

(i) (xj)
2N
j=1 is (1 + ε)-basic.

(ii) The orthogonal projection of (0)2Nj=1 ⊕ ( 1√
N
, c√

N
, 1√

N
, c√

N
...)2Nj=1 onto the span of (xj)

2N
j=1

has norm at most ε.

(iii) The distance from (0)2Nj=1 ⊕ ( −c√
N
, 1√

N
, −c√

N
, 1√

N
...)2Nj=1 to the span of (xj)

2N
j=1 is at most ε.

Proof. Fix 0 < ε < 1. Let N ∈ N and (aj)
N
j=1 ⊆ (0,∞) be such that

∑N
j=1 ja

2
j < ε2 and∑N

j=1 aj > ε−2c−2. We prove that such a sequence exists later in Lemma 5.3.1. Let T1 be

the right shift operator in each coordinate of ℓ2(Z2N ⊕ Z2N). That is, for (α1, . . . , α2N) ⊕
(β1, . . . , β2N) ∈ ℓ2(Z2N ⊕ Z2N) we have that

T1(α1, α2, ..., α2N) ⊕ (β1, β2, ..., β2N) = (α2N , α1, α2, ..., α2N−1) ⊕ (β2N , β1, β2, ..., β2N−1).

For m ∈ N, we let Tm = (T1)
m. We let (ej)

2N
j=1 be the unit vector basis of ℓ2(Z2N ⊕ 0)

and (fj)
2N
j=1 be the unit vector basis of ℓ2(0 ⊕ Z2N). We let x1 ∈ ℓ2(Z2N ⊕ Z2N) be the

vector x1 = e1 +
∑N

j=1 aje2j +
∑N

j=1 εajf2j and x2 = e2 + εcf1. For all 1 ≤ n < N , we let

x2n+1 = T2nx1 and x2n+2 = T2nx2. For 1 ≤ j < N we have that,

x2j−1 = e2j−1 +
N∑
k=1

ak−j+1e2k +
N∑
k=1

εak−j+1f2k and x2j = e2j + εcf2j−1, (5.2.3)

where k − j + 1 is considered in the set {1, ..., N}modN . It will also be helpful to express

the sequence (xj)
2N
j=1 as
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x1 = ( 1, a1, 0, a2, 0, a3, ..., aN−1, 0, aN )⊕ ( 0, εa1, 0, εa2, 0, ... ),

x2 = ( 0, 1, 0, 0, 0, 0, ... 0, 0 0 )⊕ ( εc, 0, 0, 0, 0, ... ),

x3 = ( 0, aN , 1, a1, 0, a2, ..., aN−2, 0, aN−1 )⊕ ( 0, εaN , 0, εa1, 0, ... ),

x4 = ( 0, 0, 0, 1, 0, 0, ... 0, 0 0 )⊕ ( 0, 0, εc, 0, 0, ... ),

x5 = ( 0, aN−1, 0, aN , 1, a1, ..., aN−3, 0, aN−2 )⊕ ( 0, εaN−1, 0, εaN , 0, ... ),

x6 = ( 0, 0, 0, 0, 0, 1, ... 0, 0 0 )⊕ ( 0, 0, 0, 0, εc, ... ),
...

...

x2N−3 = ( 0, a3, 0, a4, 0, a5, ... a1, 0, a2 )⊕ ( 0, εa3, 0, εa4, 0, ... ),

x2N−2 = ( 0, 0, 0, 0, 0, 0, ... 1, 0, 0 )⊕ ( 0, 0, 0, 0, 0, ... ),

x2N−1 = ( 0, a2, 0, a3, 0, a4, ... aN , 1, a1 )⊕ ( 0, εa2, 0, εa3, 0, ... ),

x2N = ( 0, 0, 0, 0, 0, 0, ... 0, 0, 1 )⊕ ( 0, 0, 0, 0, 0, ... ).

Let x =
∑N

j=1
1√
N
f2j−1+

∑N
j=1

c√
N
f2j and y =

∑N
j=1

c√
N
f2j−1+

∑N
j=1

−1√
N
f2j We will prove

that this sequence (xj)
2N
j=1 satisfies:

(a) (xj)
2N
j=1 is (1+4ε)-basic.

(b) The orthogonal projection of x onto the span of (xj)
2N
j=1 has norm at most 3cε.

(c) The distance from y to the span of (xj)
2N
j=1 is at most ε.

We first prove (b). We let Px be the orthogonal projection of x onto the span of (xj)
2N
j=1.

As x is uniformly distributed in both the odd coordinates and the even coordinates, Px will

have the form
∑N

j=1 ax2j−1+
∑N

j=1 bx2j for some a, b ∈ R. One can check that if a = 0 then

∥Px∥ = ⟨x, Px⟩1/2 = εc(1+ε2c2)−1/2 < 3εc. We now assume that a ̸= 0. Thus, we have the

following equality for β = b/a.

∥Px∥ =
⟨x,
∑N

j=1 ax2j−1+
∑N

j=1 bx2j⟩
∥
∑N

j=1 ax2j−1+
∑N

j=1 bx2j∥
= max

β∈R

⟨x,
∑N

j=1 x2j−1+
∑N

j=1 βx2j⟩
∥
∑N

j=1 x2j−1+
∑N

j=1 βx2j∥
.

By taking the derivative with respect to β, the maximum will be obtained when

d

dβ

〈
x,

N∑
j=1

x2j−1+
N∑
j=1

βx2j

〉∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥
=

d

dβ

∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥〈x, N∑
j=1

x2j−1+
N∑
j=1

βx2j

〉
.

(5.2.4)
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Let A =
∑N

j=1 aj. Then we get the following simplified expansion.

N∑
j=1

x2j−1+
N∑
j=1

βx2j =
N∑
j=1

e2j−1+
N∑
j=1

(
β+

N∑
i=1

ai

)
e2j+

N∑
j=1

εcβf2j−1+
N∑
j=1

(
ε

N∑
i=1

ai

)
f2j

=
N∑
j=1

e2j−1+
N∑
j=1

(β+A)e2j+
N∑
j=1

εcβf2j−1+
N∑
j=1

εAf2j.

This gives,

∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥ =
(
N+N(β+A)2+Nε2c2β2+Nε2A2

)1/2
, (5.2.5)

d

dβ

∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥ =
(
N+N(β+A)2+Nε2c2β2+Nε2A2

)−1/2(
N(β+A)+Nε2c2β

)
,

(5.2.6)〈
x,

N∑
j=1

x2j−1+
N∑
j=1

βx2j

〉
= N1/2εcβ+N1/2εcA, (5.2.7)

d

dβ

〈
x,

N∑
j=1

x2j−1+
N∑
j=1

βx2j

〉
= N1/2εc. (5.2.8)

Substituting the above equalities into Equation (5.2.4) gives that

N1/2εc
(
N+N(β+A)2+Nε2c2β2+Nε2A2

)1/2
=

(N1/2εcβ+N1/2εcA)(N(β+A)+Nε2c2β)(
N+N(β+A)2+Nε2c2β2+Nε2A2

)1/2 .

Multiplying both sides by the denominator and dividing by N3/2εc gives the following.

1+(β+A)2+ε2c2β2+ε2A2 = (β+A)(β+A+ε2c2β),

1+(β+A)2+ε2c2β2+ε2A2 = (β+A)2+ε2c2β2+ε2c2βA,

1+ε2A2 = ε2c2βA.

Thus, the critical point is at β = 1+ε2A2

ε2c2A
. Hence,

∑N
j=1 x2j−1+

∑N
j=1

1+ε2A2

ε2c2A
x2j will be a scalar

multiple of the projection Px. We now use (5.2.5) to obtain a lower bound for the following.
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∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

1+ε2A2

ε2c2A
x2j

∥∥∥ > ∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

ε2A2

ε2c2A
x2j

∥∥∥
=
∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

c−2Ax2j

∥∥∥
= (N+N(c−2A+A)2+Nε2c2(c−2A)2+Nε2A2)1/2 by (5.2.5)

> N1/2c−2A by the second term in the sum.

We now use (5.2.7) to obtain an upper bound for the following.

〈
x,

N∑
j=1

x2j−1+
N∑
j=1

1+ε2A2

ε2c2A
x2j

〉
<
〈
x,

N∑
j=1

x2j−1+
N∑
j=1

2ε2A2

ε2c2A
x2j

〉
=
〈
x,

N∑
j=1

x2j−1+
N∑
j=1

2c−2Ax2j

〉
= N1/2εc(2c−2A)+N1/2εcA by (5.2.7)

< 3c−1N1/2εA.

We obtain an upper bound on ∥Px∥ by

∥Px∥ =
⟨x,
∑N

j=1 x2j−1+
∑N

j=1
1+ε2A2

ε2c2A
x2j⟩

∥
∑N

j=1 x2j−1+
∑N

j=1
1+ε2A2

ε2c2A
x2j∥

<
3c−1N1/2εA

c−2N1/2A

= 3cε.

This proves (b). We will now prove (c).

We have that∥∥∥( N∑
j=1

−1

εAN1/2
x2j−1+

1

εN1/2
x2j

)
−y
∥∥∥ =

∥∥∥ N∑
j=1

−1

εAN1/2
e2j−1

∥∥∥
= ε−1A−1

< ε as A =
N∑
j=1

aj > ε−2.
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This proves that the distance from y to the span of (xj)
2N
j=1 is at most ε and hence we

have proven (c).

We now prove (a). Let 0 ≤ M < N and (bj)
2N
j=1 ∈ ℓ2(Z2N). We will first prove that

∥
∑2M+1

j=1 bjxj∥ ≤ (1+4ε)∥
∑2N

j=1 bjxj∥.

The series
∑2N

j=1 bjxj is expressed in terms of the basis (ej)
2N
j=1∪(fj)

2N
j=1 by

2N∑
j=1

bjxj

=
N∑
j=1

b2j−1e2j−1+
N∑
j=1

(
b2j+

N−1∑
i=0

b2i+1aj−i

)
e2j+

N∑
j=1

εb2jcf2j−1+
N∑
j=1

(
ε
N−1∑
i=0

b2i+1aj−i

)
f2j.

(5.2.9)

The series
∑2M+1

j=1 bjxj is expressed in terms of the basis (ej)
2N
j=1∪(fj)

2N
j=1 by

2M+1∑
j=1

bjxj =
M+1∑
j=1

b2j−1e2j−1+y1,1+y1,2+
M∑
j=1

εb2jcf2j−1+y2,1+y2,2. (5.2.10)

Where,

y1,1 =
M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i

)
e2j and y1,2 =

N∑
j=M+1

( M∑
i=0

b2i+1aj−i

)
e2j

y2,1 =
M∑
j=1

(
ε

M∑
i=0

b2i+1aj−i

)
f2j and y2,2 =

N∑
j=M+1

(
ε

M∑
i=0

b2i+1aj−i

)
f2j.

Note that ∥∥∥ 2N∑
j=1

bjxj

∥∥∥2 ≥ ∥∥∥ N∑
j=1

b2j−1e2j−1

∥∥∥2 =
N∑
j=1

b22j−1. (5.2.11)
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We first show that ∥y1,2∥ < ε∥
∑2N

j=1 bjxj∥.

∥y1,2∥2 =
∥∥∥ N∑
j=M+1

( M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥2
=

N∑
j=M+1

∣∣∣ M∑
i=0

b2i+1aj−i

∣∣∣2
≤

N∑
j=M+1

( M∑
i=0

b22i+1

)( M∑
i=0

a2j−i

)
by Cauchy-Schwartz

≤
∥∥∥ 2N∑
j=1

bjxj

∥∥∥2 N∑
j=M+1

M∑
i=0

a2j−i by (5.2.11)

≤
∥∥∥ 2N∑
j=1

bjxj

∥∥∥2 N∑
j=1

ja2j < ε2
∥∥∥ 2N∑
j=1

bjxj

∥∥∥2.
Thus we have that,

∥y1,2∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.2.12)

The same argument as above gives the following inequality.

∥∥∥ M∑
j=1

( N−1∑
i=M+1

b2i+1aj−i

)
e2j

∥∥∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.2.13)

We can now estimate ∥y1,1∥.

∥y1,1∥ =
∥∥∥ M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥
<
∥∥∥ M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥−∥∥∥ M∑
j=1

( N−1∑
i=M+1

b2i+1aj−i

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥ by (5.2.13)

≤
∥∥∥ M∑
j=1

(
b2j+

N−1∑
i=0

b2i+1aj−i

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
=
∥∥∥ M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥.
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Thus, we have that

∥y1,1∥ <
∥∥∥ M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.2.14)

The same technique for estimating y1,1 and y1,2 gives that

∥y2,1∥ <
∥∥∥ M∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥ and ∥y2,2∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.2.15)

We consider (5.2.10) with the inequalities (5.2.12), (5.2.14), and (5.2.15) to get

∥∥∥ 2M+1∑
j=1

bjxj

∥∥∥ < ∥∥∥M+1∑
j=1

b2j−1e2j−1+
M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

+
M∑
j=1

εb2jcf2j−1+
M∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
≤
∥∥∥ N∑
j=1

b2j−1e2j−1+
N∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

+
N∑
j=1

εb2jcf2j−1+
N∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
=
∥∥∥ 2N∑
j=1

bjxj

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥.
This proves for all 0 ≤ M < N that ∥

∑2M+1
j=1 bjxj∥ ≤ (1+4ε)∥

∑2N
j=1 bjxj∥. The same

argument proves that also ∥
∑2M

j=1 bjxj∥ ≤ (1+4ε)∥
∑2N

j=1 bjxj∥. Thus, the sequence (xj)
2N
j=1

has basis constant (1+4ε) and we have proven (a).

Before presenting our main theorem, we discuss the central idea behind our construc-

tion and its relation to the construction of Johnson and Schechtman [193]. The conditional

Schauder basis for L1(R) constructed by Johnson and Schechtman can be formed inductively

where at each step they break up a Haar vector f into a positive part f+ and a negative

part f− then append a vector 2 · 1(n,n+1) to both parts where (n, n+ 1) is disjoint from the

support of all vectors created so far in the induction process. The vectors f+ + 2 · 1(n,n+1)

and f− + 2 · 1(n,n+1) are then both positive vectors. One can then recover the vector f by

f = (f+ + 2 · 1(n,n+1))− (f− + 2 · 1(n,n+1)). Furthermore, the zero vector is the closest vector
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to f+ + f− in the span of f+ + 2 · 1(n,n+1) and f− + 2 · 1(n,n+1). This idea can be used to

build a Schauder basis for L1(R), but it fails for Lp(R) for all 1 < p <∞.

Our procedure for constructing a positive Schauder basis for L2(R) is also constructed

inductively. However, at each step instead of breaking up a vector into 2 pieces, we break it

up into many pieces. That is, given ε > 0 and f ∈ L2(R) we choose a suitably large N ∈ N,

and then we break up the positive part of f into N pieces (f+
n )Nn=1 with the same distribution

and the negative part of f into N pieces (f−
n )Nn=1 with the same distribution. Here we mean

that two functions g, h : R → R have the same distribution if for all J ⊆ R we have that

λ(g−1(J)) = λ(h−1(J)) where λ is Lebesgue measure. Given (f+
n )Nn=1 and (f−

n )Nn=1, we use

Lemma 5.2.1 to create a positive highly conditional basic sequence (xn)2Nn=1 with disjoint

support from f and append (x2n−1)
N
n=1 onto (f−

n )Nn=1 and append (x2n)Nn=1 onto (f+
n )Nn=1.

The vectors f+
n + x2n and f−

n + x2n−1 are then both positive vectors for all n ∈ N. The

conditionality of (xn)2Nn=1 allows for f to be within ε of (
∑N

n=1 f
+
n +x2n)− (

∑N
n=1 f

−
n +x2n−1)

and for the orthogonal projection of f+ + f− onto span1≤n≤N{f+
n +x2n, f

−
n +x2n−1} to have

norm smaller than ε.

Theorem 5.2.2. For all ε > 0, there exists a positive Schauder basis for L2(R) with basis

constant at most 1 + ε.

Proof. Let 0 < ε < 1/2 and εj ↘ 0 such that
∑
εj < ε and

∏
(1 + εj) < 1 + ε. Let (hj)

∞
j=1

be a Schauder basis for L2(R) which is an enumeration of the union of the Haar bases for

L2([n, n + 1]) for all n ∈ Z. We assume that h1 = 1[0,1]. We will inductively construct a

sequence of nonnegative vectors (zj)
∞
j=1 and an increasing sequence of integers (Nj)

∞
j=1 such

that for all n ∈ N,

(a) zn is piecewise constant, i.e., zn is a finite linear combination of characteristic functions

of intervals in R.

(b) (zj)
Nn
j=1 is

∏
j≤n(1 + εj) basic.

(c) dist(hn, spanj≤Nn(zj)) < εn.

We first claim that (zj)
∞
j=1 will be a Schauder basis for L2(R) with basis constant at most

1 + ε. Indeed, by (b) the sequence (zj)
∞
j=1 is

∏
(1 + εj) < (1 + ε) basic. By (c) the span of

(zj)
∞
j=1 contains a perturbation of an orthonormal basis and hence has dense span. Thus all

that remains is to construct (zj) by induction.
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For the base case we take z1 = h1 = 1[0,1] and N1 = 1. Thus all three conditions are

trivially satisfied. Now let k ∈ N and assume that (zj)
Nk
j=1 are given to satisfy the induction

hypothesis. Without loss of generality we may assume that hk+1 is not contained in the span

of (zj)
Nk
j=1. This is because if hk+1 ∈ spanj≤Nk

(zj) we could just take Nk+1 = Nk + 1 and

zNk+1
to be the indicator function of an interval with support disjoint from the support of

zj for all 1 ≤ j ≤ Nk. This would trivially satisfy (a), (b), and (c). Thus, we may assume

that P(spanj≤Nk
(zj))⊥hk+1 ̸= 0. If y ∈ L2(R) we write y = y+ − y− where y+ and y− are

non-negative and disjoint. Let y be a multiple of P(spanj≤Nk
(zj))⊥hk+1 such that ∥y−∥ = 1

and c := ∥y+∥ ≤ 1. Note that y is piecewise constant as hk+1 and (zj)
Nk
j=1 are all piecewise

constant. If c = 0 set zk+1 = y− and Nk+1 = Nk + 1, else we proceed as follows:

Let ε′ > 0. By Lemma 5.2.1 there exists N ∈ N and (xj)
2N
j=1 in the positive cone of

ℓ2(Z2N ⊕ Z2N) such that

(i) (xj)
2N
j=1 is (1 + ε′)-basic.

(ii) The orthogonal projection of (0, ..., 0)⊕ ( 1√
N
, c√

N
, ..., 1√

N
, c√

N
) onto the span of (xj)

2N
j=1

has norm at most ε′.

(iii) The distance from (0, ..., 0)⊕ ( c√
N
, −1√

N
, ..., c√

N
, −1√

N
) to the span of (xj)

2N
j=1 is at most ε′.

Let Xk be the span of y and (zj)
Nk
j=1. Note that Xk is a space of simple functions with

finitely many discontinuities. We claim that there exists a sequence of finite unions of

intervals (Gj)
2N
j=1 in R such that

(i) The sequence (Gj)
2N
j=1 is pairwise disjoint.

(ii) ∪Nj=1G2j−1 is the support of y+ and ∪Nj=1G2j is the support of y−.

(iii) For all x ∈ Xk, the sequence of functions (x|G2j−1
)Nj=1 all have the same distribution.

(iv) For all x ∈ Xk, the sequence of functions (x|G2j
)Nj=1 all have the same distribution.

To prove this, we let (Ej)
M1
j=1 be a partition of the support of y+ into intervals such that

for all 1 ≤ j ≤ M1 both y and zi are constant on Ej for all 1 ≤ i ≤ Nk. We know by (a)

that such a partition exists. Likewise, let (Fj)
M0
j=1 be a partition of the support of y− into

intervals such that for all 1 ≤ j ≤ M0 both y and zi are constant on Fj for all 1 ≤ i ≤ Nk.

For all 1 ≤ j ≤M1 let (Ei,j)
N
i=1 be a partition of Ej into intervals of equal length, and for all

1 ≤ j ≤M0 let (Fi,j)
N
i=1 be a partition of Fj into intervals of equal length. For all 1 ≤ i ≤ N
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we let G2i−1 = ∪M1
j=1Ei,j and let G2i = ∪M0

j=1Fi,j. By construction, (Gi)
2N
i=1 satisfies (i),(ii),(iii),

and (iv).

Let (Hj)
2N
j=1 be a sequence of unit length intervals in R with pairwise disjoint support

which is disjoint from the support of y and the support of zj for all 1 ≤ j ≤ Nk. We now

define a map Ψ : ℓ2(Z2N ⊕ Z2N) → L2(R) by

Ψ(α1, ..., α2N , β1, ..., β2N) =
N∑
j=1

c−1N1/2β2j−11G2j−1
y+ +

N∑
j=1

N1/2β2j1G2j
y− +

2N∑
j=1

αj1Hj
.

By (i),(ii),(iii), and that ∥y+∥ = c we have that ∥1G2j−1
y+∥ = cN−1/2 for all 1 ≤ j ≤ N .

Likewise, as ∥y−∥ = 1 we have that ∥1G2j
y−∥ = N−1/2 for all 1 ≤ j ≤ N . Thus, Ψ is

an isometric embedding and maps positive vectors in ℓ2(Z2N ⊕ Z2N) to positive vectors in

L2(R). We let Nk+1 = Nk + 2N and let zNk+j = Ψ(xj) for all 1 ≤ j ≤ 2N . As y is piecewise

constant, Hi is an interval, and Gi is a finite union of intervals for all 1 ≤ i ≤ 2N , we have

that zj is piecewise constant for all Nk < j ≤ Nk+1. Thus we have satisfied (a).

Note that Ψ((0, ..., 0) ⊕ ( c√
N
, −1√

N
, ..., c√

N
, −1√

N
)) = y, thus by (3) the distance from y to

the span of (zj)
Nk+1

j=Nk+1 is at most ε′ which proves (c) if ε′ is small enough.

Let x ∈ spanj≤Nk
zj. Let (ej)

2N
j=1 denote the unit vector basis for the second coordinate of

ℓ2(Z2N ⊕Z2N). Then by (iii), we have that ⟨Ψ(e2j−1), x⟩ = ⟨Ψ(e2i−1), x⟩ for all 1 ≤ i, j ≤ N ,

and by (iv) we have that ⟨Ψ(e2j), x⟩ = ⟨Ψ(e2i), x⟩ for all 1 ≤ i, j ≤ N . We have that x is

orthogonal to y and y = c√
N

Ψ(e1) − 1√
N

Ψ(e2) + ... + c√
N

Ψ(e2N−1) − 1√
N

Ψ(e2N). Thus the

orthogonal projection of x onto Ψ(ℓ2(Z2N ⊕ Z2N)) is a multiple of Ψ(e1) + cΨ(e2) + ... +

Ψ(e2N−1) + cΨ(e2N). Hence by (2) the orthogonal projection of x onto spanNk<j≤Nk+1
zj =

span1≤j≤2NΨ(xj) has norm at most 2ε′∥x∥. The sequence (zj)
Nk
j=1 is

∏
j≤k(1 + εj) basic and

(zj)
Nk+1

j=Nk+1 is (1 + ε′) basic. The inner product between a unit vector in spanj≤Nk
zj and a

unit vector in spanNk<j≤Nk+1
zj is at most 2ε′. Thus, if ε′ is small enough then (zj)

Nk+1

j=1 is∏
j≤k+1(1 + εj) basic which proves (b). This completes the construction of (zj) by induction.

Remark 5.2.3. Similar to [193], one can use classification theorems to extend the above

result to all separable L2(µ). See, for example, [218] or Section 2.7 of [244]. That is, if L2(µ)

is separable then for all ε > 0 there exists a positive Schauder basis for L2(µ) with basis

constant at most 1 + ε.
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5.3 A large non-negative basic sequence in Lebesgue

spaces

Our method in Section 5.2 repeatedly makes use of orthogonal projections onto subspaces of

L2(R). This prevents us from extending the construction to Lp(R) for p ̸= 2. However, we are

able to obtain the result for large subspaces of Lp(R). Indeed, for ε > 0 and 1 < p <∞, we

will construct a positive (2+ε)-basic sequence (zj)
∞
j=1 in Lp(R) such that Lp(R) is isomorphic

to a subspace of the closed span of (zj)
∞
j=1.

Lemma 5.3.1. For all ε > 0 and 1 < p < ∞ there exists N ∈ N and an ↘ 0 such that∑N
n=1 an > ε−2 and

∑N
n=1(

∑N
j=n a

q
j)
p/q < εp where 1/p+ 1/q = 1.

Proof. We consider the function f : [1,∞) → R given by f(x) = ((x+ 1) ln(x+ 1))−1. Then,∫ ∞

1

f(x) dx =

∫ ∞

1

((x+ 1) ln(x+ 1))−1dx = ∞.

We also have the following upper bound,∫ ∞

1

(∫ ∞

x

f(t)q dt

)p/q
dx =

∫ ∞

1

(∫ ∞

x

((t+ 1) ln(t+ 1))−q dt

)p/q
dx

≤
∫ ∞

1

(∫ ∞

x

(t+ 1)−q dt

)p/q
ln(x+ 1)−p dx as ln(t+ 1)−q ≤ ln(x+ 1)−q

= (q − 1)−p/q
∫ ∞

1

(x+ 1)(1−q)p/q ln(x+ 1)−p dx

= (q − 1)−p/q
∫ ∞

1

(x+ 1)−1 ln(x+ 1)−p dx as p−1+ q−1 = 1

= (q − 1)−p/q(p− 1)−1 ln(2)1−p.

As f is a decreasing function, we have that
∑∞

n=1 f(n) = ∞ and
∑∞

n=1(
∑∞

j=n f(j)q)p/q <∞.

Hence, for all ε > 0 we may choose N ∈ N and an ↘ 0 such that
∑N

n=1 an > ε−2 and∑N
n=1(

∑N
j=n a

q
j)
p/q < εp. In particular, for all ε > 0 we may choose

an =
(

(n+ 2) ln(n+ 2)
)−1(

(q − 1)−p/q(p− 1)−1 ln(2)1−p
)−1/p

ε,

and then choose N ∈ N such that
∑N

n=1 an > ε−2.
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The following lemma is an extension of Lemma 5.2.1 to ℓp(Z2N ⊕Z2N) where 1 < p <∞,

and the proof will follow along the same lines. In the previous section we constructed a

positive Schauder basis for all of L2(R) and this required a variable 0 < c ≤ 1 in Lemma

5.2.1. For p ̸= 2, we will only be constructing a positive Schauder basis for a subspace of

Lp(R), and for this reason we will no longer need the variable c.

Lemma 5.3.2. Let ε > 0 and 1 < p, q <∞ with 1/p+ 1/q = 1. There exists N ∈ N and a

sequence (xj)
2N
j=1 in the positive cone of ℓp(Z2N ⊕ Z2N) such that

(i) (xj)
2N
j=1 is (1 + ε)-basic.

(ii) If f ∗ = (0)2Nj=1 ⊕ (N−1/q)2Nj=1 ∈ ℓq(Z2N ⊕ Z2N) then |f ∗(x)| ≤ ε∥x∥ for all x in the span

of (xj)
2N
j=1.

(iii) The distance from (0)2Nj=1 ⊕ ((−1)jN−1/p) to the span of (xj)
2N
j=1 is at most ε.

Proof. The proof follows the same strategy as Lemma 5.2.1. Fix 0 < ε < 1. By Lemma

5.3.1, there exists N ∈ N and (aj)
N
j=1 ⊆ (0,∞) such that

N∑
n=1

an > ε−2 and
N∑
n=1

( N∑
j=n

aqj

)p/q
< εp. (5.3.1)

Consider the space ℓp(Z2N ⊕Z2N). Let T1 be the cyclic right shift operator on this space.

That is, for (α1, . . . , α2N) ⊕ (β1, . . . , β2N) ∈ ℓp(Z2N ⊕ Z2N) let

T1(α1, α2, ..., α2N) ⊕ (β1, β2, ..., β2N) = (α2N , α1, α2, ..., α2N−1) ⊕ (β2N , β1, β2, ..., β2N−1).

For m ∈ N, we let Tm = (T1)
m. We let (ej)

2N
j=1 be the unit vector basis of ℓp(Z2N) ⊕ 0 and

(fj)
2N
j=1 be the unit vector basis of 0 ⊕ ℓp(Z2N). We denote (e∗j)

2N
j=1 and (f ∗

j )2Nj=1 to be the

biorthogonal functionals to (ej)
2N
j=1 and (fj)

2N
j=1. We let x1 ∈ ℓp(Z2N ⊕ Z2N) be the vector

x1 = e1+
∑N

j=1 aje2j+
∑N

j=1 εajf2j and x2 = e2+εf1. For all 1 ≤ n < N , we let x2n+1 = T2nx1

and x2n+2 = T2nx2. That is,
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x1 = ( 1, a1, 0, a2, 0, a3, ..., aN−1, 0, aN )⊕ ( 0, εa1, 0, εa2, 0, ... ),

x2 = ( 0, 1, 0, 0, 0, 0, ... 0, 0 0 )⊕ ( ε, 0, 0, 0, 0, ... ),

x3 = ( 0, aN , 1, a1, 0, a2, ..., aN−2, 0, aN−1 )⊕ ( 0, εaN , 0, εa1, 0, ... ),

x4 = ( 0, 0, 0, 1, 0, 0, ... 0, 0 0 )⊕ ( 0, 0, ε, 0, 0, ... ),

x5 = ( 0, aN−1, 0, aN , 1, a1, ..., aN−3, 0, aN−2 )⊕ ( 0, εaN−1, 0, εaN , 0, ... ),

x6 = ( 0, 0, 0, 0, 0, 1, ... 0, 0 0 )⊕ ( 0, 0, 0, 0, ε, ... ).
...

...

x2N−3 = ( 0, a3, 0, a4, 0, a5, ... a1, 0, a2 )⊕ ( 0, εa3, 0, εa4, 0, ... )

x2N−2 = ( 0, 0, 0, 0, 0, 0, ... 1, 0, 0 )⊕ ( 0, 0, 0, 0, 0, ... )

x2N−1 = ( 0, a2, 0, a3, 0, a4, ... aN , 1, a1 )⊕ ( 0, εa2, 0, εa3, 0, ... )

x2N = ( 0, 0, 0, 0, 0, 0, ... 0, 0, 1 )⊕ ( 0, 0, 0, 0, 0, ... )

Let f ∗ =
∑2N

j=1N
−1/qf ∗

j and y =
∑2N

j=1(−1)jN−1/pfj We will prove that the sequence

(xj)
2N
j=1 satisfies:

(a) (xj)
2N
j=1 is (1+4ε)-basic.

(b) f ∗(z) ≤ ε∥z∥ for all z in the span of (xj)
2N
j=1.

(c) The distance from y to the span of (xj)
2N
j=1 is at most ε.

We first prove (b). As the unit ball of ℓp(Z2N⊕Z2N) is strictly convex, there exists a

unique unit norm vector z in the span of (xj)
2N
j=1 so that f ∗(z) is maximal. As f ∗ is uniformly

distributed on 0⊕Z2N , z will have the form
∑N

j=1 ax2j−1+
∑N

j=1 bx2j for some a, b ∈ R. One

can check that if a = 0 then f ∗(z) = ε(1+εp)−1/p < ε. We now assume that a ̸= 0. Thus,

f ∗(z) =
f ∗(
∑N

j=1 ax2j−1+
∑N

j=1 bx2j)

∥
∑N

j=1 ax2j−1+
∑N

j=1 bx2j∥
= max

β∈R

|f ∗(
∑N

j=1 x2j−1+
∑N

j=1 βx2j)|
∥
∑N

j=1 x2j−1+
∑N

j=1 βx2j∥

Let A =
∑N

j=1 aj. Then we get the following simplified expansion.

N∑
j=1

x2j−1+
N∑
j=1

βx2j =
N∑
j=1

e2j−1+
N∑
j=1

(
β+

N∑
i=1

ai
)
e2j+

N∑
j=1

εβf2j−1+
N∑
j=1

(
ε

N∑
i=1

ai
)
f2j

=
N∑
j=1

e2j−1+
N∑
j=1

(β+A)e2j+
N∑
j=1

εβf2j−1+
N∑
j=1

εAf2j.
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This gives the following two equalities,

∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥ =
(
N+N |β+A|p+Nεp|β|p+NεpAp

)1/p
, (5.3.2)

f ∗
( N∑
j=1

x2j−1+
N∑
j=1

βx2j

)
= N1/pεβ+N1/pεA. (5.3.3)

Let β ∈ R such that

f ∗(z) =
|f ∗(

∑N
j=1 x2j−1+

∑N
j=1 βx2j)|

∥
∑N

j=1 x2j−1+
∑N

j=1 βx2j∥
.

For λ := β/A, we have the following two results.

∥∥∥ N∑
j=1

x2j−1+
N∑
j=1

βx2j

∥∥∥ =
(
N+N |λA+A|p+Nεp(|λ|A)p+NεpAp

)1/p
>
(
N |λA+A|p

)1/p
= |1+λ|AN1/p,

f ∗
( N∑
j=1

x2j−1+
N∑
j=1

βx2j

)
= N1/pελA+N1/pεA = ε(1+λ)AN1/p.

If λ = −1 then by the above equality we would have f ∗(
∑N

j=1 x2j−1+
∑N

j=1 βx2j) = 0.

Otherwise, we have that,

|f ∗(z)| < ε|1+λ|AN1/p/(|1+λ|AN1/p) = ε.

Thus, we have proven (b). We will now prove (c).

Recall that y =
∑2N

j=1(−1)jN−1/pfj. We have that

∥∥∥( N∑
j=1

1

εAN1/p
x2j−1−

1

εN1/p
x2j

)
−y
∥∥∥ =

∥∥∥ N∑
j=1

1

εAN1/p
e2j−1

∥∥∥
= ε−1A−1

< ε as A =
N∑
j=1

aj > ε−2.
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This proves that the distance from y to the span of (xj)
2N
j=1 is at most ε and hence we

have proven (c).

We now prove (a). Let 0 ≤ M < N and (bj)
2N
j=1 ∈ ℓp(Z2N). We will prove that

∥
∑2M+1

j=1 bjxj∥ ≤ (1+4ε)∥
∑2N

j=1 bjxj∥.

The series
∑2N

j=1 bjxj is expressed in terms of the basis (ej)
2N
j=1∪(fj)

2N
j=1 by

N∑
j=1

b2j−1e2j−1+
N∑
j=1

(
b2j+

N−1∑
i=0

b2i+1aj−i

)
e2j+

N∑
j=1

εb2jf2j−1+
N∑
j=1

(
ε
N−1∑
i=0

b2i+1aj−i

)
f2j. (5.3.4)

The series
∑2M+1

j=1 bjxj is expressed in terms of the basis (ej)
2N
j=1∪(fj)

2N
j=1 by

2M+1∑
j=1

bjxj =
M+1∑
j=1

b2j−1e2j−1+y1,1+y1,2+
M∑
j=1

εb2jf2j−1+y2,1+y2,2. (5.3.5)

Where,

y1,1 =
M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i
)
e2j and y1,2 =

N∑
j=M+1

( M∑
i=0

b2i+1aj−i
)
e2j,

y2,1 =
M∑
j=1

(
ε

M∑
i=0

b2i+1aj−i
)
f2j and y2,2 =

N∑
j=M+1

(
ε

M∑
i=0

b2i+1aj−i
)
f2j.

Note that ∥∥∥ 2N∑
j=1

bjxj

∥∥∥p ≥ ∥∥∥ N∑
j=1

b2j−1e2j−1

∥∥∥p =
N∑
j=1

|b2j−1|p. (5.3.6)

We first show that ∥y1,2∥ < ε∥
∑2N

j=1 bjxj∥.
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∥y1,2∥p =
∥∥∥ N∑
j=M+1

( M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥p
=

N∑
j=M+1

∣∣∣∣∣
M∑
i=0

b2i+1aj−i

∣∣∣∣∣
p

≤
N∑

j=M+1

( M∑
i=0

|b2i+1|p
)( M∑

i=0

aqj−i

)p/q
by Hölder’s Inequality,

≤
∥∥∥ 2N∑
j=1

bjxj

∥∥∥p N∑
j=M+1

( M∑
i=0

aqj−i

)p/q
by (5.3.6),

≤
∥∥∥ 2N∑
j=1

bjxj

∥∥∥p N∑
j=1

( N∑
i=j

aqi

)p/q
<
∥∥∥ 2N∑
j=1

bjxj

∥∥∥pεp by (5.3.1).

Thus we have that,

∥y1,2∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.3.7)

The same argument as above gives the following inequality.∥∥∥ M∑
j=1

( N−1∑
i=M+1

b2i+1aj−i

)
e2j

∥∥∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.3.8)

We can now estimate ∥y1,1∥.

∥y1,1∥ =
∥∥∥ M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥
<
∥∥∥ M∑
j=1

(
b2j+

M∑
i=0

b2i+1aj−i

)
e2j

∥∥∥−∥∥∥ M∑
j=1

( N−1∑
i=M+1

b2i+1aj−i

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥ by (5.3.8)

≤
∥∥∥ M∑
j=1

(
b2j+

N−1∑
i=0

b2i+1aj−i

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
=
∥∥∥ M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥.
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Thus, we have that

∥y1,1∥ <
∥∥∥ M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.3.9)

The same technique for estimating y1,1 and y1,2 gives that

∥y2,1∥ <
∥∥∥ M∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥ and ∥y2,2∥ < ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥. (5.3.10)

We consider (5.3.5) with the inequalities (5.3.7), (5.3.9), and (5.3.10) to get

∥∥∥ 2M+1∑
j=1

bjxj

∥∥∥ < ∥∥∥M+1∑
j=1

b2j−1e2j−1+
M∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

+
M∑
j=1

εb2jf2j−1+
M∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
≤
∥∥∥ N∑
j=1

b2j−1e2j−1+
N∑
j=1

(
b2j+

N∑
i=1

b2j−2i−1ai

)
e2j

+
N∑
j=1

εb2jf2j−1+
N∑
j=1

(
ε

N∑
i=1

b2j−2i−1ai

)
f2j

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥
=
∥∥∥ 2N∑
j=1

bjxj

∥∥∥+4ε
∥∥∥ 2N∑
j=1

bjxj

∥∥∥.
This proves for all 0 ≤ M < N that ∥

∑2M+1
j=1 bjxj∥ ≤ (1+4ε)∥

∑2N
j=1 bjxj∥. The same

argument proves that also ∥
∑2M

j=1 bjxj∥ ≤ (1+4ε)∥
∑2N

j=1 bjxj∥. Thus, the sequence (xj)
2N
j=1

has basic constant (1+4ε) and we have proven (a).

We now show how the conditional positive basic sequence constructed in Lemma 5.3.2

can be inductively used to build a basic sequence in Lp(R). We will construct a positive

basic sequence in Lp(R) which contains a perturbation of a Haar type system in Lp([0, 1]).

Recall that a sequence of vectors (gj)
∞
j=0 in Lp([0, 1]) is called a Haar type system if there

is a sequence of partitions ({Ej,n}2
n−1
j=0 )∞n=0 of [0, 1] such that E0,0 = [0, 1] and g0 = 1[0,1] and

for all n ∈ N and 0 ≤ j ≤ 2n−1 − 1 we have that {E2j,n, E2j+1,n} is a partition of Ej,n−1

with λ(E2j,n) = λ(E2j+1,n) = 2−n and g2n−1+j = 2(n−1)/p(1E2j,n
− 1E2j+1,n

). Note that the

Haar basis for Lp([0, 1]) is a Haar type system, and every Haar type system in Lp([0, 1])

is 1-equivalent to the Haar basis. Thus, if (gj)
∞
j=0 is a Haar type system in Lp([0, 1]) then
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the closed span of (gj)
∞
j=0 is isometric to Lp([0, 1]). We will denote the usual Haar basis for

Lp([0, 1]) by (hj)
∞
j=0, and denote its dual sequence by (h∗j)

∞
j=0 (which is just the Haar basis

for Lq([0, 1]) for 1/p+ 1/q = 1.)

Theorem 5.3.3. For all 1 < p <∞, there exists a positive Schauder basic sequence (zj)
∞
j=0

in Lp(R) such that Lp(R) is isomorphic to a subspace of the closed span of (zj)
∞
j=0.

Proof. Let 0 < ε < 1 and εj ↘ 0 such that
∑

2εj < ε and
∏

(1 + εj) < 1 + ε. We

will inductively construct a sequence of non-negative vectors (zj)
∞
j=0 in Lp(R), increasing

sequences of integers (Mj)
∞
j=0 and (Nj)

∞
j=0, and a Haar type system (gj)

∞
j=0 in Lp([0, 1]) such

that M0 = N0 = 0, z0 = g0 = 1[0,1], and for all n ∈ N we have that

(a) gn ∈ span(hj)
Mn
j=Mn−1+1.

(b) span(zj|[0,1])Nn
j=0 ⊆ span(hj)

Mn
j=0 and each of the functions (zj|[0,1]c)Nn−1

j=0 have disjoint

support from each of the functions (zj|[0,1]c)Nn
j=Nn−1+1.

(c) If PMn−1 is the basis projection onto span(hj)
Mn−1

j=0 then ∥PMn−1x∥ ≤ εn∥x∥ for all

x ∈ span(zj)
Nn
j=Nn−1+1.

(d) (zj)
Nn
j=Nn−1+1 is (1 + ε)−basic.

(e) dist(gn, spanNn−1<j≤Nn(zj)) < εn.

Before proving that this is possible, we show that building such a sequence (zj)
∞
j=0 will

prove our theorem. By (e), the span of (zj)
∞
j=0 contains a perturbation of a Haar type system

for Lp([0, 1]) and hence Lp([0, 1]) is isomorphic to a subspace of the closed span of (zj)
∞
j=0.

We now show that (zj)
∞
j=0 is a basic sequence. Let x =

∑∞
j=0 ajzj ∈ span(zj)

∞
j=0 and let

N ∈ N. We will prove that ∥
∑∞

j=0 ajzj∥ ≥ 1
2(1+ε)2

∥
∑N

j=0 ajzj∥.

We denote x0 = a0z0 and xn =
∑Nn

j=Nn−1+1 ajzj for all n ∈ N. We denote y0 = x0 and

yn = xn−PMn−1xn for all n ∈ N. By (c), we have that ∥yn− xn∥ ≤ εn∥xn∥. We have by (b)

that (yn|[0,1])∞n=1 is a block sequence of the Haar basis and that (yn|[0,1]c)∞n=1 is a sequence of

vectors with disjoint support. Thus (yn)∞n=0 is 1-basic as the Haar sequence is 1-basic. As

(xn)∞n=0 is a perturbation of (yn)∞n=0, we have that (xn)∞n=0 is (1 + ε)-basic. Let K ∈ N∪ {0}
such that NK < N ≤ NK+1. Thus,

∥x∥ ≥ (1 + ε)−1∥
K∑
n=0

xn∥ and ∥x∥ ≥ (1 + ε)−1∥xK+1∥.
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By (d), we have that ∥xK+1∥ ≥ (1 + ε)−1∥
∑N

j=NK+1 ajzj∥. Thus, we have that

∥∥∥ ∞∑
j=0

ajzj

∥∥∥ ≥ (1 + ε)−1 max
(∥∥∥ K∑

n=0

xn

∥∥∥, ∥xK+1∥
)

≥ (1 + ε)−1 max
(∥∥∥ K∑

n=0

xn

∥∥∥, (1 + ε)−1
∥∥∥ N∑
j=NK+1

ajzj

∥∥∥)
≥ 2−1(1 + ε)−2

∥∥∥ K∑
n=0

xn +
N∑

j=NK+1

ajzj

∥∥∥
= 2−1(1 + ε)−2

∥∥∥ N∑
j=0

ajzj

∥∥∥.
This proves that (zj)

∞
j=0 is 2(1 + ε)2-basic. Thus all that remains is to construct (zj)

∞
j=0 and

(gj)
∞
j=0 by induction.

For the base case we take z0 = g0 = 1[0,1], M0 = N0 = 0, M−1 = N−1 = −1, and we

formally define P−1 = 0 as the projection onto the zero vector. Thus all five conditions are

trivially satisfied for n = 0. Now let k ∈ N0 and assume that (gm)km=0 and (zm)Nk
m=0 have been

chosen to satisfy conditions (a),(b),(c),(d), and (e). For each m ∈ N we let m = 2nm−1 + jm

where nm ∈ N and 0 ≤ jm < 2nm−1. For 1 ≤ m ≤ k, we denote E2jm,nm ⊆ [0, 1] to be the

support of g+m and E2jm+1,nm ⊆ [0, 1] to be the support of g−m. Being an initial segment of

a Haar type system, E2jm,nm ∪ E2jm+1,nm = Ejm,nm−1 for 1 ≤ m ≤ k, and for the induction

we must find an appropriate partition of Ejk+1,nk+1−1. Note that if jk + 1 < 2nk−1 then

jk+1 = jk + 1 and nk+1 = nk; if jk + 1 = 2nk−1 then jk+1 = 0 and nk+1 = nk + 1.

As (gm)km=0 is contained in the span of the initial segment of the Haar basis (hj)
Mk
j=0, we

may partition Ejk+1,nk+1−1 into two sets of equal measure E2jk+1,nk+1
and E2jk+1+1,nk+1

such

that both sets are a finite union of disjoint dyadic intervals and for all x ∈ span(hj)
Mk
j=0,

the distribution of x|E2jk+1,nk+1
is the same as the distribution of x|E2jk+1+1,nk+1

. We let

gk+1 = 2(nk+1−1)/p(1E2jk+1,nk+1
− 1E2jk+1+1,nk+1

). As the support of g+k+1 and the support of

g−k+1 are both finite unions of disjoint dyadic intervals, we have that gk+1 ∈ span(hj)
∞
j=1.

Let 0 ≤ m ≤ Mk. As the distribution of hm|E2jk+1,nk+1
is the same as the distribution of

hm|E2jk+1+1,nk+1
, we have that h∗m(gk+1) = 0. Thus, gk+1 ∈ span(hj)

∞
j=Mk+1.

Thus, we have the following three properties.
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(α) (gj)
k+1
j=0 is the initial segment of a Haar type system in Lp([0, 1]),

(β) gk+1 ∈ span(hj)
∞
j=Mk+1,

(γ) For all x ∈ span(hj)
Mk
j=0, the distribution of x|supp(g+k+1)

is the same as the distribution

of x|supp(g−k+1)
.

By Lemma 5.3.2 there exists N ∈ N and (xj)
2N
j=1 in the positive cone of ℓp(Z2N ⊕ Z2N)

such that

(i) (xj)
2N
j=1 is (1 + ε)-basic.

(ii) If f = (0)2Nj=1 ⊕ ((2N)−1/q)2Nj=1 ∈ ℓq(Z2N) ⊕ ℓq(Z2N) then (2N)1/q|f(x)| ≤ εk+1

Mk+1
∥x∥ for

all x in the span of (xj)
2N
j=1.

(iii) The distance from (0)2Nj=1 ⊕ ((−1)j(2N)−1/p) to the span of (xj)
2N
j=1 is at most εk+1.

As in the proof of Theorem 5.2.2, there exists a sequence of finite unions of disjoint dyadic

intervals (Gj)
2N
j=1 in [0, 1] such that

(i) The sequence (Gj)
2N
j=1 is pairwise disjoint and λ(Gj) = λ(Gi) for all i, j.

(ii) ∪Nj=1G2j−1 is the support of g+k+1 and ∪Nj=1G2j is the support of g−k+1.

(iii) For all x ∈ span(hj)
Mk
j=0, the sequence of functions (x|Gj

)2Nj=1 all have the same distri-

bution.

Let (Hj)
2N
j=1 be a sequence of unit length intervals in R \ [0, 1] with pairwise disjoint

support which is disjoint from the support of zj for all 0 ≤ j ≤ Nk. We now define a map

Ψ : ℓp(Z2N ⊕ Z2N) → Lp(R) by

Ψ(α1, ..., α2N , β1, ..., β2N) =
N∑
j=1

(2N)1/pβ2j−11G2j−1
g+k+1 +

N∑
j=1

(2N)1/pβ2j1G2j
g−k+1 +

2N∑
j=1

αj1Hj
.

By (i), (ii), and that ∥g−k+1∥ = ∥g+k+1∥ = 2−1/p we have that ∥1G2j−1
g+k+1∥ = (2N)−1/p and

∥1G2j
g−k+1∥ = (2N)−1/p for all 1 ≤ j ≤ N . Thus, Ψ is an isometric embedding and maps

positive elements of ℓp(Z2N ⊕ Z2N) to positive functions in Lp(R). We let Nk+1 = Nk + 2N

and let zNk+j = Ψ(xj) for all 1 ≤ j ≤ 2N . Thus, (d) is clearly satisfied.
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Note that Ψ((0, ..., 0) ⊕ ( 1
(2N)1/p

, −1
(2N)1/p

, ..., 1
(2N)1/p

, −1
(2N)1/p

)) = gk+1, thus by (3) the dis-

tance from gk+1 to the span of (zj)
Nk+1

j=Nk+1 is at most εk+1 which proves (e).

Let z ∈ span(zj)
Nk+1

j=Nk+1 with ∥z∥ = 1. We now prove that ∥PMk
z∥ ≤ εk+1. Note that

PMk
(z) =

∑Mk

j=0 h
∗
j(z)hj. Let 1 ≤ m ≤ Mk. We have that the functions (hm|Gj

)2Nj=1 all

have equal distribution and gk+1 ∈ span(hj)
∞
j=Mk+1. Hence, h∗m(1Gj

) is independent of j.

Let x = (α1, ..., α2N , β1, ..., β2N) ∈ span(xj)
2N
j=1 such that Ψ(x) = z. Let f = (0)2Nj=1 ⊕

((2N)−1/q)2Nj=1 ∈ ℓq(Z2N) ⊕ ℓq(Z2N). By (2), we have that (2N)1/q|f(x)| ≤ εk+1

Mk+1
. Since the

biorthogonal functionals (h∗j)
∞
j=0 form the standard Haar basis in Lq([0, 1]), h∗m is a multiple

of hm, and we denote this multiple by Cp,m. We now have that

|h∗m(z)| = Cp,m|
∫ 1

0

hmz dt|

= Cp,m

∣∣∣ ∫ 1

0

hmΨ(x)dt
∣∣∣

= Cp,m

∣∣∣ ∫ 1

0

hm

N∑
j=1

(2N)1/pβ2j−11G2j−1
g+k+1 +

N∑
j=1

(2N)1/pβ2j1G2j
g−k+1dt

∣∣∣
=
∣∣∣ N∑
j=1

β2j−1 +
N∑
j=1

β2j

∣∣∣(2N)1/p2(nk+1−1)/p
∣∣∣h∗m(1G1)

∣∣∣
≤ (2N)1/q|f(x)| ≤ εk+1

Mk + 1
.

Thus we have that ∥PMk
z∥ = ∥

∑Mk

j=0 h
∗
j(z)hj∥ ≤

∑Mk

j=0 ∥h∗j(z)hj∥ ≤ εk+1. This proves (c).

For all 1 ≤ j ≤ 2N , we have that Gj is a finite union of disjoint dyadic intervals. Thus,

span(zj|[0,1])
Nk+1

j=Nk+1 ⊆ span(hj)
∞
j=0. By (β), we also have that gk+1 ∈ span(hj)

∞
j=Mk+1. We

now chooseMk+1 ∈ N such that span(zj|[0,1])
Nk+1

j=Nk+1 ⊆ span(hj)
Mk+1

j=0 and gk+1 ∈ span(hj)
Mk+1

j=0 .

Thus, (a) holds and our proof is complete.

5.4 Schauder frames

Previously, we have considered Schauder bases for Banach spaces, which give unique repre-

sentations for vectors. Given a Banach space X with dual X∗, a sequence of pairs (xj, fj)
∞
j=1
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in X ×X∗ is called a Schauder frame or quasi-basis of X if

x =
∞∑
j=1

fj(x)xj for all x ∈ X. (5.4.1)

A Schauder frame is called unconditional if the above series converges in every order. Schauder

frames are a possibly redundant coordinate system in that the sequence of coefficients

(fj(x))∞j=1 which can be used to reconstruct x in (5.4.1) may not be unique. Note that

if (xj)
∞
j=1 is a Schauder basis of X with biorthogonal functionals (x∗j)

∞
j=1 then (xj, x

∗
j)

∞
j=1 is a

Schauder frame of X. Thus, Schauder frames are a generalization of Schauder bases.

For all 1 ≤ p < ∞, there does not exist an unconditional Schauder frame (xj, fj)
∞
j=1

for Lp(R) such that (xj)
∞
j=1 is a sequence of non-negative functions [285]. However, for all

1 ≤ p < ∞, there does exist a conditional Schauder frame (xj, fj)
∞
j=1 for Lp(R) such that

(xj)
∞
j=1 is a sequence of non-negative functions [285]. Indeed, if (ej)

∞
j=1 is a Schauder basis for

Lp(R) with biorthogonal functionals (e∗j)
∞
j=1 then we may define a Schauder frame (xj, fj)

∞
j=1

for Lp(R) by x2j = e+j , x2j−1 = e−j , f2j = e∗j , and f2j−1 = −e∗j for all j ∈ N.

For each 1 ≤ p < ∞ and λ ∈ R, we may define the right translation operator Tλ :

Lp(R) → Lp(R) by Tλf(t) = f(t− λ). Given 1 ≤ p <∞, f ∈ Lp(R), and (λj)
∞
j=1 ⊆ R, there

have been many interesting results on the possible structure of (Tλjf)∞j=1, and the relation

on the values (λj)
∞
j=1 can be very subtle. For example, if 1 ≤ p ≤ 2 then a simple Fourier

transform argument gives that (Tjf)j∈Z does not have dense span in Lp(R) [21, 254, 255,

256]. On the other hand, if 2 < p < ∞ then there does exist f ∈ Lp(R) such that the span

of (Tjf)j∈Z is dense in Lp(R) [21, 254, 255, 256]. Surprisingly, if εj ̸= 0 for all j ∈ Z and

εj → 0 for |j| → ∞ then there does exist f ∈ L2(R) such that (Tj+εjf)j∈Z has dense span

in L2(R) [267]. For any (λj)
∞
j=1 ⊆ R, 1 ≤ p < ∞, and f ∈ Lp(R) the sequence (Tλjf)∞j=1

is not an unconditional Schauder basis for Lp(R) ([268] for p = 2, [260] for 1 < p ≤ 4, and

[114] for 4 < p). However, if 2 < p and (λj)
∞
j=1 is unbounded then there exists f ∈ Lp(R)

and a sequence of functionals (gj)
∞
j=1 such that (Tλjf, gj)

∞
j=1 is an unconditional Schauder

frame of Lp(R) [114]. It was not known for 1 ≤ p < 2 if there exists (λj)
∞
j=1 ⊆ R, f ∈ Lp(R),

and a sequence of functionals (gj)
∞
j=1 such that (Tλjf, gj)

∞
j=1 is an unconditional Schauder

frame or even conditional Schauder frame for Lp(R). However, if the sequence (gj)
∞
j=1 is

semi-normalized (in particular (∥gj∥−1)∞j=1 is bounded) then (Tλjf, gj)
∞
j=1 cannot be an un-

conditional Schauder frame for Lp(R) for 1 ≤ p ≤ 2 [50].
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We will prove for all 1 ≤ p <∞ that there exists a single non-negative function f ∈ Lp(R)

such that (Tλjf, gj)
∞
j=1 is a Schauder frame for Lp(R) for some sequence of constants (λj)

∞
j=1

and some sequence of functionals (gj)
∞
j=1. We will obtain this as a corollary from the following

general result about the existence of certain Schauder frames, which we believe to be of

independent interest. The proof of the following theorem is inspired by Pelczynski’s proof

that every separable Banach space with the bounded approximation property is isomorphic

to a complemented subspace of a Banach space with a Schauder basis [273].

Theorem 5.4.1. Let X be a Banach space with a Schauder basis (ej)
∞
j=1. Suppose that

D ⊆ X is a subset whose span is dense in X. Then there exists a Schauder frame (quasi-

basis) for X whose vectors are elements of D.

Proof. As (ej)
∞
j=1 is a Schauder basis of X, there exists εj ↘ 0 such that if (uj)

∞
j=1 ⊆ X and

∥ej − uj∥ < εj for all j ∈ N then (uj)
∞
j=1 is a Schauder basis of X (see Theorem 1.3.19 [9]).

As the span of D is dense in X we may choose (uj)
∞
j=1 ⊆ span(D) such that ∥ej − uj∥ < εj

for all j ∈ N. Let (u∗j)
∞
j=1 be the sequence of biorthogonal functionals to (uj)

∞
j=1. For

each n ∈ N, we may choose a linearly independent and finite ordered set (xj,n)Jnj=1 in D such

that un can be expressed as the finite sum un =
∑Jn

j=1 aj,nxj,n where aj,n are non-zero scalars.

Let Cn be the basis constant of (xj,n)Jnj=1 and choose Nn ∈ N such that Cn ≤ Nn. We

currently have that un may be uniquely expressed as un =
∑Jn

j=1 aj,nxj,n, but to make a

Schauder frame we will use the redundant expansion un =
∑Nn

i=1

∑Jn
j=1N

−1
n aj,nxj,n. We

claim that ((xj,n, N
−1
n aj,nu

∗
n))n∈N,1≤i≤Nn,1≤j≤Jn is a Schauder frame of X where we order

{(n, i, j)}n∈N,1≤i≤Nn,1≤j≤Jn lexicographically. That is, (n1, i1, j1) ≤ (n2, i2, j2) if and only if

(i) n1 < n2, or

(ii) n1 = n2 and i1 < i2, or

(iii) n1 = n2 and i1 = i2 and j1 ≤ j2.

Let x ∈ X and ε > 0. Choose N ∈ N such that ∥
∑m2

n=m1
u∗n(x)un∥ < ε for all m2 ≥ m1 ≥

N . Consider a fixed (n0, i0, j0) with n0 > N , 1 ≤ j0 ≤ Jn0 , and 1 ≤ i0 ≤ Nn0 . We now have
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that, ∥∥∥x− ∑
(n,i,j)≤(n0,i0,j0)

N−1
n aj,nu

∗
n(x)xj,n

∥∥∥
≤
∥∥∥x− n0−1∑

n=1

Nn∑
i=1

Jn∑
j=1

N−1
n aj,nu

∗
n(x)xj,n

∥∥∥+
∥∥∥ i0−1∑
i=1

Jn0∑
j=1

N−1
n0
aj,n0u

∗
n0

(x)xj,n0

∥∥∥
+
∥∥∥ j0∑
j=1

N−1
n0
aj,n0u

∗
n0

(x)xj,n0

∥∥∥
≤
∥∥∥x− n0−1∑

n=1

u∗n(x)un

∥∥∥+

i0−1∑
i=1

N−1
n0

∥u∗n0
(x)un0

∥∥∥+
∥∥∥ j0∑
j=1

N−1
n0
aj,n0u

∗
n0

(x)xj,n0

∥∥∥
< ε+ ε+ Cn0

∥∥∥ Jn0∑
j=1

N−1
n0
aj,n0u

∗
n0

(x)xj,n0

∥∥∥
= ε+ ε+ Cn0N

−1
n0

∥u∗n0
(x)un0∥

< ε+ ε+ ε as Cn0 ≤ Nn0 .

We have that
∑

(n,i,j)N
−1
n aj,nu

∗
n(x)xj,n converges to x, and hence the sequence of pairs

((xj,n, N
−1
n aj,nu

∗
n))n∈N,1≤i≤Nn,1≤j≤Jn is a Schauder frame of X.

The previous theorem applied to Banach spaces with a Schauder basis, and we now show

that the same conclusion can be obtained for separable Banach spaces with the bounded

approximation property.

Corollary 5.4.2. Let X be a separable Banach space with the bounded approximation

property (i.e. X has a quasi-basis). Suppose that D ⊆ X is a subset whose span is dense in

X. Then there exists a Schauder frame (quasi-basis) for X whose vectors are elements of D.

Proof. As X is separable and has the bounded approximation property there exists a Banach

space Y with a basis such that X ⊆ Y and there is a bounded projection P : Y → X. As the

span of D is dense in X, the span of D ∪ (IY − P )Y is dense in Y , where IY is the identity

operator on Y . By Theorem 5.4.1, there exists a Schauder frame (xj, fj)
∞
j=1 ∪ (yj, gj)

∞
j=1 for

Y , where xj ∈ D and yj ∈ (IY −P )Y for all j ∈ N. The projection of a Schauder frame onto

a complemented subspace is a Schauder frame for that subspace. Thus, (Pxj, fj|X)∞j=1 ∪
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(Pyj, gj|X)∞j=1 is a Schauder frame for X. This is the same as, (xj, fj|X)∞j=1 ∪ (0, gj|X)∞j=1.

Hence, (xj, fj|X)∞j=1 is a Schauder frame of X whose vectors are in D.

We now give the following application to translations of a single positive vector.

Corollary 5.4.3. For all 1 ≤ p <∞, the Banach space Lp(R) has a Schauder frame of the

form (xj, fj)
∞
j=1 where (xj)

∞
j=1 is a sequence of translates of a single non-negative function.

In the range 1 < p <∞ this function can be taken to be the indicator function of a bounded

interval in R, and for p = 1 the function can be any non-negative function whose Fourier

transform has no real zeroes.

Proof. We first consider the case p = 1. Let f ∈ L1(R). By Wiener’s tauberian theorem,

the set of translations of f has dense span in L1(R) if and only if the Fourier transform

of f has no real zeroes [328]. Thus by Theorem 5.4.1 if the Fourier transform of f has no

real zeroes then there exists a sequence of translations (xj)
∞
j=1 of f and a sequence of linear

functionals (fj)
∞
j=1 such that (xj, fj)

∞
j=1 is a Schauder frame of L1(R). As an example of a

function f ∈ L1(R) such that f̂ has no real zeroes, one can take f(t) = e−t
2

for all t ∈ R.

We now fix 1 < p < ∞ and consider the interval (0, 1] ⊆ R. Note that the span of the

indicator functions of bounded intervals in R is dense in Lp(R). Thus we just need to prove

that every indicator function of a bounded interval is in the closed span of the translates of

(0, 1] and then apply Theorem 5.4.1 to get a Schauder frame of translates of the indicator

function of (0, 1]. Let D ⊆ Lp(R) be the span of the set of translates of 1(0,1].

Let 1 > ε > 0. For each λ ∈ R, we denote Tλ : Lp(R) → Lp(R) to be the operator which

shifts functions λ to the right. That is, for all f ∈ Lp(R), Tλf(t) = f(t − λ) for all t ∈ R.

Let x1 = 1(0,1] − Tε1(0,1] = 1(0,ε] − 1(1,1+ε]. Thus, x1 ∈ D. For n ∈ N, we define xn+1 ∈ D by

xn+1 =
n∑
j=0

Tjx1 =
n∑
j=0

1(j,j+ε] − 1(j+1,j+1+ε] = 1(0,ε] − 1(n+1,n+1+ε].

As 1 < p < ∞, the sequence (xn)∞n=1 converges weakly to 1(0,ε]. Thus, 1(0,ε] is in the

weak-closure and hence norm-closure of D as D is convex. This proves that every indicator

function of an interval of length at most 1 is contained in D. As every bounded interval is

the disjoint union of finitely many intervals of length at most 1, we have that the indicator

function of any bounded interval is contained in D.
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When using a Schauder basis or Schauder frame to reconstruct a vector in a Banach

space, we have that the partial sums of the series in (5.2.1) and (5.4.1) converge in norm. A

Banach lattice is a Banach space endowed with an appropriate partial order. For example

Lp(R) is a Banach lattice with the partial order given for f, g ∈ Lp(R) by f ≤ g if and only

if f(t) ≤ g(t) for a.e. t ∈ R. When considering Banach lattices, one cares about both the

norm structure of the Banach space as well as the endowed order structure. This leads us to

consider Schauder bases and Schauder frames where the partial sums of the reconstruction

formula converge in order as well as in norm.

Let (yn)∞n=1 be a sequence in a Banach lattice X. We say that (yn)∞n=1 converges uniformly

to y and write yn
u−→ y if there exists a positive vector w ∈ X such that for all ε > 0 there

exists N ∈ N such that |y − yn| ≤ εw for all n ≥ N . The vector w is called a regulator of

the sequence (yn)∞n=1. Let (xj)
∞
j=1 be a Schauder basis for a subspace E of Banach lattice X

with biorthogonal functionals (x∗j)
∞
j=1. We say that the sequence (xj)

∞
j=1 is bibasic if for all

x ∈ E we have that
∑n

j=1 x
∗
j(x)xj

u−→ x. Similarly, let (xj, fj)
∞
j=1 be a Schauder frame for a

subspace E of a Banach lattice X. We say that (xj, fj)
∞
j=1 is a u-frame if for all x ∈ E we

have that
∑n

j=1 fj(x)xj
u−→ x. The difference between the two names (bibasis and u-frame)

is that the bibasis condition is equivalent to multiple different properties [314, Theorem 3.1]

or [315, Theorem 20.1], whereas this is not the case in the context of frames.

We now extend Theorem 5.4.1 to the setting of Banach lattices with a bibasis.

Theorem 5.4.4. Let X be a Banach lattice with a bibasis (ej)
∞
j=1. Suppose that D ⊆ X is

a subset whose span is dense in X. Then there exists a u-frame for X whose vectors are

elements of D.

Proof. The proof begins analogously to Theorem 5.4.1, noting that small perturbations of

bibases are bibases ([314, Theorem 4.2]).

We construct (un)∞n=1 and ((xj,n)j∈Jn)∞n=1 as in the proof of Theorem 5.4.1. We currently

have that ((xj,n, N
−1
n aj,nu

∗
n))n∈N,1≤i≤Nn,j∈Jn is a Schauder frame of X in the lexicographical

order whenever the Nn are sufficiently large. We now need to show that it is a u-frame.

For each n ∈ N, we define vn =
∑

j∈Jn |xj,n|. Let v =
∑∞

n=1
1
2n

vn
∥vn∥ and choose Nn ∈ N

such that Nn ≥ 4n∥u∗n∥∥vn∥maxj∈Jn |aj,n|. Then for each x ∈ X and each subset In of Jn,

|
∑

j∈In N
−1
n aj,nu

∗
n(x)xj,n| ≤ 1

2n
v∥x∥. We claim that ((xj,n, N

−1
n aj,nu

∗
n))n∈N,1≤i≤Nn,j∈Jn is a
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u-frame of X where, again, we order {(n, i, j)}n∈N,1≤i≤Nn,j∈Jn lexicographically.

Let x ∈ X and let w ∈ X+ be a regulator for
∑n

j=1 u
∗
n(x)un

u−→ x. In particular, for

all ε > 0 there exists N ∈ N such that 1
2N

∥x∥ < ε and |
∑m2

n=m1
u∗n(x)un| ≤ εw for all

m2 ≥ m1 ≥ N . Consider a fixed (n0, i0, j0) with n0 > N , j0 ∈ Jn0 , and 1 ≤ i0 ≤ Nn0 . By

analogous estimates one shows that∣∣∣∣∣∣x−
∑

(n,i,j)≤(n0,i0,j0)

N−1
n aj,nu

∗
n(x)xj,n

∣∣∣∣∣∣ ≤ 3ε(v ∨ w).

Hence
∑

(n,i,j)N
−1
n aj,nu

∗
n(x)xj,n converges to x uniformly with regulator v ∨ w, proving

that ((xj,n, N
−1
n aj,nu

∗
n))n∈N,1≤i≤Nn,j∈Jn is a u-frame of X.

The Haar system is not a bibasis for L1(R), but the Haar system is a bibasis for Lp(R)

for the range 1 < p < ∞ [144]. Thus, the following corollary follows from Theorem 5.4.4

and Corollary 5.4.3.

Corollary 5.4.5. For all 1 < p < ∞, the Banach space Lp(R) has a u-frame of the form

(xj, fj)
∞
j=1 where (xj)

∞
j=1 is a sequence of translates of a single non-negative function. Fur-

thermore, this function can be taken to be the indicator function of a bounded interval in

R.

As in Corollary 5.4.2, it is possible to weaken the assumptions in Theorem 5.4.4. However,

a direct application of the proof in Corollary 5.4.2 does not apply in the lattice case. Instead,

we notice that the bibasis assumption was only used to justify a small perturbation argument.

The next proposition establishes a stability for u-frames that likely can be improved, but is

sufficient for our purposes.

Proposition 5.4.6. Suppose (xj, fj) is a u-frame for a closed subspace E of a Banach lattice

X, and let 0 < ε < 1. Then if (yj) is a sequence in E with the property that

∥xj − yj∥ ≤ ε

22j+1∥fj∥
,

then there exists gj ∈ E∗ such that (yj, gj) is a u-frame for E.

Proof. For x ∈ E define S(x) =
∑∞

j=1 fj(x)(xj − yj). It is shown in [285, Lemma 2.3] that S

is well-defined, and ∥S∥ < 1. In fact, it is easy to see that the sum is uniformly Cauchy, and

hence uniformly converges. One then defines T = I − S, so that T (x) = u−
∑∞

j=1 fj(x)yj is
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an invertible operator on E. Replacing x with T−1x, we see that x = u−
∑∞

j=1 fj(T
−1x)yj,

so that (yj, (T
−1)∗fj) is a u-frame for E.

Incorporating this small perturbation result into the proof of Theorem 5.4.4, we obtain

the following.

Corollary 5.4.7. Let E be a closed subspace of a Banach lattice X and let D ⊆ E have

dense span. If E admits a u-frame, then there is a u-frame (xj, fj) for E with each xj ∈ D.

Remark 5.4.8. Although Corollary 5.4.7 involves notions from Banach lattice theory, it

actually implies Corollary 5.4.2. Indeed, let X be a Banach space with a Schauder frame

and let D ⊆ X be a subset whose span is dense in X. Since X is separable, we may view

X as a subspace of C[0, 1]. However, in C[0, 1] it is easy to see that norm convergence and

u-convergence coincide. Hence, we deduce that X has a u-frame when viewed as a subspace

of C[0, 1]. We then apply Corollary 5.4.7 to find a u-frame (which, in particular, will be a

frame) (xj, fj) for X with each xj ∈ D. Recovering Corollary 5.4.2 is one reason we chose

to present Corollary 5.4.7 for u-frames instead of other types of order convergence.

5.5 Open problems

Johnson and Schechtman constructed a Schauder basis for L1(R) consisting of non-negative

functions [193], and in Theorem 5.2.2 we construct a Schauder basis for L2(R) consisting of

non-negative functions. The following remaining cases are still open.

Question 5.5.1. Let 1 < p < ∞ with p ̸= 2. Does Lp(R) have a Schauder basis consisting

of non-negative functions?

In Theorem 5.3.3, we showed that Lp(R) contains a basic sequence (fn)∞n=1 of non-negative

functions such that Lp(R) embeds into the closed span of (fn)∞n=1. Furthermore, the proof

gives that for all ε > 0, (fn)∞n=1 can be chosen to be (2 + ε)-basic.

Question 5.5.2. Let 1 ≤ p < ∞ with p ̸= 2. For all ε > 0, does Lp(R) contain a (1 + ε)-

basic sequence (fn)∞n=1 of non-negative functions such that Lp(R) embeds into the closed

span of (fn)∞n=1? What is the infimum of the set of all basis constants of non-negative bases

in L1(R)?

The questions about non-negative bases in Lp(R) that are considered here and in [285]

naturally extend to general Banach lattices. We say that a Schauder basis (xn)∞n=1 of a
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Banach lattice is positive if xn ≥ 0 for all n ∈ N. We say that a Schauder basis (xn)∞n=1

has positive biorthogonal functionals if the biothorgonal functionals (x∗n)∞n=1 satisfy x∗n ≥ 0

for all n ∈ N. In the case of Lp(µ) or C([0, 1]), Schauder bases of non-negative functions

correspond exactly with Schauder bases of positive vectors. The unit vector basis for ℓp is a

positive Schauder basis for all 1 ≤ p < ∞, and the Faber-Schauder system in C([0, 1]) is a

Schauder basis of non-negative functions [107].

The existence of positive bases in L1 has the following application to the general theory

of Banach lattices:

Proposition 5.5.3. Every separable Banach lattice embeds lattice isometrically into a Ba-

nach lattice with a positive Schauder basis.

Proof. It was shown in [223] that every separable Banach lattice embeds lattice isometrically

into C(∆, L1), where ∆ denotes the Cantor set and C(∆, L1) denotes the Banach space of

continuous functions from ∆ to L1. Hence, it suffices to show that C(∆, L1) has a positive

Schauder basis.

By [193], L1 has a basis (fj) of positive vectors, and by the proof of [300, Proposition

2.5.1], C(∆) has a basis (di) of positive vectors. For each i, j ∈ N, define di ⊗ fj ∈ C(∆, L1)

via (di ⊗ fj)(t) = di(t)fj for all t ∈ ∆. Clearly, di ⊗ fj ≥ 0 in C(∆, L1).

Now note that C(∆, L1) is lattice isometric to C(∆)⊗λL1, the injective tensor product of

C(∆) and L1. We order the collection (di⊗ fj)i,j∈N into the sequence (zk)
∞
k=1 by z1 = d1⊗ f1

and for k > 1 we let

zk =

di ⊗ fn+1 for k = n2 + i where i, n ∈ N and 1 ≤ i ≤ n+ 1,

dn+1 ⊗ fn+1−i for k = n2 + n+ 1 + i where i, n ∈ N and 1 ≤ i ≤ n.

Then [303, Theorem 18.1 and Corollary 18.3] guarantee that (zk)
∞
k=1 is a Schauder basis.

We have given several examples of Banach lattices with positive bases, including L1(R),

L2(R), C([0, 1]), ℓp, C(∆, L1) and others. By duality it is easy to see that L2(R) has a basis

with positive biorthogonal functionals, and using [303, Proposition 10.1, p. 321] one sees

that if K is compact, Hausdorff and C(K) is infinite-dimensional then C(K) cannot have
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a basis with positive biorthogonal functionals. Obviously, the spaces ℓp have a basis with

positive biorthogonal functionals whenever 1 ≤ p <∞. A general question to pose is:

Question 5.5.4. Give further examples of Banach lattices possessing positive bases and/or

bases with positive biorthogonal functionals. Of particular interest are Banach lattices pos-

sessing bases but lacking positive bases.

There are other weaker forms of coordinate systems for which one can impose positivity

conditions. For example, we refer the reader to [314, Remark 7.13] for questions regarding

the structure of Banach lattices possessing FDDs with positivity properties on their associ-

ated projections. Recall that a Markushevich basis of a Banach space X is a biorthogonal

system (xn, x
∗
n)∞n=1 such that the closed span of (xn)∞n=1 is X and the collection of function-

als (x∗n)∞n=1 separates the points of X. Obviously, when X is a Banach lattice one can put

positivity conditions on xn and x∗n, and in [285] it is shown that for all 1 ≤ p < ∞, Lp(R)

has a Markushevich basis consisting of non-negative functions. This leaves another general

question:

Question 5.5.5. Which separable Banach lattices have Markushevich bases consisting of

positive vectors? Which separable Banach lattices have Markushevich bases consisting of

positive functionals?

As noted above, if K is compact, Hausdorff and C(K) is infinite-dimensional then C(K)

cannot have a basis with positive biorthogonal functionals. The basis assumption can be

weakened. Indeed, we have the following simple observation.

Proposition 5.5.6. No infinite dimensional C(K) admits a biorthogonal system (xk, x
∗
k)

with span(xk) = C(K), and (x∗k) positive.

Proof. Since scaling doesn’t affect positivity, we may assume x∗k is normalized by sending

(xk, x
∗
k) 7→ (yk, y

∗
k) := (∥x∗k∥xk,

x∗k
∥x∗k∥

). Since (x∗k) is now normalized, for each x ∈ C(K)

we have x∗k(x) → 0. Indeed, for ε > 0 find a1, . . . , aM such that ∥x −
∑M

i=1 aixi∥ < ε.

If k > M then |x∗k(x)| = |x∗k(x −
∑M

i=1 aixi)| < ∥x∗k∥ε = ε. However, since x∗k is positive,

1 = ∥x∗k∥ = x∗k(1), a contradiction.

Suppose that X is a Banach lattice with a Schauder frame (xj, fj)
∞
j=1. By splitting

up each vector into its positive and negative parts, we obtain that the sequence of pairs

(x+1 , f1), (x
−
1 ,−f1), (x+2 , f2), (x−2 ,−f2), ... is a Schauder frame of X consisting of positive vec-

tors. Thus, every Banach lattice with a Schauder frame has a Schauder frame with positive
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vectors. Similarly, every Banach lattice with a Schauder frame has a Schauder frame with

positive functionals. On the other hand, in [285] it is proven for all 1 ≤ p < ∞ that

Lp(R) does not have an unconditional Schauder frame consisting of positive vectors. As

with the other types of coordinate systems mentioned above, we pose the general question

of constructing unconditional Schauder frames with desirable positivity conditions.

Question 5.5.7. Which separable Banach lattices have an unconditional Schauder frame

with positive vectors? Which separable Banach lattices have an unconditional Schauder

frame with positive functionals?
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Chapter 6

Free Banach lattices

6.1 Introduction and preliminaries

This chapter is based on the memoir [262], joint with Timur Oikhberg, Pedro Tradacete

and Vladimir Troitsky. The goal is to investigate free Banach lattices generated by Banach

spaces. The history of this notion is quite recent: While free vector lattices were already

present in the literature in the 1960’s [40, 55], the corresponding normed version had been

completely overlooked until B. de Pagter and A. Wickstead in [269] first considered the free

Banach lattice generated by a set. This can be considered as a natural precursor of the

construction, due to A. Avilés, J. Rodŕıguez and P. Tradacete in [26], of the free Banach

lattice generated by a Banach space.

Given a Banach space E, the free Banach lattice generated by E is a Banach lattice

FBL[E] together with a linear isometric embedding ϕE : E → FBL[E] such that for every

bounded linear operator T : E → X into a Banach lattice X, there is a unique lattice

homomorphism T̂ : FBL[E] → X such that T̂ ◦ ϕE = T and ∥T̂∥ = ∥T∥. From a cat-

egorical point of view, this can be seen as a functor from the category of Banach spaces

and bounded linear operators into the smaller category of Banach lattices and lattice ho-

momorphisms. It is, in a certain sense, analogous to well studied functors in analysis, such

as the one from compact Hausdorff spaces K into spaces of continuous functions C(K), or

the functor creating the Lipschitz free space generated by a (pointed) metric space (cf. [129]).

It will soon become clear that understanding the correspondence E 7→ FBL[E] is a key

to properly understand the interplay between Banach space and Banach lattice properties, a
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goal that has been pursued ever since the first developments of these theories (see, e.g., [189,

196]). In particular, our investigation will be far from categorical, focusing mainly on the

fine structure of FBL[E] and the correspondence E 7→ FBL[E].

For several reasons, it will be convenient to also work with free Banach lattices sat-

isfying some convexity conditions, as considered in [185]. For a Banach space E and

p ∈ [1,∞], we define the free p-convex Banach lattice over E as follows: FBL(p)[E] is a

p-convex Banach lattice with p-convexity constant 1 together with a linear isometric embed-

ding ϕE : E → FBL(p)[E] such that for every bounded linear operator T : E → X into a

p-convex Banach lattice X, there is a unique lattice homomorphism T̂ : FBL(p)[E] → X such

that T̂ ◦ϕE = T , and ∥T̂∥ ≤M (p)(X)∥T∥. Here, M (p)(X) denotes the p-convexity constant of

X. It is clear that FBL(1)[E] coincides with FBL[E] (and we will stick to the latter notation).

Much of our investigation relies on the following explicit functional representation of

FBL(p)[E], first established in [185]. For this, denote by H[E] the linear subspace of RE∗

consisting of all positively homogeneous functions f : E∗ → R. For 1 ≤ p <∞ and f ∈ H[E]

we define

∥f∥FBL(p)[E] = sup


(

n∑
k=1

|f(x∗k)|p
)1/p

: n ∈ N, x∗1, . . . , x∗n ∈ E∗, sup
x∈BE

n∑
k=1

|x∗k(x)|p ≤ 1

 .

(6.1.1)

Note that, for (x∗k)
n
k=1 ⊆ E∗, by considering the operator T : E → ℓnp given by Tx =

(x∗k(x))nk=1 and using the fact that ∥T∥ = ∥T ∗∗∥, it follows that

sup
x∈BE

n∑
k=1

|x∗k(x)|p = sup
x∗∗∈BE∗∗

n∑
k=1

|x∗∗(x∗k)|p. (6.1.2)

Given any x ∈ E, let δx ∈ H[E] be defined by

δx(x
∗) := x∗(x) for all x∗ ∈ E∗.

Then, FBL(p)[E] coincides with the closed sublattice of H[E] generated by {δx : x ∈ E}
with respect to ∥ · ∥FBL(p)[E], together with the map x 7→ δx. As mentioned, this explicit

representation of FBL(p)[E] was originally proven in [185]; the proof will be recalled below.

As we will see, it is the interplay between the universal property of FBL(p)[E] and the explicit

functional representation that allows us to discern the fine structure of these spaces.
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When p = ∞, FBL(∞)[E] is nothing but the closed sublattice of C(BE∗) generated by

the point evaluations. Here, C(BE∗) denotes the space of continuous functions on the dual

ball of E, which is equipped with the relative w∗-topology. In particular, we have

∥f∥FBL(∞)[E] = sup {|f(x∗)| : x∗ ∈ E∗, ∥x∗∥ ≤ 1} . (6.1.3)

As we will show in Proposition 6.2.2, the closure of the point evaluations in C(BE∗) coin-

cides with the space of all positively homogeneous weak∗ continuous functions on BE∗ . This

gives a very concrete description of FBL(∞)[E] - this space often behaves differently from

FBL(p)[E] when 1 ≤ p <∞.

A word on free objects

The universal property defining FBL[E] (or analogously, FBL(p)[E]) can be visualized by

means of the following diagram:

FBL[E]
T̂

##
E

T //

ϕE

OO

X

meaning that for every object X (a Banach lattice) and every linear operator T : E → X

there is a unique morphism T̂ (lattice homomorphism) making the diagram commutative.

The idea of the free object in a certain category (Banach lattices with lattice homo-

morphisms) generated by an object in a supercategory (Banach spaces with bounded linear

operators) is certainly not new, and has been central in several developments in algebra,

topology and analysis. We will not attempt here to address the fruitful developments of this

idea in universal algebra, but let us just recall that these include many well-known concepts

such as free groups, free modules, free algebras or free lattices.

The study of free objects in Banach space theory can be considered as a more recent

development. However, some classical facts can be reworded in this language too. Consider,

for instance, the subcategory of dual Banach spaces together with dual operators (equiva-

lently, weak∗ continuous linear maps). Given a Banach space E, let JE : E → E∗∗ denote

the canonical embedding; it is clear that every bounded linear operator T : E → X∗ can be

uniquely extended to a dual operator
∗
T : E∗∗ → X∗, given by

∗
T = (T ∗ ◦ JX)∗, in such a way
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that the following diagram commutes:

E∗∗
∗
T

""
E

T //

JE

OO

X∗

Thus, we can consider E∗∗ as the free dual Banach space generated by E.

Lipschitz free spaces (also known as Arens-Eells or transportation cost spaces) have

recently attracted considerable attention from researchers interested in Banach space theory

and metric geometry (see, for instance, the survey paper [131]). These spaces can be defined

as follows: Given a metric space M with a distinguished point 0, F(M) is a Banach space

equipped with an isometric map δ : M → F(M) with the property that for every Banach

space X and every Lipschitz map f : M → X with f(0) = 0, there is a unique linear operator

f̂ : F(M) → X making the following diagram commute:

F(M)
f̂

""
M

f //

δ

OO

X

A very fruitful line of research is devoted to analyzing the interplay between Banach space

properties of F(M) versus metric properties of M . Results from this line have deeply in-

spired our research on free Banach lattices.

Free objects also arise in the theory of group C∗-algebras. Suppose, for simplicity, that

G is a discrete group. We say that a map π : G → A (A is a unital C∗-algebra) is a

unitary representation if it takes G into the unitary group of A, and, for any g, h ∈ G,

we have π(gh) = π(g)π(h) (which implies π(g−1) = π(g)∗). Then one defines the full

(or universal) C∗-algebra C∗(G) over G as follows: C∗(G) is a C∗-algebra, together with

a unitary representation ψ : G → C∗(G), with the property that for every C∗-algebra

A, and every unitary representation π : G → A, there exists a unique ∗-representation

π̂ : C∗(G) → A, making the following diagram commute:

C∗(G)
π̂

""
G π //

ψ

OO

A
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For the construction and basic properties of C∗(G), see [63, Section 2.5] or [281, Chapter 3].

One can also consider full C∗-algebras of a more general class of locally compact groups; in

this case, certain continuity properties of representations need to be assumed. The reader is

referred to [92, Chapter VII] for details.

The investigation of free C∗-algebras was motivated by two related questions.

1) Finding connections between properties of a group G and those of C∗(G) (with the

reduced group C∗-algebra C∗
r (G) often also added to the mix). A sample result is [63, The-

orem 2.6.8]: a discrete group G is amenable if and only if C∗(G) is nuclear.

2) The famous Kirchberg’s QWEP conjecture is equivalent to C∗(F) having the Weak

Expectation Property (a relaxation of injectivity) for any free group F [281, Chapter 13]. By

[281, Chapter 14], this is also equivalent to Connes’ Embedding Problem, which has recently

been resolved in the negative in [188].

We refer the reader to [276] and references therein for several other constructions of free

topological objects, as well as their connections to various universal constructions, such as

free and tensor products [325]. We also note that a more “axiomatic” approach to freeness

has been pursued by A. Ya. Helemskii in, e.g., [167], [168], [169], [170], and [205] (see also [19]

for a different take on the same approach). Specifically, suppose K and L are categories, and

□ is a faithful covariant functor K → L (usually, a “forgetful functor”). K is called a rigged

category, and, with respect to appropriate rigs, the works cited above construct free objects

in various situations. This includes quantum spaces [205], normed operator modules [169],

normed modules over sequence algebras [167], matricially normed spaces [168], as well as

multinormed spaces and their generalizations [170]. This allows one to construct projective

objects in these categories as well. A similar approach has been recently used in [24].

Historical perspectives

Although free Banach lattices were not introduced until 2015, their inception triggered a

rapid development of the theory. Here, we briefly summarize the literature. With one excep-

tion, the articles below focus on FBL; however, we work with the full scale of spaces FBL(p),

1 ≤ p ≤ ∞. That being said, most of the results in this chapter are either new for FBL, or
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require significantly different proofs in order to generalize to FBL(p).

The theory of free Banach lattices began with [269], which introduced the concept of a

free Banach lattice over a set A. In our terminology, this is simply the space FBL[ℓ1(A)].

In [269], the authors proved several structural results, and showed that this new class of

spaces differs significantly from the classical Banach lattices. After this, free Banach lattices

over general Banach spaces were introduced in [26]. Among other things, this allowed the

authors of [26] to answer some questions left open in [269], as well as a question of J. Diestel

on weakly compactly generated Banach lattices, and opened the door for a deeper study of

the relationship between Banach spaces and Banach lattices.

After the above two seminal works, the theory expanded in several directions. One in-

teresting direction - that we will not pursue here - centers around the free Banach lattice

generated by a lattice. Recall that a Banach lattice combines two distinct structures: The

Banach space structure, and a lattice structure. In analogy with the free Banach lattice

FBL[E] generated by a Banach space E, one can consider the free Banach lattice FBL⟨L⟩
generated by a lattice L. This latter construction is also quite rich, and the two theories

parallel each other to some extent. However, there are also some interesting differences.

For example, FBL⟨L⟩ is always lattice isomorphic to an AM-space [34], whereas FBL[E]

is lattice isomorphic to an AM-space if and only if E is finite dimensional. We refer the

interested reader to [27, 28, 33, 34] for literature on FBL⟨L⟩. For literature on free lattices

(without involving norms), we mention [236] for free α-order complete vector lattices, [1] for

free σ-order complete truncated vector lattices, [209] for free lattice-ordered Lie algebras,

[320] for projective vector lattices, [210] for free lattice-ordered groups and free products of

lattice-ordered groups, [117] for free products of Boolean algebras and measure algebras with

applications to tensor products of universally complete vector lattices, and references therein.

As a second extension of the concept of free Banach lattices, free Banach lattices sat-

isfying convexity conditions were constructed in [185]. Recall that the defining property of

FBL[E] is that any linear operator from E to a Banach lattice X extends uniquely to FBL[E]

as a lattice homomorphism of the same norm. If instead of looking at all Banach lattices X,

one only requires that the above property hold for p-convex spaces, then one can construct a

free object FBL(p)[E] that is p-convex in its own right. This is of interest because p-convexity

is a classical Banach lattice property (see, e.g., [231]), and because having a scale of spaces

FBL(p)[E], 1 ≤ p ≤ ∞, adds an additional dimension to the theory, similar to how the Lp
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scale enriches the study of L1. Moreover, the paper [185] constructs various free lattices

satisfying convexity conditions D, by placing a maximal D-convex norm on the free vector

lattice, and then completing the resulting space. Such a construction builds on ideas from

[321].

There have also been several papers focusing on FBL[E], and its applications. For exam-

ple, [90, 91] focus on the isometric theory of free Banach lattices. As a brief overview, [91]

studies, among other things, when the norm of FBL[E] is octahedral; [90] is able to use free

Banach lattices to produce the first example of a lattice homomorphism that does not attain

its norm. In a different direction, [30] studies free Banach lattices generated by the classical

sequence spaces ℓp(Γ). In particular, the authors of [30] are able to precisely describe the

moduli of the canonical unit vector bases, and when these spaces are weakly compactly gen-

erated. [31] studies when a Banach lattice X is lattice isomorphic to a lattice-complemented

sublattice of FBL[X]. As it turns out, any Banach lattice X ordered by a 1-unconditional

basis has this property.

Pure vector lattice properties of FBL[E] have also been studied. For example, [25] is

able to prove that FBL[E] satisfies the countable chain condition, i.e., that any collection of

pairwise disjoint vectors in FBL[E] must be countable. Finally, there are many interesting

applications of free Banach lattices. For example, [35] is able to classify the separable Ba-

nach lattices X such that whenever a Banach lattice Y contains a subspace isomorphic to

X then it also contains a sublattice isomorphic to X. It is classical that X = c0 has this

property. However, it is shown in [35] that a separable Banach lattice has this property if

and only if it lattice embeds into C[0, 1]. In particular, whenever C[0, 1] embeds linearly into

a Banach lattice, it also embeds as a sublattice. This feature is not shared by C(∆), with ∆

the Cantor set, even though C[0, 1] and C(∆) are isomorphic as Banach spaces. As noted

in [35], it is not known if every Banach lattice for which linear embeddability implies lattice

embeddability is necessarily separable, but free Banach lattices put several constraints on

how such a supposed space would look.

Free Banach lattices also play an important role in the study of projective Banach lattices.

Projectivity for Banach lattices was also first considered by B. de Pagter and A. Wickstead

in [269]. Informally, a Banach lattice P is projective if every lattice homomorphism from P

into the quotient of a Banach lattice X lifts to a lattice homomorphism into X, with control

of the norm. As a consequence of the fact that ℓ1(A) is a projective Banach space for any
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nonempty set A, it easily follows that FBL[ℓ1(A)] is a projective Banach lattice. This is

the first connection between projectivity and FBL, but the topics interlace in much deeper

ways. We refer the reader to [22, 23] for some of the connections between projectivity and

free Banach lattices; however, plenty more results are scattered throughout the literature

we have cited in this subsection. Free Banach lattices also have interesting applications to

amalgamation and injectivity; in particular, they can be used to define push-outs and thus

play a role in the construction of Banach lattices of universal disposition and separably in-

jective Banach lattices, see [29].

Very recent results on free Banach lattices - building off the work here - include [32, 123,

124, 264].

A brief outline of the results

We begin this chapter by giving, in Section 6.2, a “natural” functional representation of free

Banach lattices (Theorem 6.2.1, Proposition 6.2.2). The proof of Theorem 6.2.1 is a slight

simplification of the one from [185], but the identification FBL(∞)[E] = Cph(BE∗) given in

Proposition 6.2.2 is entirely new. Section 6.2 also contains various comments on the func-

tional representation. The most important of these is Theorem 6.2.9, where we show that

the free vector lattice over E is not only norm dense, but order dense, in FBL(p)[E].

Section 6.3 studies the relationship between an operator T : F → E, and its induced

operator T : FBL(p)[F ] → FBL(p)[E]. In Proposition 6.3.2 we show that several properties

– injectivity, surjectivity, density of the range, etc., – pass freely between T and T . We

then look at the way FBL(p)[F ] sits inside of FBL(p)[E] when F is a subspace of E. The-

orem 6.3.4 shows that, if ι : F ↪→ E is the inclusion map, then ῑ : FBL(p)[F ] → FBL(p)[E]

is order continuous – in other words, FBL(p)[F ] is a regular sublattice of FBL(p)[E]. Ex-

amples from Section 6.3 (built on “low-tech” Banach lattice techniques) show that, in the

above setting, FBL(p)[F ] need not be closed in FBL(p)[E] – that is, ι need not be an isomor-

phic embedding. This leads us to study the “subspace problem”: under what conditions does

the embedding ι : F ↪→ E induce a lattice isomorphic embedding ι : FBL(p)[F ] → FBL(p)[E]?

In Section 6.3 we reduce this question to certain extension properties of (pairs of) Banach

spaces. More specifically, in Theorem 6.3.7 we establish that ι is bounded below if, and only

if, any operator T : F → Lp extends to E. In this case, we say that the pair (F,E) has
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the POE-p (Property of operator extension into Lp – Definition 6.3.8). Although the POE-p

is defined by extension properties of a family of operators, the fact that it is equivalent to

the single operator ι being an embedding gives some stability. More precisely, if, for every

ε > 0, (F,E) has the POE-p with constant C + ε, then Proposition 6.3.9 shows that (F,E)

has the POE-p with constant C. Section 6.3 finishes with a discussion of when ι(FBL(p)[F ])

is complemented in FBL(p)[E].

Returning to the question of when ι is an embedding, in Section 6.4, we gather general

facts about the POE-p. This includes a reformulation in terms of ℓ∞-factorable operators,

various criteria in terms of 2-summing operators, and a relation with Lp-spaces. Section 6.4

explores the connections between the POE-p, passing to the double dual, and taking ultra-

powers. This allows us to give several examples of spaces having, or failing, the POE-p.

Section 6.4 discusses several more properties of the POE-p. In particular, a push-out

argument shows that one does not need to require a uniform constant independent of em-

beddings; it comes for free by Proposition 6.4.16. Similarly, to check whether a Banach space

F has the POE-p, it suffices to only consider embeddings into spaces of the same density

character, see Proposition 6.4.17. In Proposition 6.4.19 we use our results on the POE-p to

examine connections between the POE-p for different values of p. In particular, we prove

that ℓ1 has the POE-p if and only if 2 ≤ p ≤ ∞ (cf. Proposition 6.4.18 for a more general

result on L1,µ-spaces). On the other hand, a space with a normalized unconditional basis

has the POE-1 if and only if that basis is equivalent to the c0 basis (Proposition 6.4.20).

We finish by showing, in Proposition 6.4.25, that (F,L1) can never have the POE-p when

F ⊆ L1 is an infinite dimensional Hilbertian subspace.

In Section 6.5, we investigate the properties of the sequence
(∣∣δxk∣∣)k ⊆ FBL(p)[E], where

(xk) is a basic (and often, unconditional) sequence in E. We show that every weakly null

semi-normalized sequence (xn) in a Banach space E has a subsequence so that (|δxnk
|) is basic

in FBL(p)[E] (Proposition 6.5.8). Proposition 6.5.14 shows that, if a normalized basis (xk)

satisfies a lower 2-estimate, then
(∣∣δxk∣∣)k is equivalent to the ℓ1 basis. By Proposition 6.5.17,

the converse is true for unconditional bases. We also examine whether
(∣∣δxk∣∣)k is necessarily

unconditional (Example 6.5.16, Proposition 6.5.18). In Section 6.5, we compute the moduli

of branches of the Haar in FBL[L1].

Part of the motivation to study the sequence
(∣∣δxk∣∣)k ⊆ FBL(p)[E] comes from the uni-
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versal property of free Banach lattices. Suppose (xk) ⊆ E is as above, and X is a p-convex

Banach lattice. Then any operator T : E → X extends canonically to a lattice homo-

morphism T̂ : FBL(p)[E] → X, with T̂ |δxk | = |Txk|. Consequently, the sequence (|δxk |)
“dominates” (|Txk|). In particular, if (|δxk |) is weakly null, then so is (|Txk|); see Proposi-

tion 6.5.1, and the subsequent discussion.

We continue our work on
(∣∣δxk∣∣)k in Section 6.6. In particular, in Proposition 6.6.1 and

Corollary 6.6.2 we express, for a1, . . . , an ≥ 0, the norm
∥∥∑n

k=1 ak
∣∣δxk∣∣∥∥FBL[E]

as a 1-summing

norm of a certain operator. This is very useful for computations, and, in particular, allows

us to recover some of the main results of [30].

Armed with this knowledge, we attempt to reconstruct properties of (xk) from those of(∣∣δxk∣∣)k ⊆ FBL(p)[E]. Our first task is to describe sequences (xk) ⊆ E which are equivalent

to
(∣∣δxk∣∣)k ⊆ FBL(p)[E], p < ∞. It turns out that, if this holds, and (xk) is a normalized

basis of E, then it has to be equivalent to the ℓ1 basis (Proposition 6.6.3). However, in

general, a normalized basic sequence (xk) may be equivalent to
(∣∣δxk∣∣), but not to the ℓ1

basis. Indeed, Proposition 6.6.5 shows that, if (xk) ⊆ C(Ω) is a sequence equivalent to the

ℓ2 basis, then
(∣∣δxk∣∣) ⊆ FBL(p)[C(Ω)] (1 ≤ p ≤ ∞) is equivalent to the same basis. More-

over, in FBL(∞)[E], every unconditional basic sequence (xk) is equivalent to
(∣∣δxk∣∣), in stark

contrast to the case p <∞.

In Corollary 6.6.9–Proposition 6.6.11 we characterize the normalized unconditional bases

(xk) of E for which span[|δxk | : k ∈ N] is complemented in FBL(p)[E]. For p = 1, this

happens only for the ℓ1 basis, for p ∈ (1,∞) this never happens, and for p = ∞ this happens

only for the c0 basis. In Corollary 6.6.14 and Corollary 6.6.15, we give examples of sequences

(xk) ⊆ L1 for which
(∣∣δxk∣∣)k ⊆ FBL[L1] is equivalent to the ℓ1 basis.

We finish Section 6.6 by proving the following rigidity result: If (xk) is an unconditional

basis of E, and
(∣∣δxk∣∣) ⊆ FBL(p)[E] is equivalent to the ℓ2 basis, then (xk) must be equivalent

to the c0 basis (Theorem 6.6.17).

In Section 6.7, we use free Banach lattices to construct the first example of a subspace of

a Banach lattice without a bibasic sequence (Theorem 6.7.5, Remark 6.7.6). This answers

a question from [314]. In Section 6.7, we discuss connections with majorizing maps, and

prove some results akin to the Bibasis Theorem 6.7.1. In particular, in Proposition 6.7.10,
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we show that the class of sequentially uniformly continuous operators (defined originally in

[314]) coincides with the class of (∞,∞)-regular operators (as defined in [295]). Moreover,

in Section 6.7 we provide a converse to [314, Proposition 7.8]: The ℓ1 basis is the only nor-

malized basis that is absolute in any Banach lattice where it linearly embeds.

Section 6.8 examines (p-convex) Banach lattices E which embed into FBL(p)[E] as a sub-

lattice. Theorem 6.8.3 shows that, if the order on E is determined by its 1-unconditional

basis, then E embeds into FBL(p)[E] as a sublattice, complemented by a contractive lat-

tice homomorphic projection. These results partially overlap with those in [31], though the

proofs are very different.

In Section 6.9 we develop a dictionary between Banach space properties of E and Banach

lattice properties of FBL(p)[E]. To begin, we prove that FBL(p)[E] has a strong unit if and

only if E is finite dimensional (Proposition 6.9.1), and FBL(p)[E] has a quasi-interior point

if and only if E is separable (Proposition 6.9.4). We further elaborate on this topic in Sec-

tion 6.9, by showing (Proposition 6.9.6) that E is finite dimensional if and only if FBL(p)[E]

is finitely generated (and, in this case, dimE equals the smallest number of generators).

Section 6.9 considers the connection between E being weakly compactly generated and

FBL(p)[E] being lattice weakly compactly generated. This is a topic that has been explored

before, and the implications E WCG ⇒ FBL[E] LWCG ̸⇒ FBL[E] WCG were used to solve

a problem which was raised by J. Diestel in a conference in La Manga (Spain) in 2011. Our

main contribution is to prove that if FBL(p)[E] is LWCG then E is a subspace of a WCG

space. This makes significant progress towards the conjecture that FBL[E] is LWCG if and

only if E is WCG.

In Section 6.9 we consider the existence of complemented copies of ℓ1. Theorem 6.9.20

shows that E contains a complemented copy of ℓ1 if and only if FBL[E] contains a lattice

complemented sublattice isomorphic to ℓ1 if and only if FBL[E] contains a complemented

copy of ℓ1 (a few other equivalent conditions on FBL[E] are also given).

In Section 6.9 we characterize when FBL[E] satisfies an upper p-estimate, and deduce var-

ious corollaries. The main result is Theorem 6.9.21 which shows that idE∗ is (q, 1)-summing

if and only if FBL[E] satisfies an upper p-estimate (1
p

+ 1
q

= 1). In particular, this shows that

FBL[E] can never be more than 2-convex when E has infinite dimension. Theorem 6.9.21
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also leads to a “local” version of Theorem 6.9.20: E contains uniformly complemented copies

of ℓn1 if and only if FBL[E] contains uniformly lattice complemented sublattice copies of ℓn1
(Corollary 6.9.25). Further, it allows us to generalize some classical theorems on p-convex

Banach lattices to Banach lattices with an upper p-estimate. Specifically, Corollary 6.9.29

shows that if a Banach lattice F embeds POE-1 into a Banach lattice E with an upper

p-estimate (1 < p < 2), then F must also have an upper p-estimate. This result with

p-convexity in place of an upper p-estimate and POE-1 replaced by complementation is clas-

sical, see [231, Theorem 1.d.7]. Finally, we ask if FBL(p)[E] can be q-convex for some q > p.

This leads to an interesting dichotomy at p = 2, and the (sharp) estimate q ≤ max{2, p}
(Proposition 6.9.30). In particular, although there are examples of infinite dimensional E

such that FBL[E] is 2-convex, it is impossible for FBL(2)[E] to be more than 2-convex, unless

E is finite dimensional, in which case it is ∞-convex.

In Section 6.9 we further pursue the automatic convexity of free Banach lattices, and use

this to study the connections between FBL(p)[E] and FBL(q)[E] for various values of p and

q. In the previous section, a characterization of when FBL[E] satisfies an upper p-estimate

was given, and in this section a p-convex variant is proven. Specifically, Proposition 6.9.38

shows that FBL(p)[E] and FBL(q)[E] are lattice isomorphic if and only if every operator

T : E → Lq factors strongly through Lp. This, of course, connects deeply with the Maurey-

Nikishin factorization theory, and allows us to give new perspectives on this classical topic.

One corollary (Corollary 6.9.41) is that when q ≥ 1 and p > max{2, q} every infinite di-

mensional Banach space E admits an operator T : E → Lq which does not strongly factor

through Lp. Moreover, we are able to prove the extrapolation Theorem 6.9.40: If FBL(p)[E]

has convexity q > p, then FBL(p)[E] is lattice isomorphic to FBL[E]. This complements the

characterization that FBL[E] has non-trivial convexity if and only if E∗ has non-trivial co-

type given in Corollary 6.9.25. It also allows us to present various situations where FBL(p)[E]

and FBL(q)[E] are lattice isomorphic, and gives us the ability to distinguish FBL(p)[E] from

the p-convexification of FBL[E].

In Section 6.9 we also elaborate on our study of upper p-estimates. One interesting fact

about the free p-convex Banach lattice is that Lp is sufficient to witness its universal prop-

erty, i.e., uniform extension of operators into Lp implies uniform extension of operators into

an arbitrary p-convex Banach lattice. We prove a similar upper p-estimate version of this

theorem. Specifically, we show in Proposition 6.9.36 that weak-Lp is sufficient to verify the

universal property of being the free Banach lattice satisfying an upper p-estimate. Morally,
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this means that if a Banach lattice Z contains E as a generating set and allows uniform

lattice homomorphic extension of maps from E into Lp,∞, then the same is true with Lp,∞

replaced by an arbitrary Banach lattice with an upper p-estimate. This then allows us to

characterize the class of (p,∞)-convex operators in Corollary 6.9.37: An operator is (p,∞)-

convex if and only if it strongly factors through a Banach lattice with an upper p-estimate.

Section 6.10 is devoted to determining whether FBL(p)[E] and FBL(p)[F ] can be lattice

isomorphic, even when the underlying spaces E and F are not. We begin, in Section 6.10, by

representing lattice homomorphisms between free lattices as composition operators (Propo-

sition 6.10.1). For p = ∞, we show that the lattices FBL(∞)[E] are lattice isometric to

each other, for a wide class of spaces E (Theorem 6.10.24). On the other hand, for p < ∞,

we show that FBL(p)[E] will not be lattice isomorphic to a lattice quotient of FBL(p)[F ],

provided E and F are “sufficiently different” (Proposition 6.10.12). Moreover, under fairly

general conditions Theorem 6.10.18 shows that a lattice isometry between FBL(p)[E] and

FBL(p)[F ] (p < ∞) descends to an isometry between E and F . Along the way, we discover

various properties of lattice homomorphisms between free Banach lattices.

Section 6.11 is based on the work [185], which was a precursor to [262]. Section 6.11

initiates a study of the various Banach lattices of homogeneous functions associated to a

Banach space, focusing primarily on those defined via nonlinear (p, q)-summing maps. This

direction will be be explored more comprehensively in [220].

Conventions

We use the standard Banach space and Banach lattice notation throughout the chapter.

The reader can consult [9] and [230] for Banach spaces, [12], [231] and [244] for Banach

lattices. We work with real spaces, though we refer the reader to [171] for information on

free complex Banach lattices. The closed unit ball of a normed space E shall be denoted

by BE. We assume, without mention, that all measures involved are σ-finite. In particular,

this convention is in place when we state that L∞(µ) is injective. We use the shorthand

“Lp-space” for Lp(µ). When speaking of bases, (ek) will be our notation for the standard

unit vector basis of ℓr or c0, and (xk) will denote a generic basic sequence. From now on,

“subspace” will be synonymous with “closed non-zero subspace”, unless mentioned otherwise.

Throughout, operators are assumed to be linear and bounded. For extensions of oper-
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ators, we adopt the following convention. For an operator T , we denote by T̂ its lattice

homomorphic extension. Extensions which are merely linear and bounded are denoted by

T̃ . We write T : FBL(p)[F ] → FBL(p)[E] for the canonical extension of T : F → E; that is,

T = ϕ̂E ◦ T . Also, when the Banach space E is unambiguous, we will write ϕ instead of ϕE

for the canonical inclusion.

We shall use the term “lattice isomorphism” to mean “lattice homomorphic isomor-

phism”; “lattice isometry” is defined in a similar way. Further, we use the shorthand “lat-

tice projection” to mean “idempotent lattice homomorphism.” If there is a lattice projection

from X to its sublattice Y , we say that Y is “lattice-complemented” in X.

6.2 Construction of free spaces and basic properties

In this section, for the convenience of the reader, we recall the explicit construction of

FBL(p)[E], and some of its basic properties. We first do the case p < ∞, and then provide

a new, concrete description of FBL(∞)[E].

Recall that a Banach lattice X is p-convex for 1 ≤ p ≤ ∞ if there is a constant M ≥ 1

such that for every choice of (xk)
n
k=1 ⊆ X we have∥∥∥∥( n∑

k=1

|xk|p
) 1

p
∥∥∥∥ ≤M

( n∑
k=1

∥xk∥p
) 1

p

,

if p <∞, or ∥∥∥∥ n∨
k=1

|xk|
∥∥∥∥ ≤M max

1≤k≤n
∥xk∥,

if p = ∞. Let M (p)(X) denote the p-convexity constant of X; that is, the smallest possi-

ble value of M in the inequalities above. Note in particular that every Banach lattice X

is 1-convex with M (1)(X) = 1. We refer to [231, Section 1.d] for general background on

p-convexity.

Let H[E] denote the linear subspace of RE∗
consisting of all positively homogeneous

functions f : E∗ → R; i.e., functions satisfying f(λx∗) = λf(x∗) for λ ≥ 0 and x∗ ∈ E∗.
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Given f ∈ H[E], set

∥f∥FBL(p)[E] = sup


(

n∑
k=1

|f(x∗k)|p
)1/p

: n ∈ N, x∗1, . . . , x∗n ∈ E∗, sup
x∈BE

n∑
k=1

|x∗k(x)|p ≤ 1

 .

It is easy to see that

Hp[E] :=
{
f ∈ H[E] : ∥f∥FBL(p)[E] <∞

}
is a sublattice ofH[E] and that ∥ · ∥FBL(p)[E] defines a complete p-convex lattice norm onHp[E]

with p-convexity constant one. Moreover, for x ∈ E, we define δx ∈ H[E] by δx(x
∗) = x∗(x)

for x∗ ∈ E∗. Note that ∥δx∥FBL(p)[E] = ∥x∥ for every x ∈ E.

Let FVL[E] denote the sublattice generated by {δx}x∈E in H[E]. FVL[E] consists of

all possible expressions which can be written with finitely many elements of the form δx

and finitely many linear and lattice operations. In fact, by [12, p. 204, Exercise 8(b)] the

sublattice generated by a subset W of a vector lattice is given by{ n∨
k=1

uk −
n∨
k=1

wk : n ∈ N, u1, . . . , un, w1, . . . , wn ∈ spanW

}
. (6.2.1)

As we will show in the proof of Theorem 6.2.1 below, FVL[E] has the universal property

of the free vector lattice over E. More specifically, every linear map T : E → X into an

(Archimedean) vector lattice X uniquely extends to FVL[E] as a lattice homomorphism.

This justifies our notation, FVL[E], for this space. We define FBL(p)[E] as the closure

of FVL[E] in Hp[E], and note that the map ϕE : E → FBL(p)[E] given by ϕE(x) = δx is a

linear isometry. The goal now is to show that this space satisfies the universal property of

the free p-convex Banach lattice:

Theorem 6.2.1. Let X be a p-convex Banach lattice (1 ≤ p < ∞) and T : E → X an

operator. There is a unique lattice homomorphism T̂ : FBL(p)[E] → X such that T̂ ◦ϕE = T,

and ∥T̂∥ ⩽M (p)(X) ∥T∥ , where M (p)(X) denotes the p-convexity constant of X.

Proof. We first want to show that there is a unique lattice homomorphism T̂ : FVL[E] → X

such that T̂ δx = Tx for every x ∈ E. To those familiar with the construction of the free vec-

tor lattice, this should be relatively clear, but we provide an explicit construction nonetheless.

Let f ∈ FVL[E]. By definition, f is a lattice-linear combination of δx1 , . . . , δxn for some

x1, . . . , xn ∈ E. We define T̂ f to be the same lattice-linear combination of Tx1, . . . , Txn in
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X. That is, suppose that f = F (δx1 , . . . , δxn) for some lattice-linear expression F (t1, . . . , tn);

we then define T̂ f = F (Tx1, . . . , Txn). To show that T̂ is well-defined, suppose f =

G(δy1 , . . . , δym) where G(t1, . . . , tm) is another lattice-linear expression. Choose a maximal

linearly independent subset of x1, . . . , xn, y1, . . . , ym; denote these variables by z1, . . . , zk.

Then write F (δx1 , . . . , δxn) = F̃ (δz1 , . . . , δzk) and G(δy1 , . . . , δym) = G̃(δz1 , . . . , δzk), by re-

placing those elements of {x1, . . . , xn, y1, . . . , ym} \ {z1, . . . , zk} by their representation as a

linear combination of z1, . . . , zk. Since FVL[E] is a sublattice of H[E], the lattice opera-

tions are pointwise, hence f(x∗) = F̃ (δz1(x
∗), . . . , δzk(x∗)) = F̃ (x∗(z1), . . . , x

∗(zk)) in R for

each x∗ ∈ E∗. Similarly, f(x∗) = G̃(x∗(z1), . . . , x
∗(zk)). Since z1, . . . , zk are linearly in-

dependent, by picking an appropriate x∗ we deduce that F̃ (t1, . . . , tk) = G̃(t1, . . . , tk) for

all t1, . . . , tk ∈ R. Now by lattice-linear function calculus (cf. [231, p. 1.d]) we have that

F̃ (Tz1, . . . , T zk) = G̃(Tz1, . . . , T zk) in X, and by linearity of T it follows that

F (Tx1, . . . , Txn) = G(Ty1, . . . , T ym).

Hence, T̂ is well-defined. Moreover, it is clear that T̂ is the unique lattice homomorphism

extending T in the sense that T̂ δx = Tx for every x ∈ E.

Our next objective is to show that∥∥∥T̂ f∥∥∥
X
⩽M (p)(X) ∥T∥ ∥f∥FBL(p)[E] (6.2.2)

for every f ∈ FVL[E], as this will ensure that T̂ extends uniquely to a lattice homomorphism

defined on all of FBL(p)[E], and the extension has norm at most M (p)(X) ∥T∥. Without loss

of generality, ∥T∥ = 1. We split the proof of the inequality (6.2.2) in two parts: First we

establish it in the special case where X = Lp(µ) for some σ-finite measure space (Ω,Σ, µ),

and then we show how to deduce the general version from the special case.

Thus, suppose first that X = Lp(µ) for some σ-finite measure space (Ω,Σ, µ); one could

even assume that µ is a probability measure. Let f ∈ FVL[E]. As explained above, f can

be written as a lattice-linear expression f = F (δx1 , . . . , δxm) for some x1, . . . , xm ∈ E and

T̂ f = F (Tx1, . . . , Txm) in Lp(µ). Let ε > 0 and fix δ > 0 (to be determined later). For each

i = 1, . . . ,m, find a simple function yi such that ∥Txi − yi∥ < δ. Let G be the (finite) sub-

σ-algebra generated by y1, . . . , ym. Let P : Lp(µ) → Lp(G, µ) be the conditional expectation.

Consider the lattice homomorphism P̂ T : FVL[E] → Lp(G, µ). It follows from Pyi = yi that

∥PTxi − Txi∥ ⩽ ∥PTxi − Pyi∥ + ∥yi − Txi∥ < 2δ
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for every i = 1, . . . ,m. Since function calculus is norm continuous,∥∥T̂ f − P̂ Tf
∥∥ =

∥∥∥F (Tx1, . . . , Txm) − F (PTx1, . . . , PTxm)
∥∥∥ < ε

provided that δ is sufficiently small. It follows that
∥∥∥T̂ f∥∥∥ ⩽

∥∥∥P̂ Tf∥∥∥ + ε. Now note that

Lp(G, µ) is lattice isometric to ℓnp for some n; let U : Lp(G, µ) → ℓnp be a lattice isometry.

Let R = UPT ; then R̂ = UP̂T because both are lattice homomorphisms agreeing on the

generators.

Being an operator into ℓnp , R can be represented as Rx =
∑n

k=1 x
∗
k(x)ek. for some

x∗1, . . . , x
∗
n in E∗. We then have

sup
x∈BE

( n∑
k=1

|x∗k(x)|p
) 1

p
= ∥R∥ ⩽ 1.

It follows from∥∥∥P̂ Tf∥∥∥ =
∥∥∥UP̂Tf∥∥∥ =

∥∥∥R̂f∥∥∥ =
( n∑
k=1

|f(x∗k)|
p
) 1

p ≤ ∥f∥FBL(p)[E]

that
∥∥∥T̂ f∥∥∥ ≤ ∥f∥FBL(p)[E] + ε. Since ε was arbitrary, we get

∥∥∥T̂ f∥∥∥ ⩽ ∥f∥FBL(p)[E].

We are now ready to tackle the general case where X is an arbitrary p-convex Banach

lattice. Given f ∈ FVL[E], choose x∗ ∈ X∗
+ with ∥x∗∥ = 1 and x∗

(
|T̂ f |

)
= ∥T̂ f∥X . Let Nx∗

denote the null ideal generated by x∗, that is, Nx∗ =
{
x ∈ X : x∗

(
|x|
)

= 0
}

, and let Y be

the completion of the quotient lattice X/Nx∗ with respect to the norm ∥x+Nx∗∥ := x∗
(
|x|
)
.

Since this is an abstract L1-norm, Y is lattice isometric to L1(Ω,Σ, µ) for some measure space

(Ω,Σ, µ) (see, e.g., [231, Theorem 1.b.2]). The canonical quotient map of X onto X/Nx∗

induces a lattice homomorphism Q : X → L1(Ω,Σ, µ) with ∥Q∥ = 1. We may without loss

of generality assume that (Ω,Σ, µ) is σ-finite, passing for instance to the band generated by

Q(T̂ f).

Since Q is a lattice homomorphism and X is p-convex, we have∥∥∥∥( n∑
k=1

∣∣Q(xk)
∣∣p) 1

p

∥∥∥∥
L1(µ)

⩽

∥∥∥∥( n∑
k=1

|xk|p
) 1

p

∥∥∥∥
X

⩽M (p)(X)
( n∑
k=1

∥xk∥pX
) 1

p

for every n ∈ N and x1, . . . , xn ∈ X. Hence the Maurey–Nikishin Factorization Theorem (see,

e.g, [9, Theorem 7.1.2.], and recall that p < ∞) yields a positive function h ∈ L1(Ω,Σ, µ)
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with
∫
Ω
h dµ = 1 such that Q is bounded if we regard it as an operator into Lp(h dµ). More

precisely, we have a factorization diagram

X

S
��

Q // L1(µ)

Lp(h dµ) �
� // L1(h dµ),

jh

OO

where Sx = h−1Qx satisfies ∥S∥ ⩽ M (p)(X) and jh(g) = gh is an isometric embedding.

Note in particular that S is also a lattice homomorphism.

Let us now consider the composite operator R = S ◦ T : E → Lp(h dµ). By the first part

of the proof, we know that there is a unique lattice homomorphism R̂ : FBL(p)[E] → Lp(h dµ)

such that R̂(δx) = Rx for every x ∈ E, and
∥∥∥R̂∥∥∥ = ∥R∥ ⩽ M (p)(X). Since S ◦ T̂ and R̂ are

lattice homomorphisms which agree on the set {δx : x ∈ E}, it follows that S ◦ T̂ |FVL[E] =

R̂|FVL[E]. Hence we have∥∥∥T̂ f∥∥∥
X

= x∗
(∣∣∣T̂ f ∣∣∣) =

∥∥Q(T̂ f)
∥∥
L1(µ)

⩽
∥∥S(T̂ f)

∥∥
Lp(hdµ)

=
∥∥∥R̂f∥∥∥

Lp(h dµ)
⩽M (p)(X) ∥f∥FBL(p)[E] ,

as desired.

We now consider the case p = ∞. By [74, Lemma 3], an ∞-convex Banach lattice X

admits an equivalent norm (with equivalence constant equal to M (∞)(X)) under which it

becomes an AM-space. In [185], it was shown that FBL(∞)[E] coincides with the closed

sublattice generated by the point evaluations {δx : x ∈ E} in C(BE∗). Here C(BE∗) denotes

the space of continuous functions on the dual ball of E, which is equipped with the relative

w∗-topology. In particular, we have, per (6.1.3) above,

∥f∥FBL(∞)[E] = sup {|f(x∗)| : x∗ ∈ E∗, ∥x∗∥ ≤ 1} .

In the case that E is finite dimensional, therefore, one can identify FBL(∞)[E] with either

the space C(SE∗) of continuous functions on the unit sphere of E∗, or the space Cph(BE∗) of

continuous positively homogeneous functions on BE∗ . We now give an explicit description of

FBL(∞)[E] - for general E - by showing that every positively homogeneous weak∗ continuous

function on BE∗ lies in FBL(∞)[E]:
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Proposition 6.2.2. Suppose E is a Banach space. Then FBL(∞)[E] coincides with the

lattice Cph(BE∗) of positively homogeneous weak∗ continuous functions on BE∗.

Proof. We begin by reviewing the aforementioned identification of FBL(∞)[E] as a lattice of

weak∗ continuous positively homogeneous functions on BE∗ , with the norm being the sup

norm on the unit ball of E∗.

For this, recall that FVL[E] denotes the sublattice generated by {δx}x∈E in H[E]. Since

all the functions in this sublattice are positively homogeneous, we can, by restriction, iden-

tify this space with the sublattice of RBE∗ generated by {δx}x∈E. It is clear that, under

this identification, FVL[E]
∥·∥∞ ⊆ C(BE∗), when BE∗ is equipped with the w∗-topology. We

claim that the closed sublattice of C(BE∗) generated by {δx : x ∈ E} (or, more specifically,

{∥x∥Eδ x
∥x∥E

: x ∈ E\{0}}∪{0}, which will be our canonical copy of E) satisfies the universal

property of FBL(∞)[E].

Indeed, let T : E → X be a bounded linear operator into an AM-space X, and as-

sume without loss of generality that ∥T∥ = 1. We may view T as a map into X∗∗, and,

since X∗∗ is the dual of an AL-space, we can identify it lattice isometrically with C(K) for

some compact Hausdorff space K. As in the proof of Theorem 6.2.1, we can extend T to

T̂ : FVL[E] → X∗∗ = C(K) in a unique manner. It is clear that the range of T̂ is contained

in X.

Fix t0 ∈ K, let ϕt0 be the evaluation functional at t0, and define x∗ = ϕt0 ◦ T . Since

∥T∥ = 1, x∗ ∈ BE∗ .

Let f ∈ FVL[E]. Then f = h(δx1 , . . . , δxm) for some x1, . . . , xm ∈ E and some lattice-

linear function h. By definition of the extension, T̂ f = h(Tx1, . . . , Txm), which we can

evaluate point-wise in C(K) to get

|(T̂ f)(t0)| = |h(Tx1(t0), . . . , Txm(t0))| = |h(x∗(x1), . . . , x
∗(xm))|

= |h(δx1 , . . . , δxm)(x∗)| ≤ ∥h(δx1 , . . . , δxm)∥∞.

Since t0 was arbitrary, ∥T̂ f∥X = ∥T̂ f∥C(K) ≤ ∥f∥∞, so ∥T̂∥ ≤ 1. Hence, T extends uniquely

to a norm one lattice homomorphism on FVL[E]
∥·∥∞

. This verifies the universal property of

the free AM-space.
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We will now show that FVL[E]
∥·∥∞

= Cph(BE∗). Let M be the set of all triples (x∗, y∗, λ)

where x∗, y∗ ∈ BE∗ and 0 ⩽ λ ⩽ 1 are such that f(x∗) = λf(y∗) for all f ∈ FVL[E]
∥·∥∞

.

By [195, Theorem 3], FVL[E]
∥·∥∞

= C(BE∗ ;M), where C(BE∗ ;M) consists of all functions

f in C(BE∗) such that f(x∗) = λf(y∗) whenever (x∗, y∗, λ) ∈ M. If (x∗, y∗, λ) ∈ M then

δx(x
∗) = λδx(y

∗) for every x ∈ E, that is, x∗(x) = λy∗(x) and, therefore, x∗ = λy∗. Since

FVL[E]
∥·∥∞

consists of positively homogeneous functions, we have (x∗, y∗, λ) ∈ M if and only

if x∗ = λy∗. It follows that C(BE∗ ;M) = Cph(BE∗).

Remark 6.2.3. Along similar lines, it is easy to check that C(BE∗) together with the map

ϕE(x) = δx define the free C(K)-space (or free unital AM-space) generated by E (see [185,

Theorem 5.4]).

Theorem 6.2.4. Let E be a Banach space. For every compact Hausdorff space K and every

norm one operator T : E → C(K), there exists a unique lattice homomorphism T̂ : C(BE∗) →
C(K) such that T̂ ◦ϕE = T and T̂1 = 1, where 1 denotes the constant function 1. Moreover,

T̂ is an algebra homomorphism with
∥∥∥T̂∥∥∥ = 1.

Proof. Since ∥T∥ = 1, the map t 7→ ηt ◦T , where ηt is the evaluation functional at t, maps K

into BE∗ , and it is continuous with respect to the relative weak∗ topology on BE∗ , so we can

define a map T̂ : C(BE∗) → C(K) by T̂ (f)(t) = f(ηt ◦ T ) for f ∈ C(BE∗) and t ∈ K. Since

the algebraic and lattice operations in both C(BE∗) and C(K) are defined pointwise, it is

easy to check that T̂ is a lattice and algebra homomorphism with T̂1 = 1 (see also [244,

Theorem 3.2.12] for a more global picture of these maps). Moreover, we have(
T̂ ◦ ϕE

)
(x)(t) = δx(ηt ◦ T ) = (ηt ◦ T )(x) = (Tx)(t)

for every x ∈ E and t ∈ K, so that T̂ ◦ ϕE = T . This implies in particular that∥∥∥T̂∥∥∥ ⩾ ∥T∥ = 1. On the other hand,
∣∣(T̂ f)(t)

∣∣ =
∣∣f(ηt ◦ T )

∣∣ ⩽ ∥f∥∞ for every t ∈ K

and f ∈ C(BE∗), so that
∥∥∥T̂ f∥∥∥

∞
⩽ ∥f∥∞, and therefore

∥∥∥T̂∥∥∥ = 1.

Finally, to prove uniqueness, suppose that U : C(BE∗) → C(K) is any lattice homomor-

phism satisfying U ◦ ϕE = T and U1 = 1. Then T̂ and U agree on the sublattice of C(BE∗)

generated by {δx : x ∈ E}∪{1}. The Stone–Weierstrass Theorem implies that this sublattice

is dense in C(BE∗), and therefore, being bounded, T̂ and U are equal.

Remark 6.2.5. The universal property of FBL(p)[E] can, in a sense, be extended. Indeed,

recall that an operator T : E → X from a Banach space E to a Banach lattice X is called



CHAPTER 6. FREE BANACH LATTICES 217

p-convex (1 ≤ p ≤ ∞) if there is a constant M such that

∥∥∥∥
(

n∑
k=1

|Txk|p
) 1

p ∥∥∥∥ ≤M

(
n∑
k=1

∥xk∥p
) 1

p

(6.2.3)

for every choice of vectors (xk)
n
k=1 in E. In [287, Theorem 3] it was shown that an operator

T : E → X is p-convex if and only if it strongly factors through a p-convex Banach lattice,

i.e., there exists a p-convex Banach lattice Z, a lattice homomorphism φ : Z → X and a

linear operator R : E → Z such that T = φR. Using this fact, we see that an operator

T : E → X is p-convex if and only if it strongly factors through FBL(p)[E]. In this case,

one can choose the first operator E → FBL(p)[E] in the factorization to be the canonical

embedding, and then the induced lattice homomorphism FBL(p)[E] → X is unique as ϕE(E)

generates FBL(p)[E] as a Banach lattice.

Remark 6.2.6. The above results allow one to identify elements of FBL(p)[E] as functions

on E∗. By positive homogeneity, such functions will be continuous on bounded subsets of

E∗, in the weak∗ topology. Moreover, if E is finite dimensional, then norm and weak∗ con-

vergence coincide, so every weak∗ convergent net in E∗ is eventually bounded. This implies

that elements of FBL(p)[E] are weak∗ continuous on the whole of E∗.

Although the elements in FVL[E] are weak∗ continuous on the whole of E∗, by contrast,

if E is infinite dimensional, then there exist ϕ ∈ FBL[E] (hence also ϕ ∈ FBL(p)[E] for any

p) which are not weak∗ continuous on E∗. To this end, find a normalized basic sequence

(xk) ⊆ E, and let ϕ =
∑∞

k=1 2−k|δxk |. We will construct an unbounded net (z∗α) ⊆ E∗ so

that w*-limα z
∗
α = 0, yet infα |ϕ(z∗α)| ≥ 1. Indeed, let A be the set of all finite subsets of

E, ordered by inclusion. For each α = (a1, . . . , an) ∈ A, let kα be the smallest k for which

xk /∈ span[a1, . . . , an]. Find z∗α ∈ E∗ so that z∗α(aj) = 0 for 1 ≤ j ≤ n, and z∗α(xkα) = 2kα .

The net (z∗α) has the desired properties.

An issue similar to the above occurs in [269, Lemma 5.1 and Example 5.2]. Our explicit

function space representation allows us to mostly bypass this technicality. On the other

hand, we note that there is a topology on the whole of E∗ that encodes the continuity of

elements of FBL(p)[E]. More precisely, we leave it as an exercise to show that if f is in

FBL(p)[E], then it is continuous as a map f : (E∗, bw∗) → R, where bw∗ is the bounded

weak∗-topology. Here, the bounded weak∗-topology is the topology on E∗ for which a set C

is closed if and only if C ∩A is w∗-closed in A whenever A is a norm bounded subset of E∗
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(by [93, p. 49], it suffices to take A to be the closed unit ball). The bw∗-topology is in many

ways similar to the w∗-topology, but it is also more subtle. See [93, Chapter 2] for a study

of this topology.

Next, we mention two other features of the above construction of FBL(p)[E]. The first

notes that one cannot restrict to extreme points of the ball to evaluate the FBL(∞)-norm.

The latter notes that the FBL(p) norms are “nested” on FVL[E]; the ability to compare

these norms will be useful in various circumstances.

Remark 6.2.7. In (6.1.3), we can restrict the supremum of x∗ ∈ BE∗ to x∗ in the unit

sphere (this is due to homogeneity). However, we cannot restrict our attention to extreme

points of the unit ball. For instance, let E be the space c0, equipped with the equivalent

norm ∥(x1, x2, . . .)∥ = maxn
{
|x2n−1| + |x2n|

}
. In other words, we have E = c0(ℓ

2
1), which

implies that E∗ = ℓ1(ℓ
2
∞), and hence the extreme points of the unit ball of E∗ are of the form

(0, . . . , 0,±1,±1, 0, . . .). Here, the sequence starts with 2n zeros, n ∈ N ∪ {0}. Now denote

by (ek) the canonical basis of E (or c0). Let f =
∣∣δe1∣∣ − ∣∣δe2∣∣. Clearly, ∥f∥FBL(∞)[E] = 1.

However, if x∗ is an extreme point of the unit ball of E∗, then f(x∗) = 0.

Remark 6.2.8. On FVL[E] all the FBL(p)[E]-norms can be evaluated. It is easy to see

that the FBL-norm is the greatest, and the FBL(∞)-norm is the smallest (to confirm this,

note that, for p < q, FBL(q)[E] is p-convex, hence the canonical embedding ϕ(q) : E →
FBL(q)[E] extends to a contractive lattice homomorphism ϕ̂(q) : FBL(p)[E] → FBL(q)[E]).

This observation will be useful for describing the behaviour of the moduli of sequences in

the various free spaces. Indeed, suppose (xk) is a sequence in E, so that (|δxk |) is equivalent

to the unit vector basis of ℓ1 when viewed in FBL(∞)[E]. Then (|δxk |) is equivalent to the

unit vector basis of ℓ1 no matter which FBL(p)[E] we view it in.

We will see next that FVL[E] is always order dense in FBL(p)[E]. As was essentially

shown in the first part of the proof of Theorem 6.2.1, FVL[E] has the universal property

of being the free (Archimedean) vector lattice generated by the vector space E. Namely,

every linear map T : E → X to an (Archimedean) vector lattice X extends uniquely to

a lattice homomorphism T̂ : FVL[E] → X such that T̂ δx = Tx for all x ∈ E. In other

words, FBL(p)[E] is simply the completion of the free vector lattice FVL[E] over E, under

the maximal lattice norm with p-convexity constant 1, which agrees with the norm of E on

the span of the generators; see [185]. Note that in this construction we are viewing E as a

vector space. If A is a Hamel basis of E, then FVL[E] can be identified with FVL(A) (the

free vector lattice over the set A, as constructed in [269, Section 3]).
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Theorem 6.2.9. FVL[E] is order dense in FBL(p)[E].

Recall that a sublattice A is order dense in a vector lattice Z if for any z ∈ Z+\{0}
there exists a ∈ A\{0} so that 0 ≤ a ≤ z. As explained in [11, Section 5.3], a normed

lattice is order dense in its norm completion if and only if it is regular in this completion.

Moreover, this property admits an intrinsic characterization known as the pseudo σ-Lebesgue

property. In [208], an order complete normed lattice X was constructed in such a way that

its norm completion X̂ fails to be σ-order complete. It follows from [11, Theorem 5.32] that

the inclusion X ⊆ X̂ cannot be order dense.

The proof of Theorem 6.2.9 requires the following:

Lemma 6.2.10. If F is finite-dimensional, then for any open cone C ⊆ F ∗, any y∗0 ∈ C,

and any ε > 0, there exists g ∈ FVL[F ]+ such that g(y∗0) > 0, g ≤ ε on BF ∗ ∩ C, and g

vanishes outside C.

Proof. By renorming, we can, and do, assume that F = ℓn1 . We represent elements of FVL[F ]

as piecewise affine functions on F ∗ = ℓn∞; further, it suffices to consider the restrictions of

such functions on the unit sphere.

Note that the function s(t1, . . . , tn) = |t1| ∨ · · · ∨ |tn| is in FVL[F ] and its restriction

the unit sphere Sℓn∞ is 1. Without loss of generality, y∗0 ∈ Sℓn∞ . Restricting functions in

Cph(Bℓn∞) to Sℓn∞ , we may identify Cph(Bℓn∞) with C(Sℓn∞); FVL[F ] then becomes a dense

sublattice of C(Sℓn∞) containing 1. Note that C ∩ Sℓn∞ is an open subset of Sℓn∞ containing

y∗0. By Urysohn’s Lemma, we can find v ∈ C(Sℓn∞) such that 0 ⩽ v ⩽ 1, v(y∗0) = 1, and v

vanishes outside C ∩ Sℓn∞ . Since FVL[F ] is dense in C(Sℓn∞), there exists u ∈ FVL[F ] such

that ∥v − u∥C(Sℓn∞ ) <
1
3
. Put w = (u− 1

3
1)+; then w ∈ FVL[F ], w vanishes outside C ∩ Sℓn∞ ,

and w(y∗0) ⩾ 1
3
̸= 0. Now put g = εw and extend g to Bℓn∞ by homogeneity; it is clear that

g satisfies the required conditions.

Proof of Theorem 6.2.9. Since FVL[E] ⊆ FBL(p)[E] ⊆ FBL(∞)[E], it suffices to prove the

theorem for p = ∞; recall FBL(∞)[E] = Cph(BE∗) (by Proposition 6.2.2). Take a non-zero

f ∈ FBL(∞)[E]+; our goal is to show the existence of h ∈ FVL[E]\{0} with 0 ≤ h ≤ f .

Since f ̸= 0, there exists 0 ̸= x∗0 ∈ BE∗ with f(x∗0) > 0. Hence there exists ε > 0

and a weak* open neighbourhood U of x∗0 in E∗ such that f is greater than ε on U ∩ BE∗ .

Furthermore, we may assume that there exist x1, . . . , xn ∈ E such that x∗ ∈ U if and only if
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∣∣x∗(xi)−x∗0(xi)∣∣ < 1 for all i = 1, . . . , n. Since x∗0 ̸= 0, by adding an extra point, if necessary,

we may also assume that x∗0(xi) ̸= 0 for some i.

Let F be the subspace of E spanned by x1, . . . , xn; let ι : F ↪→ E be the inclusion map.

Put y∗0 = ι∗x∗0 ∈ BF ∗ and V = ι∗(U). Note that y∗ ∈ V if and only if
∣∣y∗(xi) − y∗0(xi)

∣∣ < 1

for all i = 1, . . . , n. Hence, V is a (weak*) open neighbourhood of y∗0 in F ∗. We write

cone(U) =
⋃
λ>0 λU . Clearly, cone(V ) = ι∗

(
cone(U)

)
.

By Lemma 6.2.10, there exists g ∈ FVL[F ]+ which vanishes on the complement of

cone(V ), and satisfies 0 ≤ g ≤ ε on BF ∗ ∩ cone(V ), as well as g(y∗0) > 0. This g may

be written as a lattice-linear expression of δx1 , . . . , δxn . Let h be the same lattice-linear ex-

pression of δx1 , . . . , δxn in FVL[E]. Then h(x∗) = g(ι∗x∗) for every x∗ ∈ E∗. It follows that

h ⩾ 0 and h(x∗0) = g(y∗0) > 0, hence h ̸= 0.

We claim that h ⩽ f . Fix x∗ ∈ BE∗ ; we need to show that h(x∗) ⩽ f(x∗). If x∗ ∈ U then

ι∗x∗ ∈ V ⊆ cone(V ), hence h(x∗) = g(ι∗x∗) ≤ ε < f(x∗). Since both h and f are positively

homogeneous, it follows that h(x∗) ⩽ f(x∗) whenever x∗ ∈ cone(U). On the other hand,

if x∗ /∈ cone(U) then ι∗x∗ /∈ cone(V ) and, therefore, h(x∗) = g(ι∗x∗) = 0. In either case,

h(x∗) ⩽ f(x∗).

Theorem 6.2.9 allows us to recover an important result from [25]:

Corollary 6.2.11. For 1 ≤ p ≤ ∞, every disjoint collection of elements of FBL(p)[E] is at

most countable.

Proof. Let (xα) be a collection of pairwise disjoint elements of FBL(p)[E]. Without loss

of generality, all the elements xα are positive and non-zero. Use Theorem 6.2.9 to find

0 < yα ≤ xα, with yα ∈ FVL[E]. Now, identify FVL[E] with FVL(A), where A is a Hamel

basis of E, and FVL(A) is the free vector lattice over the set A. Finally, use the classical

fact that pairwise disjoint collections in FVL(A) are at most countable. See, for example,

[40, Theorem 2.5].

We conclude this section by noting some elementary facts about FBL(p)[E]. As men-

tioned, most of the literature on FBL[E] discussed in Section 6.1 generalizes to FBL(p)[E]

with relative ease, so we only collect here three of the most basic facts. Indeed, the following

can be proved exactly as in [269, Section 6] by looking at the non-vanishing sets of weak∗

continuous functions on BE∗ :
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Proposition 6.2.12. Let E be a Banach space.

(i) For every x ∈ E, x ̸= 0, |δx| is a weak order unit in FBL(p)[E].

(ii) If E has dimension strictly greater than one, then the only projection bands in FBL(p)[E]

are {0} and FBL(p)[E].

(iii) If E has dimension strictly greater than one, then FBL(p)[E] is not σ-order complete

and contains no atoms.

6.3 Properties of the extended operator: Injectivity,

surjectivity, regularity, and the subspace problem

Recall that the universal property of FBL(p) yields, in particular, that every bounded linear

operator T : F → E between Banach spaces extends uniquely to a lattice homomorphism

T : FBL(p)[F ] → FBL(p)[E] making the following diagram commute:

FBL(p)[F ] T // FBL(p)[E]

F T //

ϕF

OO

E

ϕE

OO

Here ϕE and ϕF denote the canonical isometric embeddings, and ∥T∥ = ∥T∥ (simply consider

the map ϕET : F → FBL(p)[E] and set T = ϕ̂ET ). It is easy to check that given operators

S : F → G and T : E → F , we have S ◦ T = S ◦ T . In particular, if T is an isomorphism

between Banach spaces E and F , then T is a lattice isomorphism between FBL(p)[E] and

FBL(p)[F ].

The goal of this section is to relate properties of T with properties of T . More specifically,

we will discover exactly when T is injective, surjective, a quotient map, etc. We will also

study when T is an embedding, and when it is order continuous.

The following observation will be useful for our purposes:

Lemma 6.3.1. Given T : F → E, the extension T : FBL(p)[F ] → FBL(p)[E] is given, for

f ∈ FBL(p)[F ], by

T (f) = f ◦ T ∗.
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Proof. Consider the composition operator induced by T ∗: CT ∗f(x∗) = f(T ∗x∗) for f ∈
FBL(p)[F ] and x∗ ∈ E∗. It is straightforward to check that CT ∗ : FBL(p)[F ] → Hp[E] is a

well-defined lattice homomorphism. Moreover, CT ∗δx = δTx for x ∈ F , which implies that

the range of CT ∗ is actually contained in FBL(p)[E]. Because of uniqueness of extension, we

must have T = CT ∗ .

Characterizations of injectivity, surjectivity and density of the

range

We begin with some simple observations on injectivity and surjectivity of the extended oper-

ator T . We thank A. Avilés for sharing with us an argument leading to the characterization

of surjectivity.

Proposition 6.3.2. Let T : F → E be a bounded linear operator and let T : FBL(p)[F ] →
FBL(p)[E] be its unique extension to a lattice homomorphism given above. Then

(i) T is injective if and only if T is injective.

(ii) T has dense range if and only if T has dense range.

(iii) T is onto if and only if T is onto.

Proof. (i) Suppose T is injective. Let T ∗ : E∗ → F ∗ be the adjoint operator; it is easy

to check that its range T ∗(E∗) is weak∗ dense in F ∗ (cf. [111, Theorem 3.18]). Also, by

Lemma 6.3.1, for f ∈ FBL(p)[F ], we can write Tf = f ◦ T ∗. Suppose Tf = 0 for some

f ∈ FBL(p)[F ] \ {0}. Since T is a lattice homomorphism, we can suppose without loss of

generality that f ∈ FBL(p)[F ]+. By Theorem 6.2.9, we can find g ∈ FVL[F ] such that

0 < g ≤ f , which by positivity also satisfies Tg = 0. It follows that g(T ∗y∗) = 0 for every

y∗ ∈ E∗, and by weak∗ continuity of g we must have g = 0. Thus, T is injective. The

converse is clear.

(ii) If T has dense range then for every y ∈ E and ε > 0 there exists x ∈ F with

ε > ∥Tx− y∥ =
∥∥Tδx − δy

∥∥, hence RangeT contains δy. Since T is a lattice homomor-

phism, RangeT is a closed sublattice; it follows that RangeT = FBL(p)[E]. Suppose now

that RangeT is not dense. There exists 0 ̸= y∗ ∈ E∗ which vanishes on it. Then the map

ŷ∗ ∈ FBL(p)[E]∗ given by ŷ∗(g) = g(y∗) vanishes on Tδx for every x ∈ F . Since ŷ∗ is a lattice
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homomorphism, it vanishes on RangeT ; hence the range of T is not dense.

(iii) Suppose T is onto. Let Z = FBL(p)[F ]/ kerT and let Q : FBL(p)[F ] → Z be the

canonical quotient map. Since T is a lattice homomorphism, kerT is an ideal, hence Q

is a lattice homomorphism, and, therefore, Z is a p-convex Banach lattice. There exists

an injective operator S : Z → FBL(p)[E] such that T = SQ. Since T and Q are lattice

homomorphisms, so is S. Indeed, fix z ∈ Z. By the surjectivity of Q, we can find x ∈
FBL(p)[F ] such that Qx = z. Then

S|z| = S|Qx| = SQ|x| = T |x| = |Tx| = |SQx| = |Sz|.

Since kerT ⊆ kerQϕF , there exists an operator R : E → Z such that QϕF = RT . Let

R̂ : FBL(p)[E] → Z be the canonical extension of R. Let y ∈ E. Pick x ∈ F such that

y = Tx. Then

SR̂ϕEy = SRy = SRTx = SQϕFx = TϕFx = ϕEy.

It follows that SR̂ is the identity on the range of ϕE and, therefore, on the sublattice gener-

ated by it. Since this sublattice is dense in FBL(p)[E], SR̂ is the identity on FBL(p)[E]. It

follows that S is surjective and, therefore, so is T = SQ.

Conversely, suppose now that T is onto. Let Q : F → F/ kerT denote the canonical

quotient map and let S : F/ kerT → E be the injective operator induced by T : S(x +

kerT ) = Tx, for x ∈ F . Thus, we have T = SQ. Let us consider the corresponding lattice

homomorphisms Q : FBL(p)[F ] → FBL(p)[F/ kerT ], S : FBL(p)[F/ kerT ] → FBL(p)[E],

which in particular satisfy T = S Q. Note that since T is onto, so is S. Moreover, as S

is injective, by part (i) it follows that S is also injective. Hence, S is an isomorphism. In

particular, it follows that S is bounded below and has closed range. But, by part (ii), it

follows that S has dense range, thus S is onto. By construction of S, it follows that T must

be onto as well.

In Section 6.3, we will study when T is an embedding. Unlike with injectivity, surjectiv-

ity, density of the range and being a quotient map, it is not true that T is an embedding if

and only if T is an embedding. In fact, T is an embedding if and only if T is an embedding,

and one can uniformly factor maps into ℓnp through T . This will be made precise - and

quantitative - in Theorem 6.3.7.
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We also note the following form of “restricted projectivity” for FBL(p)[E]. The proof is

essentially as in [185, Proposition 4.9], but on an operator-by-operator basis:

Proposition 6.3.3. Let E be a Banach space, X a p-convex Banach lattice, J a closed ideal

of X, Q : X → X/J the quotient map, and T : E → X/J an operator. Then

(i) If T : E → X/J admits a lift to T̃ : E → X then
̂̃
T : FBL(p)[E] → X is a lattice

homomorphic lift of T̂ : FBL(p)[E] → X/J ;

(ii) If T̂ : FBL(p)[E] → X/J admits a linear lift S :=
˜̂
T : FBL(p)[E] → X then S ◦ ϕE :

E → X is a lifting of T ;

(iii) If the identity I : X/J → X/J admits a linear lift Ĩ : X/J → X then for any lattice

homomorphism S : FBL(p)[E] → X/J , the canonical extension of Ĩ ◦ S ◦ ϕE : E → X

to FBL(p)[E] is a lattice homomorphic lifting of S.

Proof. Argue by diagram chasing.

Regularity of the inclusion

In this section, we prove that if F is a subspace of E, the canonical inclusion ι : FBL(p)[F ] →
FBL(p)[E] is order continuous (that is, if (fα) is a decreasing net in FBL(p)[F ], whose infimum

is 0, then the same is true for (ιfα)). This happens regardless of whether ι is an embedding

in its own right.

To set notation, throughout this subsection we equip BE∗ with its relative weak∗ topol-

ogy. We let F be a closed subspace of E and ι : F ↪→ E the canonical embedding. Then

ι∗ : E∗ → F ∗ is the restriction map: ι∗x∗ = x∗|F , and ῑ : FBL(p)[F ] → FBL(p)[E] is injective.

Recall from the construction of FBL(p)[E] that we defined FVL[E] to be the (non-closed)

sublattice generated by {δx}x∈E in H[E]. FBL(p)[E] was then constructed as the closure of

FVL[E] in Hp[E].

Theorem 6.3.4. Let F be a closed subspace of E; let ι : F ↪→ E be the inclusion map.

Then ῑ : FBL(p)[F ] → FBL(p)[E] is order continuous. That is, FBL(p)[F ] is a regular (not

necessarily closed) sublattice of FBL(p)[E].



CHAPTER 6. FREE BANACH LATTICES 225

Proof. First we consider the case when F is complemented in E. In this case, the argument

is an adaptation of [269, Proposition 5.9], which proves that FBL[ℓ1(B)] is regularly embed-

ded in FBL[ℓ1(A)] whenever B ⊆ A. Let P : E → F denote a projection (so that Pι = idF ).

To this end, let fα ↓ 0 in FBL(p)[F ], and suppose g ∈ FBL(p)[E] satisfies 0 < g ≤ ιfα for

every α. Let x∗0 ∈ E∗ be such that g(x∗0) > 0. It follows from 0 < g(x∗0) ⩽ ιfα(x∗0) = fα(ι∗x∗0)

that ι∗x∗0 ̸= 0. We may assume without loss of generality that ∥ι∗x∗0∥ = 1. Pick any y0 ∈ F

with (ι∗x∗0)(y0) = 1. Put z∗0 = x∗0 − P ∗ι∗x∗0. Note that ι∗P ∗ = idF ∗ , hence ι∗z∗0 = 0.

Consider the operator T : E → FBL(p)[F ] given by Tx = δPx + z∗0(x) |δy0|. Being a rank

one perturbation of ϕF ◦P , T is bounded, and, therefore, extends to a lattice homomorphism

T̂ : FBL(p)[E] → FBL(p)[F ]. Put h = T̂ g.

For every y∗ ∈ F ∗ and x ∈ E, we have

(ŷ∗ ◦ T̂ )(δx) = (T̂ δx)(y
∗) = y∗(Px) + z∗0(x) |y∗(y0)| = δx

(
φ(y∗)

)
= φ̂(y∗)(δx),

where φ(y∗) = P ∗y∗ + |y∗(y0)| z∗0 . The lattice homomorphisms ŷ∗ ◦ T̂ and φ̂(y∗) agree on

every δx, hence they are equal. It follows that

h(y∗) = (T̂ g)(y∗) = (ŷ∗ ◦ T̂ )(g) = φ̂(y∗)(g) = g
(
φ(y∗)

)
for every y∗ ∈ F ∗. This yields

h(y∗) ≤ ιfα
(
φ(y∗)

)
= fα

(
ι∗φ(y∗)

)
= fα

(
ι∗P ∗y∗ + |y∗(y0)| ι∗z∗0

)
= fα(y∗)

for every y∗ ∈ F ∗ and every α because ι∗P ∗ = idF ∗ . Therefore, 0 ≤ h ≤ fα for every α,

which yields h = 0. It follows from φ(ι∗x∗0) = x∗0 that g(x∗0) = h(ι∗x∗0) = 0. This contradiction

proves the statement in the case when F is a complemented subspace of E.

We now proceed to the general case. For this, suppose that fα ↓ 0 in FBL(p)[F ] and

there exists g ∈ FBL(p)[E] such that 0 < g ⩽ ῑfα for every α. Since FVL[E] is order dense

in FBL(p)[E] by Theorem 6.2.9, we may assume without loss of generality that g ∈ FVL[E].

Then g is a lattice-linear combination of δy1 , . . . , δyn for some y1, . . . , yn in E.

Let G be the closed subspace of E spanned by F and y1, . . . , yn. Let j and k be the

inclusion maps: F
j−→ G

k−→ E. Clearly, ι = k ◦ j. Let h ∈ FVL[G] be defined by the same
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lattice-linear combination of δy1 , . . . , δyn as g but viewed as an element of FVL[G]. For every

z∗ ∈ BG∗ , we can extend it to some y∗ ∈ BE∗ ; it follows that

h(z∗) = g(y∗) ⩽ ῑfα(y∗) = fα(ι∗y∗) = fα(j∗z∗) = j̄fα(z∗)

for every α, where j̄ : FBL(p)[F ] → FBL(p)[G] is the canonical inclusion induced by j. It

follows that 0 ⩽ h ⩽ j̄fα in FBL(p)[G] for every α. Since F is complemented in G, the

special case yields h = 0. For every x∗ ∈ BE∗ , we have g(x∗) = h(k∗x∗) = 0, so g = 0.

Remark 6.3.5. In the above theorem we assumed that F is a subspace of E, so that ι is an

embedding. However, since T : F → E is injective if and only if T : FBL(p)[F ] → FBL(p)[E] is

injective, to identify FBL(p)[F ] as a vector sublattice of FBL(p)[E] only requires the injectivity

of ι. Since regularity is a pure vector lattice property, one may think that injectivity of ι

would be enough to ensure regularity of the inclusion ι : FBL(p)[F ] → FBL(p)[E]. However,

the above proof fails under this weaker assumption, and it remains an open problem to

characterize those T : F → E such that T : FBL(p)[F ] → FBL(p)[E] is order continuous.

The embedding problem, and its connection to extensions of

operators

A direct consequence of Proposition 6.3.2 is that if E is a Banach space quotient of F ,

then FBL(p)[E] is a Banach lattice quotient of FBL(p)[F ]. This partly motivates the ques-

tion of whether the dual version of this fact also holds. To properly formulate this, note

first that Proposition 6.3.2 also yields that if F is a (closed non-zero) subspace of E,

then the canonical embedding ι : F ↪→ E induces an injective lattice homomorphism

ι : FBL(p)[F ] → FBL(p)[E] of norm 1. In this section, we consider the embedding prob-

lem: Suppose F is a subspace of E. Does the canonical embedding ι : F ↪→ E induce a

lattice embedding ι : FBL(p)[F ] → FBL(p)[E]?

For context, recall that an inclusion of metric spaces always induces an isometric embed-

ding of the associated Lipschitz free spaces, cf. [129, Lemma 2.3]. As we will see, however,

the situation for free Banach lattices is more subtle. Our main result is Theorem 6.3.7 which

shows that ι being a lattice embedding is equivalent to every operator T : F → Lp(µ) having

an extension to E. In particular, this reduces a problem about Banach lattices to a purely

Banach space one. In the next section, this criterion will be combined with various Banach

space techniques to provide several examples where ι is an embedding, as well as several



CHAPTER 6. FREE BANACH LATTICES 227

examples where it is not.

To reiterate our goal, we aim to explore under which conditions the (injective) map ι

defines an isomorphic embedding, so that we can consider FBL(p)[F ] as a closed sublattice

of FBL(p)[E] in a natural way. Equivalently, we ask whether ι is bounded below – that is,

whether there exists C > 0 so that any f ∈ FBL(p)[F ] satisfies ∥ιf∥ ≥ ∥f∥/C. Since ι is

norm one, this is equivalent to asking ι to be a lattice C-isomorphic embedding.

Remark 6.3.6. As alluded to above, we only consider isometric embeddings ι : F ↪→ E in

this subsection. Nevertheless, the results add to Proposition 6.3.2 a characterization of when

an operator T : F → E induces a lattice isomorphic embedding T : FBL(p)[F ] → FBL(p)[E].

Indeed, the restriction to isometric embeddings presents little loss in generality, as given an

operator T : F → E, one can factor it as T = j2j1, where j1 : F → (T (F ), ∥ · ∥E), and

j2 : (T (F ), ∥ · ∥E) → E is an isometric inclusion. If T is an embedding, then it is easy to see

that T is as well. On the other hand, if T is an embedding then T = j2 ◦ j1 is an embedding

if and only if j2 is. Thus, T is an embedding if and only if both T and j2 are. It therefore

suffices to understand the map j2, which is the extension of the isometric mapping j2.

We now reduce the problem of whether an embedding ι : F ↪→ E induces a lattice em-

bedding ι : FBL(p)[F ] → FBL(p)[E] to a certain Banach space question involving extensions

of operators:

Theorem 6.3.7. Let ι : F ↪→ E be an isometric embedding and C > 0. The following are

equivalent:

(i) ι : FBL(p)[F ] → FBL(p)[E] is a lattice C-isomorphic embedding;

(ii) For every σ-finite measure µ, any T : F → Lp(µ) extends to T̃ : E → Lp(µ), with∥∥∥T̃∥∥∥ ≤ C ∥T∥;

(iii) For every n ∈ N and ε > 0, any T : F → ℓnp extends to T̃ : E → ℓnp , with
∥∥∥T̃∥∥∥ ≤

C(1 + ε) ∥T∥.

Proof. (ii)⇒(iii) is trivial.

(iii)⇒(i): Fix ε > 0. Since ι is a lattice homomorphism with ∥ι∥ = ∥ι∥ = 1, we

immediately get that

∥ιf∥FBL(p)[E] ≤ ∥f∥FBL(p)[F ],
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for all f ∈ FBL(p)[F ].

Now, take f in FVL[F ]. Given x∗1, . . . , x
∗
n ∈ F ∗, we define T : F → ℓnp by T (x) =

(x∗k(x))nk=1. Recall that

∥T∥ = sup
x∈BF

(
n∑
k=1

|x∗k(x)|p
) 1

p

.

By hypothesis, there is an extension T̃ : E → ℓnp with ∥T̃∥ ≤ C(1 + ε)∥T∥. Let y∗1, . . . , y
∗
n ∈

E∗ be such that T̃ (x) = (y∗k(x))nk=1 for each x ∈ E, so that ι∗y∗k = x∗k. It follows that

f(x∗k) = f(ι∗y∗k) = ιf(y∗k) for k = 1, . . . , n. Therefore, we have(
n∑
k=1

|f(x∗k)|p
) 1

p

=

(
n∑
k=1

|ιf(y∗k)|p
) 1

p

≤ ∥ιf∥FBL(p)[E] sup
x∈BE

(
n∑
k=1

|y∗k(x)|p
) 1

p

≤ C(1 + ε)∥ιf∥FBL(p)[E] sup
x∈BF

(
n∑
k=1

|x∗k(x)|p
) 1

p

.

Taking supremum over x∗1, . . . , x
∗
n ∈ F ∗, it follows that

∥f∥FBL(p)[F ] ≤ C(1 + ε)∥ιf∥FBL(p)[E].

By density, this inequality holds for all f ∈ FBL(p)[F ]. Now let ε tend to zero.

(i)⇒(ii): The case of p = ∞ follows from the injectivity of L∞-spaces, so we restrict

ourselves to 1 ≤ p < ∞. Let T : F → Lp(µ). By the properties of a free Banach lattice T

extends to a lattice homomorphism T̂ : FBL(p)[F ] → Lp(µ), with ∥T̂∥ = ∥T∥. Let S be the

inverse of ι, taking ι(FBL(p)[F ]) back to FBL(p)[F ]; clearly S is a lattice isomorphism, with

∥S∥ ≤ C.

By [231, Theorem 1.c.4], there exists a band projection from Lp(µ)∗∗ onto Lp(µ). By [278,

Theorem 4] (for p = 1, see also [235]), T̂ S extends to a regular operator U : FBL(p)[E] →
Lp(µ), with ∥U∥ ≤ ∥T̂ S∥ ≤ C∥T∥. Now let T̃ = UϕE (here, as before, ϕE : E → FBL(p)[E]

is the canonical embedding). Clearly ∥T̃∥ ≤ ∥U∥ ≤ C∥T∥. Moreover,

T̃ ι = UϕEι = UιϕF = T̂ SιϕF ,

and, since S is the one-sided inverse of ι,

T̃ ι = T̂ ϕF = T.
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In other words, T̃ extends T .

Theorem 6.3.7 motivates the following definition:

Definition 6.3.8. Fix p ∈ [1,∞]. We say that a pair (F,E) with F a subspace of E has the

POE-p with constant C, or C-POE-p, if for every n ∈ N, every operator T : F → ℓnp extends

to T̃ : E → ℓnp with ∥T̃∥ ≤ C∥T∥. Here POE-p stands for “Property of operator extension

into Lp”. A Banach space F is said to have POE-p with constant C (or C-POE-p) if, for

any space E containing F , (F,E) has the POE-p with constant C. If (F,E) (or F ) has the

POE-p for some C, then we shall simply say that (F,E) (resp. F ) has the POE-p.

In these terms, Theorem 6.3.7 yields the following equivalent characterizations of the

POE-p:

Proposition 6.3.9. For C ≥ 1, p ∈ [1,∞], and a subspace F of a Banach space E, the

following are equivalent:

(i) (F,E) has the C-POE-p;

(ii) For any σ-finite measure µ, any T : F → Lp(µ) has an extension T̃ : E → Lp(µ) with

∥T̃∥ ≤ C∥T∥;

(iii) For any n ∈ N and ε > 0, any T : F → ℓnp has an extension T̃ : E → ℓnp with

∥T̃∥ ≤ C(1 + ε)∥T∥.

We note that the 1-injectivity of ℓn∞ implies:

Proposition 6.3.10. Any Banach space F has the POE-∞, with constant 1. Consequently,

if ι : F ↪→ E is an isometric embedding, then the map ι : FBL(∞)[F ] → FBL(∞)[E] is a

lattice isometric embedding.

The case of 1 ≤ p < ∞ is more interesting, and upcoming (sub)sections will discuss

criteria for determining whether a pair (F,E), or a space F , has the POE-p.

Remark 6.3.11. As was noted in [26, Corollary 2.8], if F is a complemented subspace of E,

then ι : FBL[F ] → FBL[E] is a lattice isomorphic embedding. This, of course, also follows

immediately from Theorem 6.3.7. However, [26, Corollary 2.8] (and slight modifications of

its proof) show a lot more: If ι : F ↪→ E is an embedding, and P is a projection from E onto

ι(F ), then P defines a lattice homomorphic projection from FBL(p)[E] onto ι(FBL(p)[F ]). A

partial converse also holds.
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Proposition 6.3.12. Suppose F is isomorphic to a complemented subspace of a p-convex

Banach lattice, and ι : F ↪→ E is an embedding such that the induced map ι : FBL(p)[F ] →
FBL(p)[E] is an embedding, and there is a projection P (which is not assumed to be a lattice

projection) from FBL(p)[E] onto ι(FBL(p)[F ]). Then F is complemented in E.

Proof. As F is isomorphic to a complemented subspace of a p-convex Banach lattice, there is

a projection Q : FBL(p)[F ] → ϕF (F ) by [185, Proposition 4.2]. Diagram chasing shows that

V := ϕ−1
F ◦Q ◦ ι−1 ◦P ◦ ϕE : E → F satisfies IF = V ◦ ι. In other words, F is complemented

in E.

As an example, Theorem 6.3.7 (see Corollary 6.4.12 for additional details) shows that the

inclusion ι : c0 ↪→ ℓ∞ induces a lattice embedding of FBL(p)[c0] into FBL(p)[ℓ∞]. However,

c0 is not complemented in ℓ∞, hence FBL(p)[c0] cannot be complemented in FBL(p)[ℓ∞].

Examples of lattice structures on a subspace spanned by

Rademacher functions

In the previous subsection, we reduced the embedding problem for free Banach lattices to a

pure Banach space problem involving extensions of operators into Lp(µ). This perspective

on the embedding problem will be further expanded on in Section 6.4. However, before that,

we examine the embedding problem from a lattice point of view. More specifically, here we

consider an embedding ι : F ↪→ E, and explicitly calculate the norms of certain elements of

ι(FBL(p)[F ]) ⊆ FBL(p)[E]. By discovering that, for certain f ∈ FBL(p)[F ], ∥f∥FBL(p)[F ] may

be very different from ∥ιf∥FBL(p)[E], we conclude that ι is not bounded below.

We denote by Radq (1 ≤ q ≤ ∞) the span of independent Rademacher random variables

in Lq; Rq shall stand for the corresponding embedding. Khintchine’s inequality shows that for

finite q, Radq is isomorphic to ℓ2, and it is easy to verify that Rad∞ can be identified with ℓ1.

It is well known that, for 1 < q < ∞, Radq is complemented in Lq, hence the pair

(Radq, Lq) has the POE-p for any p. Below we examine the edge cases q = 1,∞. In the

next section, we will revisit this question from an extension of operators point of view and

prove in Proposition 6.4.25 that (Rad1, L1) fails the POE-p, for any 1 ≤ p < ∞, and in

Proposition 6.4.19 that (Rad∞, L∞) has the POE-p if and only if 2 ≤ p ≤ ∞. However, this

section presents a direct proof, in order to illustrate the structure of free Banach lattices:
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Example 6.3.13. R1 : FBL(p)[Rad1] → FBL(p)[L1] is not a lattice isomorphic embedding

for any p ∈ [1,∞).

Proof. Let (ek) denote the unit vector basis of ℓ2 and (rk) the sequence of Rademacher

functions. Define

R : ℓ2 → L1[0, 1] :
∑
k

akek 7→
∑
k

akrk.

As Rad1 is canonically isomorphic to a Hilbert space, it suffices to show that R is not bounded

below.

Assume first that p ∈ [1, 2]. Then for each m ∈ N we have that∥∥∥ m∨
k=1

δek

∥∥∥
FBL(p)[ℓ2]

≥
√
m.

Indeed, let I : ℓ2 → ℓ2 be the identity map, and Î : FBL(p)[ℓ2] → ℓ2 the lattice homomorphism

extending I, which exists because of the assumption that p ≤ 2. It follows that

√
m =

∥∥∥ m∨
k=1

ek

∥∥∥
ℓ2

=
∥∥∥ m∨
k=1

Îδek

∥∥∥
ℓ2
≤
∥∥∥ m∨
k=1

δek

∥∥∥
FBL(p)[ℓ2]

.

If instead p ∈ (2,∞), consider the inclusion i : ℓ2 ↪→ ℓp. Extend this to a contractive lattice

homomorphism î : FBL(p)[ℓ2] → ℓp to get

m
1
p =

∥∥∥ m∨
k=1

ek

∥∥∥
ℓp
≤
∥∥∥ m∨
k=1

δek

∥∥∥
FBL(p)[ℓ2]

.

On the other hand, for every m ∈ N we have that∥∥∥ m∨
k=1

δrk

∥∥∥
FBL[L1]

= 1.

Indeed, note first that if K is a compact Hausdorff space and (fj)
n
j=1 ⊆ C(K), then as

a consequence of the fact that the extreme points of the dual unit ball BC(K)∗ are point

measures of the form ±δk for k ∈ K, we have that

sup
x∗∈BC(K)∗

n∑
j=1

|x∗(fj)| = sup
k∈K

n∑
j=1

|fj(k)| =
∥∥∥ n∑
j=1

|fj|
∥∥∥
∞
.
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Combining this observation with (6.1.2) yields that∥∥∥ m∨
k=1

δrk

∥∥∥
FBL[L1]

= sup
{ n∑

j=1

∣∣∣ m∨
k=1

∫
rkfj

∣∣∣ : n ∈ N, f1, . . . , fn ∈ L∞,
∥∥∥ n∑
j=1

|fj|
∥∥∥
∞

≤ 1
}
.

Since we have that
n∑
j=1

∣∣∣ m∨
k=1

∫
rkfj

∣∣∣ ≤ n∑
j=1

∫
|fj| =

∫ n∑
j=1

|fj| ≤
∥∥∥ n∑
j=1

|fj|
∥∥∥
∞
,

it follows that ∥∥∥ m∨
k=1

δrk

∥∥∥
FBL[L1]

≤ 1.

For the converse inequality, ∥∥∥ m∨
k=1

δrk

∥∥∥
FBL[L1]

≥
∣∣∣ m∨
k=1

δrk(r1)
∣∣∣ = 1.

Now, since
∨m
k=1 δrk lies in FVL[L1], all ∥ ·∥FBL(p)[L1]

-norms can be evaluated on this element,

and we have

1 =
∥∥∥ m∨
k=1

δrk

∥∥∥
FBL[L1]

≥
∥∥∥ m∨
k=1

δrk

∥∥∥
FBL(p)[L1]

=
∥∥∥R m∨

k=1

δek

∥∥∥
FBL(p)[L1]

.

Thus, R is not bounded below.

Example 6.3.14. The lattice homomorphism R∞ : FBL(p)[Rad∞] → FBL(p)[L∞[0, 1]] is not

an embedding for p ∈ [1, 2).

Here we provide a direct proof of this fact. Later, in Proposition 6.4.19, we will use a

different technique to show that R∞ : FBL(p)[Rad∞] → FBL(p)[L∞[0, 1]] is an embedding if

and only if p ∈ [2,∞].

Proof. Consider the Rademacher isometry R := R∞ : ℓ1 → L∞ : ek 7→ rk; here, (ek) form

the canonical basis in ℓ1, while (rk) are independent Rademacher random variables. As

mentioned above, we shall show that R is not bounded below if p ∈ [1, 2).

To this end, first note that
∥∥∥∨m

k=1 δek

∥∥∥
FBL(p)[ℓ1]

= m1/p. Indeed, the upper estimate

follows from the p-convexity of FBL(p)[ℓ1]:∥∥∥ m∨
k=1

δek

∥∥∥p
FBL(p)[ℓ1]

≤
∥∥∥( m∑

k=1

∣∣δek∣∣p)1/p∥∥∥p
FBL(p)[ℓ1]

≤
m∑
k=1

∥∥δek∥∥p = m.
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For the opposite inequality, modify the arguments in Example 6.3.13 (using the formal iden-

tity from ℓ1 to ℓp).

On the other hand, we shall show that∥∥∥ m∨
k=1

δrk

∥∥∥
FBL(p)[L∞]

∼
√
m.

By (6.1.1),
∥∥∥∨m

k=1 δrk

∥∥∥
FBL(p)[L∞]

is the supremum of
(∑n

j=1

∣∣∣∨m
k=1 µj(rk)

∣∣∣p)1/p, with the

supremum taken over all µ1, . . . , µn ∈ L∗
∞ with

sup
x∈BL∞

n∑
j=1

|µj(x)|p ≤ 1.

Now consider the contractive operator u : L∗
∞ → ℓm∞ : µ 7→

(
µ(rk)

)
k
. Note that

∣∣∣∨m
k=1 µ(rk)

∣∣∣ ≤
∥uµ∥, hence

∥∥∥∨m
k=1 δrk

∥∥∥
FBL(p)[L∞]

is no greater than

sup
{( n∑

j=1

∥uµj∥p
)1/p

: n ∈ N, µ1, . . . , µn ∈ L∗
∞, sup

x∈BL∞

n∑
j=1

|µj(x)|p ≤ 1
}
.

Arguing as in (6.1.2), this last quantity equals πp(u), the p-summing norm of the operator

u.

By [97, Theorem 2.8], πp(u) ≤ π1(u), so it suffices to bound π1(u). Denote by i the formal

identity from ℓm∞ to ℓm2 . Note that ∥i−1∥ = 1, and ∥i∥ =
√
m, hence ∥i ◦ u∥ ≤

√
m. By

[97, Theorem 3.1], π1(i ◦ u) ≤ KG∥i ◦ u∥ ≤ KG

√
m, where KG is Grothendieck’s constant.

Thus, π1(u) = π1
(
i−1 ◦ (i ◦ u)

)
≤ ∥i−1∥π1(i ◦ u) ≤ KG

√
m by [97, p. 37]. Consequently,∥∥∥∨m

k=1 δrk

∥∥∥
FBL(p)[L∞]

≲
√
m.

For the opposite inequality, recall that ∥ · ∥FBL(p)[L∞] ≥ ∥ · ∥FBL(2)[L∞]. Therefore, it

suffices to show that
∥∥∥∨m

k=1 δrk

∥∥∥
FBL(2)[L∞]

≥
√
m. Let µj = rj ∈ L1 ⊆ L∗

∞. By Khintchine’s

inequality, the map ℓ2 → L1 : ej 7→ µj is contractive, where (ej) now stands for the canonical

basis in ℓ2. Therefore, supx∈BL∞

∑n
j=1 |µj(x)|2 ≤ 1. However,

(∑m
j=1

∣∣∣∨m
k=1 µj(rk)

∣∣∣2)1/2 =
√
m.
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6.4 Extensions of operators into Lebesgue spaces

In the previous section, we were able to reduce the embedding problem for FBL(p) to the

POE-p, or in other words, the study of extension properties of operators into Lp. We now

embark on a detailed study of the POE-p. To begin, we provide several reformulations

in terms of operator ideals and Lp-spaces. We then study how the POE-p behaves under

duality, which provides us with several examples of embeddings satisfying the POE-p; in

particular, (F, F ∗∗), (F, FU) and (F,E) whenever F is locally complemented or an ideal in

E. We then show several stability properties of the POE-p, compare POE-p with POE-q,

and provide numerous (non-)examples.

General facts about the POE-p

We begin with several basic facts about the POE-p; namely, its relation to operator ideals,

extensions into Lp-spaces, and previous literature. Firstly, the universality of ℓ∞(I) spaces

allows us to reformulate the definition of the POE-p in terms of the ideal of ℓ∞-factorable

operators (Γ∞, γ∞) (see [97] for information about this and other operator ideals).

Proposition 6.4.1. Suppose F is a Banach space, and 1 ≤ p ≤ ∞. The following statements

are equivalent:

(i) F has the C-POE-p;

(ii) For any operator T : F → ℓp, and any isometric embedding F ↪→ ℓ∞(I), there exists

an extension T̃ : ℓ∞(I) → ℓp, with
∥∥∥T̃∥∥∥ ⩽ C ∥T∥;

(iii) For any operator T : F → ℓp, we have γ∞(T ) ≤ C∥T∥;

(iv) For any compact operator T : F → ℓp, we have γ∞(T ) ≤ C∥T∥.

In statements (2), (3), and (4), ℓp can be replaced by any infinite dimensional Lp-space.

Proof. The implications (1) ⇒ (2) ⇒ (3) ⇒ (4) are trivial.

(4) ⇒ (1): We suppose F ↪→ E and show that, for any ε > 0, any T : F → ℓnp
has an extension T̃ : E → ℓnp with ∥T̃∥ ≤ (C + ε)∥T∥, so the conclusion will follow by

Proposition 6.3.9. Find a factorization T = uv, with v : F → ℓ∞(I) and u : ℓ∞(I) → ℓnp ,

with ∥u∥∥v∥ ≤ (C + ε)∥T∥. Extend v to ṽ : E → ℓ∞(I), with ∥v∥ = ∥ṽ∥. Then T̃ = uṽ has

the desired properties.
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In a similar fashion, we establish:

Proposition 6.4.2. If (F, F1) has the C1-POE-p, and (F1, F2) has the C2-POE-p, then

(F, F2) has the C1C2-POE-p. In particular, if (F,E) has the C1-POE-p, and E is C2-

injective, then F has the C1C2-POE-p.

For 1 ≤ p ≤ 2, the POE-p can be characterized in terms of 2-summing operators as

follows. First, recall that an operator T : F → E between Banach spaces is p-summing

for 1 ≤ p < ∞ (T ∈ Πp(F,E)) if there is a constant C such that for any finite collection

(xk)
n
k=1 ⊆ F we have(

n∑
k=1

∥Txk∥p
)1/p

≤ C sup


(

n∑
k=1

|x∗(xk)|p
)1/p

: x∗ ∈ F ∗, ∥x∗∥ ≤ 1

 .

The smallest possible C appearing in this inequality is denoted πp(T ) (cf. [97]).

Proposition 6.4.3. Let F be a Banach space and 1 ≤ p ≤ 2. The following are equivalent:

(i) F has the POE-p;

(ii) There is a constant C > 0 such that, for all n and all T : F → ℓnp , we have π2(T ) ≤
C∥T∥;

(iii) B(F, ℓp) = Π2(F, ℓp);

(iv) B(F,Lp) = Π2(F,Lp).

Proof. (1)⇒(2): Consider an embedding ι : F ↪→ C(K). By assumption any T : F → ℓnp
has an extension T̃ : C(K) → ℓnp with ∥T̃∥ ≤ C∥T∥. By [97, Theorem 3.5],

π2(T ) ≤ π2(T̃ ) ≤ KG∥T̃∥ ≤ KGC∥T∥,

where KG is the Grothendieck constant.

(2)⇒(1): By the Π2-extension theorem [97, Theorem 4.15], if E,F, Y are Banach spaces

with F a subspace of E then any 2-summing operator T : F → Y has an extension T̃ : E → Y

with π2(T ) = π2(T̃ ).

The equivalence of (2), (3), and (4) is a classical localization argument.



CHAPTER 6. FREE BANACH LATTICES 236

Remark 6.4.4. Using Proposition 6.4.3 we see that POE-1 and POE-2 are actually well-

studied Banach space properties. Indeed, by [184], F is POE-2 if and only if F is a Hilbert-

Schmidt space. Moreover, by [279, Proposition 6.2], F is POE-1 if and only if F ∗ is a

G.T. space.

Remark 6.4.5. The POE-p was also studied (under a different name) in [75]. Indeed, [75]

investigates the spaces E so that (F,E) has the POE-p for every F ⊆ E. For instance, it

is shown that, if E is a Banach lattice with such property for some p ∈ (2,∞), then E is

weak Hilbert, and satisfies a lower 2-estimate. If E is a Köthe function space on (0, 1), then

it must be lattice isomorphic to L2(0, 1). If E is a space with a subsymmetric basis, then

[282, Proposition 12.4] can be used to show that this basis is equivalent to the ℓ2 basis. On

the other hand, Maurey’s Extension Theorem [97, p. 12.22] yields:

Proposition 6.4.6. Suppose E has type 2, F is a subspace of E, and 1 ≤ p ≤ 2. Then

(F,E) has the POE-p.

The definition of the POE-p involves extending operators into Lp-spaces. It turns out

that we can extend operators into the wider class of Lp-spaces.

Proposition 6.4.7. Suppose 1 ≤ p < ∞, F is a Banach space, and X is an infinite

dimensional Lp-space. Consider the following statements:

(i) (F,E) has the POE-p;

(ii) Any compact operator T : F → X has a bounded extension T̃ : E → X;

(iii) Any compact operator T : F → X has a compact extension T̃ : E → X;

(iv) Any bounded operator T : F → X has a bounded extension T̃ : E → X.

Then (1) ⇔ (2) ⇔ (3). Moreover, if X is complemented in X∗∗, then (4) is equivalent to the

three preceding statements.

By [228], a Lp-space X is complemented in X∗∗ if and only if it embeds into Lp as a

complemented subspace. It is well known (see e.g. [191]) that, for 1 < p <∞, any Lp-space

is reflexive, hence, in Proposition 6.4.7, (1) ⇔ (2) ⇔ (3) ⇔ (4). For p = 1, [228, Section 5]

provides an example of a L1-space which does not embed complementably into L1.
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Proof. Note that, if (4) holds, then there exists C > 0 so that any T : F → X has an

extension T̃ : E → X with ∥T̃∥ ≤ C∥T∥. Indeed, (4) implies that the map Φ : B(E,X) →
B(F,X) : S 7→ S|F is surjective; thus, there exists C > 0 so that for any T there exists T̃

with ∥T̃∥ ≤ C∥T∥, and Φ(T̃ ) = T . We can reach similar conclusions in cases (2) and (3).

By [228, Theorem 1], X contains a complemented copy of ℓp. Consequently, either (2),

(3), or (4) implies (1). Clearly (3) ⇒ (2). The implications (1) ⇒ (3) and (modulo comple-

mentability of X in X∗∗) (1) ⇒ (4) remain to be established. The proofs use [228, Theorem

3]: there exists a constant ρ so that for every finite dimensional Z ⊆ X, we can find Y so

that Z ⊆ Y ⊆ X, Y is ρ-isomorphic to ℓdimYp , and ρ-complemented in X. Use this to find

an increasing net of finite dimensional spaces (Yα)α∈I , so that X = ∪αYα and, for any α,

denoting dim Yα = nα we have d(Yα, ℓ
nα
p ) ≤ ρ, and there exists a projection Pα : X → Yα so

that ∥Pα∥ ≤ ρ.

For the remainder of the proof, we assume that (F,E) has the POE-p with constant C,

X is a Lp-space, and T : F → X is a contraction.

(1) ⇒ (3): Fix ε > 0. Assuming T is compact, we shall find a compact extension

T̃ : E → X, with ∥T̃∥ ≤ Cρ(1 + 3ε). We proceed recursively. Let T0 = 0, T ′
0 = T . Our first

goal is to find α1 ≺ α2 ≺ . . ., and operators Tk, T
′
k ∈ B(F,X) so that, for any k, we have

T ′
k−1 = Tk + T ′

k, Tk = Pαk
T ′
k−1, ∥T ′

k∥ ≤ ε2−k.

Note that for any k we have T = T1 + · · · + Tk + T ′
k. By the triangle inequality, ∥Tk∥ ≤

∥T ′
k−1∥ + ∥T ′

k∥ < ε22−k for k ≥ 2, and likewise, ∥T1∥ < 1 + ε. Moreover,
∑∞

k=1 Tk converges

to T .

Suppose we have already found α1 ≺ . . . ≺ αn, and the operators T0, . . . , Tn, T
′
n with the

desired properties (if n = 0, then we have taken T0 = 0 and T ′
0 = T , and we ignore the

condition about α1, . . . , αn). Find αn+1 ≻ αn so that

sup
f∈F,∥f∥≤1

inf
y∈Yαn+1

∥T ′
nf − y∥ < ε(ρ+ 1)−12−n−1.

Let Tn+1 = Pαn+1T
′
n and T ′

n+1 = T ′
n − Tn+1, and note that ∥T ′

n+1∥ ≤ ε2−n−1. Indeed, fix

f ∈ BF , and find y ∈ Yαn+1 so that ∥T ′
nf − y∥ < ε2−n−1(ρ+ 1)−1. Then

∥T ′
n+1f∥ =

∥∥(I − Pαn+1)(T
′
nf − y)

∥∥ ≤
(
1 + ∥Pαn+1∥

)
∥T ′

nf − y∥ ≤ ε2−n−1.
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So, Tn+1 and T ′
n+1 have the desired properties.

Recall that Tk(F ) ⊆ Yαk
, and the latter space is ρ-isomorphic to ℓ

nαk
p . Consequently, Tk

has an extension T̃k : E → Yαk
, with ∥T̃k∥ ≤ Cρ∥Tk∥. Recalling the estimates on the norms

∥Tk∥ obtained above, we conclude that ∥T̃1∥ ≤ Cρ(1 + ε), and ∥T̃k∥ ≤ Cρε22−k for k ≥ 2.

Then T̃ =
∑∞

k=1 T̃k extends T , and has norm not exceeding Cρ(1 + 3ε). This proves (3).

Denote by Q a projection from X∗∗ onto X; we will show that (1) ⇒ (4). For each

α ∈ I, we find T̃α : E → Yα ⊆ X, which extends PαT , and has norm at most Cρ2. It is

well-known (see e.g. [97, p. 120]) that B(E,X∗∗) =
(
E⊗̂X∗)∗, where ⊗̂ denotes the pro-

jective tensor product. Hence, the net (T̃α) has a subnet
(
T̃β)β∈J which converges to some

S : E → X∗∗ in the σ
(
B(E,X∗∗), E⊗̂X∗) topology. Testing convergence on elementary

tensor products e ⊗ x∗ (e ∈ E, x∗ ∈ X∗), we conclude that T̃β → S point-weak∗, hence

∥S∥ ≤ lim supβ ∥T̃β∥ ≤ Cρ2.

Let T̃ = QS. Then ∥T̃∥ ≤ ∥Q∥Cρ2. We claim that T̃ extends T – that is, T̃ f = Tf for

any f ∈ F . We shall show that, in fact, Sf = Tf . Indeed, fix ε > 0, and find β0 ∈ J so

large that, for any β ≻ β0, we have

inf
y∈Yβ

∥∥Tf − y
∥∥ < ε.

As in the proof of (1) ⇒ (3), show that ∥Tf−PβTf∥ = ∥Tf− T̃βf∥ < ε(ρ+1) when β ≻ β0.

As Sf is the weak∗ limit of (T̃βf), then ∥Tf − Sf∥ ≤ ε(ρ+ 1). To conclude that Sf = Tf ,

recall that ε can be arbitrarily small.

The POE-p: duality, local complementation and ultrapowers

We now explore the interplay between the POE-p and duality. To fix the terminology below,

recall that an operator Q : X → Y between Banach spaces is said to be λ-surjective if for

any y ∈ Y with ∥y∥ < 1 there exists x ∈ X with Qx = y, ∥x∥ < λ. A standard functional

analysis result states that Q is λ-surjective if and only if Q∗ is bounded below by 1/λ if and

only if Q∗∗ is λ-surjective.

For any Banach space Z, we can identify B(Z, ℓnp ) with (Z∗)n, as a vector space. More

precisely, any T ∈ B(Z, ℓnp ) can be written as T =
∑n

k=1 z
∗
k ⊗ ek, where e1, . . . , en form the

canonical basis in ℓnp , and z∗1 , . . . , z
∗
n ∈ Z∗. Then T , or T ∗ ∈ B(ℓnp′ , Z

∗) (1/p + 1/p′ = 1),
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can be identified with (z∗1 , . . . , z
∗
n) ∈ (Z∗)n. By Local Reflexivity (as laid out in [95]),

B(Z, ℓnp )∗∗ = B(Z∗∗, ℓnp ).

Proposition 6.4.8. A pair (F,E) has the C-POE-p if and only if the same is true for

(F ∗∗, E∗∗).

Proof. Define, for any n ∈ N, the operator Φ
(n)
F,E : B(E, ℓnp ) → B(F, ℓnp ) : S 7→ S|F . Fix n; we

henceforth omit the upper index (n). By the preceding paragraphs, Φ∗∗
F,E can be identified

with ΦF ∗∗,E∗∗ , hence one is λ-surjective if and only if the other is. In light of Proposition 6.3.9,

(F,E) has the C-POE-p if and only if ΦF,E is C-surjective. By the above, (F,E) has the

C-POE-p if and only if (F ∗∗, E∗∗) does.

For a Banach space E and n ∈ N, let E(n) denote its n-th dual. The preceding result

yields:

Proposition 6.4.9. Let F be a closed subspace of E and suppose that F (2k) is C-complemented

in E(2k) for some k ∈ N. Then (F,E) has the C-POE-p.

Similarly, since any operator T : F → ℓnp has an extension T (2k) : F (2k) → ℓnp (k ∈ N)

with the same norm, we see that:

Proposition 6.4.10. For any Banach space F , k ∈ N, and p ∈ [1,∞], (F, F (2k)) has the

1-POE-p.

Using ℓ∞(I) spaces we can convert Proposition 6.4.8 into a statement about Banach

spaces with the POE-p (rather than pairs of Banach spaces with the POE-p):

Proposition 6.4.11. F has the C-POE-p if and only if F ∗∗ does.

Proof. Suppose F has the C-POE-p. Embed F isometrically into ℓ∞(I). By Proposi-

tion 6.4.1, F has the C-POE-p if and only if (F, ℓ∞(I)) does. By Proposition 6.4.8, this, in

turn, is equivalent to (F ∗∗, ℓ∞(I)∗∗) having the C-POE-p. By [333, Theorem 4.1], ℓ∞(I)∗∗

is 1-injective. Thus, by Proposition 6.4.2, if (F ∗∗, ℓ∞(I)∗∗) has the C-POE-p, then so does

F ∗∗.

Conversely, suppose F ∗∗ has the C-POE-p. Embed F ∗∗ into ℓ∞(I), for a suitable index

I. We have to show that (F, ℓ∞(I)) has the C-POE-p. By Proposition 6.4.10 (F, F ∗∗) has

the 1-POE-p, hence Proposition 6.4.2 yields the desired result.
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We now give three examples where the above results apply. First, recall that by [333,

Theorem 4.2], F ∗∗ is C-injective if and only if whenever F is a closed subspace of E and Y

is finite dimensional, every operator T : F → Y extends to T̃ : E → Y with ∥T̃∥ ≤ C∥T∥.

Hence, L∞-spaces have POE-p for all p ∈ [1,∞]. To be more precise, by combining [229,

Theorem 3.3] with [333, Theorem 4.2], we observe that, if F is a L∞,µ-space for all µ > λ,

then F ∗∗ is λ-injective. This implies:

Corollary 6.4.12. If F is a L∞,µ-space for all µ > λ, then it has the λ-POE-p for every

p ∈ [1,∞]. In particular, c0 and C(K) spaces have the 1-POE-p.

In a similar fashion, we apply Proposition 6.4.8 and Proposition 6.4.9 to two well-studied

classes of subspaces. Recall, following [197], that a closed subspace F of E is locally com-

plemented in E if there is λ > 0 such that whenever G is a finite dimensional subspace of E

and ε > 0, there is a linear operator T : G→ F such that ∥T∥ ≤ λ and ∥Tx−x∥ ≤ ε∥x∥ for

x ∈ F ∩ G. It follows from [197, Theorem 3.5] that F is locally complemented in E if and

only if F ∗∗ is complemented in E∗∗ under the natural embedding. Proposition 6.4.9 thus

implies:

Corollary 6.4.13. If F is locally complemented in E, then (F,E) has the POE-p for every

p ∈ [1,∞].

On the other hand, recall that a subspace F of a Banach space E is called an ideal

(cf. [130]) if F⊥ = {x∗ ∈ E∗ : x∗(y) = 0 for y ∈ F} is the kernel of a contractive projection

on E∗. In this case F ∗∗ is contractively complemented in E∗∗. Note that here, neither E

nor F is assumed to have any order structure. One should distinguish between the “Hahn-

Banach ideals” described above, and order ideals we are discussing in the context of Banach

lattices.

For ideals (in the Banach space sense) Proposition 6.4.8 implies:

Corollary 6.4.14. If F is an ideal in E, then (F,E) has the 1-POE-p for any p ∈ [1,∞].

Embeddings of Banach spaces into their ultrapowers behave in a fashion similar to em-

beddings into second duals. Recall that given a Banach space E and a free ultrafilter U on an

infinite set Γ, the ultrapower of E with respect to U is given by EU = ℓ∞(Γ, E)/NU , where

NU is the subspace of elements in ℓ∞(Γ, E) which converge to zero along U . A “natural

embedding” of E into EU is determined by mapping e to the equivalence class of (e, e, . . .).
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Proposition 6.4.15. For any p ∈ [1,∞] and any Banach space F , the pair (F, FU) has the

1-POE-p.

Proof. Given T : F → ℓnp , let TU : FU → (ℓnp )U denote the natural extension (cf. [3, Theorem

1.64]) which satisfies ∥TU∥ = ∥T∥. By compactness we have that (ℓnp )U = ℓnp .

Further characterizations of the POE-p

In the definition of POE-p there is a uniform constant C which is selected independently of

the embedding F ↪→ E. However, it is not necessary to require this:

Proposition 6.4.16. For 1 ≤ p ≤ ∞ and a Banach space F , the following are equivalent:

(i) F has the POE-p;

(ii) For any Banach space E containing F there is a constant C > 0 such that every

operator T : F → ℓnp extends to T̃ : E → ℓnp with ∥T̃∥ ≤ C∥T∥.

Proof. Clearly (1) ⇒ (2). Now suppose (1) fails; we will show that (2) fails as well.

For each k ∈ N, find an isometric embedding jk : F ↪→ Ek, and a contraction Tk : F → ℓnk
p

so that any extension of Tk to Ek has norm at least k. We “amalgamate” the spaces Ek:

let E = (
∑

k Ek)1/G, where G consists of all elements (akjky)k ∈ (
∑

k Ek)1 (y ∈ F ) with∑
k ak = 0 (this sum is well defined, since the membership in (

∑
k Ek)1 implies

∑
k |ak| <∞).

Define uk : Ek → E by taking x ∈ Ek to the equivalence class of x(k) := (0, . . . , 0, x, 0, . . .)

(x is in the k-th position). Then uk is an isometry. Indeed, clearly this map is contractive.

On the other hand, for any x ∈ Ek,

∥ukx∥ = inf
g∈G

∥∥x(k) + g
∥∥ = inf

y∈F,
∑

i ai=0

{∥∥akjky + x
∥∥+

∑
i ̸=k

∥∥aijiy∥∥}
≥ inf

y∈F,
∑

i ai=0

{
∥x∥ − |ak|∥y∥ +

∑
i ̸=k

|ai|∥y∥
}

= ∥x∥.

For i, k ∈ N and y ∈ F , [jiy](i) − [jky](k) ∈ G, hence uiji = ukjk. Denote ukjk (no

matter what k is – all these maps coincide) by j; then j : F → E is an isometric embedding.

Consider Tk : F → ℓnk
p as described above (that is, Tk is an operator with no “small norm”

extension to Ek). Suppose S : E → ℓnk
p extends Tk. Then ∥S∥ ≥

∥∥S|uk(Ek)

∥∥ ≥ k. As k is

arbitrary, we conclude that (2) fails.



CHAPTER 6. FREE BANACH LATTICES 242

We can also restrict to superspaces of the same density. For a Banach space E, let us

denote by dens(E) the density character of E – that is, the least cardinality of a dense

subset.

Proposition 6.4.17. For C ≥ 1, 1 ≤ p ≤ ∞, and a Banach space F , the following are

equivalent:

(i) F has the C-POE-p;

(ii) Whenever F is a closed subspace of E with dens(E) = dens(F ), every operator T :

F → ℓnp extends to T̃ : E → ℓnp with ∥T̃∥ ≤ C∥T∥.

Proof. Suppose (2) holds and let F be a closed subspace of an arbitrarily large E. By [165]

(see also [302]), there exists a closed subspace G, such that F ⊆ G ⊆ E, dens(G) = dens(F )

and G is an ideal in E. If T : F → ℓnp , then by hypothesis we can find an extension

T̃ : G → ℓnp with ∥T̃∥ ≤ C∥T∥. Since G is an ideal in E, then we also have an extension˜̃
T : E → ℓnp with ∥˜̃T∥ ≤ C∥T∥ by Corollary 6.4.14.

The relations between POE-p and POE-q, and several examples

In this section we give several examples of pairs (F,E) (or spaces F ) which have the POE-p,

and several which do not. We begin with L1-spaces:

Proposition 6.4.18. Suppose 2 ≤ p ≤ ∞, and F is a L1,µ-space for all µ > λ. Then F has

the λ-POE-p.

Proof. In light of Proposition 6.3.9, it suffices to show that, for any embedding ι : F ↪→ E,

and any C > λ, any operator T : F → ℓnp has an extension T̃ : E → ℓnp , with ∥T̃∥ ≤ C∥T∥.

To this end, find µ > λ and ε > 0 so that µ(1 + ε) < C. Let p′ be the “conjugate” of p,

so that 1
p

+ 1
p′

= 1. As 1 ≤ p′ ≤ 2, there exists an isometric embedding j : ℓnp′ → L1 (see

e.g. [191, Section 4]). Then j∗ : L∞ → ℓnp is a quotient map. By [228, Theorem 4.2], T has a

lifting S : F → L∞, with ∥S∥ ≤ µ(1 + ε)∥T∥, and j∗S = T . Find an extension S̃ : E → L∞,

with ∥S̃∥ = ∥S∥. Then T̃ := j∗S̃ is the desired extension of T .

We next discuss the relations between the POE-p, for different values of p. As a corollary,

we deduce from Proposition 6.4.19 that Proposition 6.4.18 fails for 1 ≤ p < 2 and one cannot

replace c0 by ℓ1 in Corollary 6.4.12 when p ∈ [1, 2).

Proposition 6.4.19. (i) If 1 ≤ p ≤ q ≤ 2, and F has the POE-p, then it has the POE-q;
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(ii) If 2 ≤ p <∞, and F has the POE-p, then it has the POE-2;

(iii) The space ℓ1 has the POE-p if and only if 2 ≤ p ≤ ∞.

Proof. (1) By [191, Section 4], ℓq (or even Lq) embeds isometrically into Lp. If F has

the POE-p, then, by Proposition 6.4.3, there exists a constant C so that the inequality

π2(T ) ≤ C∥T∥ holds for any T : F → Lp. The ideal of 2-summing operators is injective,

hence we have π2(T ) ≤ C∥T∥ holds for any T : F → ℓq. Thus, F has the POE-q.

(2) Suppose F has the POE-p with constant c. We need to show that, for any E ⊇ F ,

any operator T : F → ℓn2 has an extension T̃ : E → ℓn2 , with ∥T̃∥ ≤ C∥T∥ (C is a universal

constant). Denote the canonical basis in ℓn2 by (ek), and let j : ℓn2 → ℓ2
n

p be the “Khint-

chine” embedding – that is, jek = rk for 1 ≤ k ≤ n, with r1, . . . , rn being Rademacher

random variables realized in ℓ2
n

p . Then ∥jx∥ ≥ ∥x∥ for any x. Further, there exists λ = λp

so that ∥j∥ ≤ λ, and there exists a projection P : ℓ2
n

p → j(ℓn2 ) with ∥P∥ ≤ λ. Consider

T : F → ℓn2 . As F has the POE-p, jT : F → ℓ2
n

p has an extension S : E → ℓ2
n

p with

∥S∥ ≤ c∥j∥∥T∥ ≤ cλ∥T∥. Then T̃ = j−1PS extends T , and ∥T̃∥ ≤ cλ2∥T∥.

(3) The fact that ℓ1 has the POE-p for p ≥ 2 follows directly from Proposition 6.4.18.

Now suppose 1 ≤ p < 2. By Proposition 6.4.3, it suffices to show that for every C > 0 there

exists a contractive T : ℓ1 → ℓnp so that π2(T ) ≥ C. Denote by (ek) the canonical bases in

both ℓ1 and ℓnp , and set Tek = ek if 1 ≤ k ≤ n, Tek = 0 otherwise. By [125, Theorem 9(v)],

π2(T ) ∼ n1/p−1/2.

The class of POE-1 spaces, albeit more restrictive than that of POE-2 spaces (by Propo-

sition 6.4.19), is still fairly large. For instance, by Proposition 6.4.3 and [329, Corollary

III.I.13], the disk algebra A has the POE-1. However, for spaces with an unconditional

basis, the POE-1 condition is very restrictive, as we will next see.

Proposition 6.4.20. A space F with a normalized unconditional basis (xk) has the POE-1

if and only if (xk) is equivalent to the c0 basis.

Proof. Due to Corollary 6.4.12, c0 has the POE-1. Now suppose F possesses a normalized

unconditional basis (xk), and has the POE-1. It is easy to see that the (semi-normalized)

biorthogonal functionals (x∗k) form an unconditional sequence in F ∗. By Remark 6.4.4, F ∗

is a G.T. space. For m ∈ N, denote by Pm the canonical basis projection from F onto

span[xk : 1 ≤ k ≤ m]. Then P ∗
m is a projection from F ∗ onto span[x∗k : 1 ≤ k ≤ m]. As
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supm ∥Pm∥ <∞, we conclude that there exists a constant C so that, for any m,n ∈ N, any

operator T : span[x∗k : 1 ≤ k ≤ m] → ℓn2 satisfies π1(T ) ≤ C∥T∥. The proof of [279, Theorem

8.21] shows the existence of a constant C ′ so that (x∗k)
m
k=1 is C ′-equivalent to the canonical

basis of ℓm1 . In other words, the inequality

1

C ′

∑
k

|ak| ≤
∥∥∥∑

k

akx
∗
k

∥∥∥ ≤
∑
k

|ak|

holds for any finite sequence (ak). Thus, (xk) is equivalent to the c0 basis.

Remark 6.4.21. An alternative proof for Proposition 6.4.20 can also be deduced from [291],

where it is shown that a space with an unconditional basis has the POE-2 if and only if it

is isomorphic to ℓ1, c0, or c0 ⊕ ℓ1. Indeed, if F has the POE-1, then by Proposition 6.4.19,

it also has the POE-2, and since ℓ1 fails POE-1, the previous characterization yields that F

can only be isomorphic to c0.

Remark 6.4.22. The relations between the POE-p for different values of p remain unclear.

For instance, we do not know whether POE-p implies POE-q in the following situations:

(i) p ∈ [1,∞), q ∈ (2,∞).

(ii) 1 ≤ q < p < 2.

Also, we do not have a characterization of POE-p (2 < p < ∞) in terms of operator ideals,

along the lines of Proposition 6.4.3. Using [97, Corollary 10.10], one can observe that, if F

has the POE-p for 2 < p < ∞, then B(F, ℓp) = Πp,s(F, ℓp) = Πr(F, ℓp) whenever s < p < r.

However, this condition does not seem to be sufficient.

Above, we have observed that the disk algebra A has the POE-p for 1 ≤ p ≤ 2. We do

not know whether A has the POE-p for 2 < p <∞. We know that, by [97, Corollary 10.10]

and [329, Corollary III.I.13], B(A, ℓp) = Πr(A, ℓp) when 2 < p < r. Also, by F. and M. Riesz

Theorem, A∗∗ = H∞ ⊕∞ M∗
s , where Ms is the set of measures singular with respect to the

Lebesgue measure (cf. [329, p. 181]). As the POE-p passes to the double dual, we conclude

that H∞ has the POE-p for 1 ≤ p ≤ 2. As with A, we do not know what the situation is for

2 < p <∞.

Finally, we examine the POE-p for some “natural” pairs (F,E), where F is a subspace

of Lp(µ).
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Proposition 6.4.23. Suppose 1 ≤ p <∞, and F is isomorphic to a complemented subspace

of Lp(µ), for some measure µ. If a Banach space E contains F , then the following are

equivalent:

(i) F is complemented in E.

(ii) F is locally complemented in E.

(iii) (F,E) has the POE-p.

Remark 6.4.24. Proposition 6.4.23 is applicable in the following situations:

(i) 1 < p <∞, and F is isomorphic to a Hilbert space. Indeed, suppose I is an index set,

and µ is the uniform probability measure on {0, 1}. Then ℓ2(I) is isomorphic to the span

of independent Rademacher functions in Lp
(
µ⊗I); the latter space is complemented in

Lp
(
µ⊗I).

(ii) 1 < p <∞, and F is a Lp-space. Indeed, by [228], such an F embeds complementably

into an Lp-space.

Proof of Proposition 6.4.23. (1) ⇒ (2) is easy, and (2) ⇒ (3) follows from Corollary 6.4.13.

(3) ⇒ (1): Let F ′ be a complemented subspace of Lp(µ) isomorphic to F , P : Lp(µ) → F ′

a projection, and T : F → F ′ an isomorphism. By Proposition 6.3.9, T has an extension

T̃ : E → Lp(µ). Then Q := T−1|F ′PT̃ is a projection from E onto F .

Specializing to Hilbertian subspaces of L1, we obtain:

Proposition 6.4.25. If F is an infinite dimensional subspace of L1, isomorphic to a Hilbert

space, then (F,L1) fails the POE-p for 1 ≤ p <∞.

Proof. If 1 < p <∞, the result follows from Remark 6.4.24. It remains to examine the case

of p = 1. Note that, if F is Hilbertian, and (F,E) has the POE-p, then (F ′, E) has the

POE-p whenever F ′ is a subspace of F . Indeed, there exists a projection P from F onto F ′.

For any T ∈ B(F ′, Lp), the operator TP has an extension S : E → Lp, which clearly also

extends T . Therefore, it suffices to establish the failure of POE-1 for separable F . Also, we

can restrict ourselves to F ⊆ L1(µ), where µ is a probability measure.
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Suppose, for the sake of contradiction, that (F,L1(µ)) has the POE-1 with constant C.

In particular, any operator T : F → F extends to T̃ : L1(µ) → L1(µ), with ∥T̃∥ ≤ C∥T∥.

Recall that a normalized (in L1) Gaussian random variable g can be realized on a mea-

sure space (Ω0, ν0). Then independent normalized Gaussian variables (gi)i∈N can be realized

in L1(ν), with ν = ⊗i∈Nν0; denote by G the closure of their linear span. It is well-known

that G is Hilbertian. As operators on F have an extension property described above, [286]

shows that, for any isomorphism J : F → G there exists operators u : L1(µ) → L1(ν) and

v : L1(ν) → L1(µ), extending J and J−1, respectively. From this, we conclude that (G,L1(ν))

has the POE-1. Indeed, fix J, u, v as in the preceding paragraph. For any T ∈ B(G,L1),

the operator S = TJ has an extension S̃ : L1(µ) → L1, with ∥S̃∥ ≤ C∥J∥∥T∥. Then

S̃v : L1(ν) → L1 extends T .

Therefore, by [279, Theorem 6.6, and the remark following it], L1(ν)∗ = L∞(ν) has

cotype 2 (and satisfies Grothendieck’s Theorem), which is clearly false. This is the desired

contradiction.

Remark 6.4.26. Fix p, and suppose F is a closed subspace of a Banach space E. We have

found a characterization of when the canonical embedding extends to a lattice embedding of

FBL(p)[F ] inside FBL(p)[E]. However, one might still wonder when FBL(p)[E] at least con-

tains some lattice isomorphic (or isometric) copy of FBL(p)[F ]. Similarly, if F is, moreover, a

p-convex Banach lattice, when does FBL(p)[E] contain a (nicely complemented) lattice copy

of F? In general, these questions will have a negative answer: take for instance E = C[0, 1],

and let F be a subspace which is isomorphic to ℓ1. It will follow from Theorem 6.9.20 that

FBL[C[0, 1]] never contains a sublattice isomorphic to ℓ1, so it fails to contain FBL[ℓ1] as a

sublattice as well (this is due to Theorem 6.8.3).

6.5 Basic sequences in free spaces

In this section we study the structure of basic sequences in free Banach lattices. More

specifically, we begin with a basic sequence (xk) in a Banach space E, and try to understand

the sequence of moduli (|δxk |) it generates in FBL(p)[E]. This is important, since, due to

the universal nature of free Banach lattices, the behaviour of the sequence (|δxk |) reflects all

possible embeddings of E into arbitrary p-convex lattices. As an illustration of this, we note

the following:
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Proposition 6.5.1. Suppose (xk) is a sequence in E, and (|δxk |) is weakly null in FBL(p)[E].

Then, for any p-convex Banach lattice X, and any bounded map T : E → X, the sequence

(|Txk|) is weakly null.

Proof. For T as above, T̂ : FBL(p)[E] → X is bounded, hence weak-to-weak continuous,

hence if (|δxk |) is weakly null then so is (T̂ |δxk |) = (|Txk|).

Taking into account the description of (|δek |) ⊆ FBL[ℓr] obtained in [30], we obtain:

Corollary 6.5.2. Suppose 2 < r ≤ ∞, and (ek) is the canonical basis in ℓr (if r = ∞, we

take c0 instead of ℓ∞). If X is a Banach lattice, and T : ℓr → X is a bounded operator, then

(|Tek|) is weakly null in X.

The preceding result fails for 1 ≤ r ≤ 2. Indeed, [26, Theorem 5.4] (see also Proposi-

tion 6.5.14 below) shows that (|δek |) is equivalent to the ℓ1 basis for 1 ≤ r ≤ 2. However,

by Proposition 6.6.4 (|δek |) is equivalent to the ℓr basis (hence weakly null, if r > 1) in

FBL(∞)[ℓr]. These observations are consistent with the fact that the standard Rademacher

random variables give a copy of ℓ2 in Lr (1 ≤ r <∞) but their moduli are not weakly null.

Actually, the unit vector basis of ℓr (1 < r ≤ 2) has weakly null moduli in FBL(p)[ℓr] if and

only if p = ∞; the Rademacher functions in L∞ shows that the moduli of ℓ1 in FBL(p)[ℓ1] can

never be weakly null. We will expand on these observations significantly in the results below.

Next we generalize [30, Proposition 1]. Recall that a basic sequence (xk) is called C-

suppression unconditional if for every choice of scalars (ak) and any set A ⊆ N we have

∥
∑

k∈A akxk∥ ≤ C∥
∑

k∈N akxk∥. It is standard to check that every C-suppression uncondi-

tional sequence is 2C-unconditional.

Proposition 6.5.3. Let (xk) be a sequence in a Banach space E. Then, for the sequence

(|δxk |) in FBL(p)[E], we have:

(i) If (xk) is minimal then (|δxk |) is minimal;

(ii) If (xk) is a basis then (|δxk |) is basic;

(iii) If (xk) is a C-suppression unconditional basis then (|δxk |) is C-suppression uncondi-

tional, hence 2C-unconditional;

(iv) If (xk) is a symmetric basis then (|δxk |) is symmetric.
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Recall (see [303, p. 54]) that (xk) is called minimal if it admits a system of biorthogonal

functionals.

Proof. (1): Let (x∗k) be biorthogonal functionals for (xk), and extend them so that x∗k ∈
E∗. Then x̂∗k : FBL(p)[E] → R is a lattice homomorphism for every k, so that x̂∗k(|δxl|) =∣∣x∗k(xl)∣∣ = δk,l, showing that

(
x̂∗k
)

are biorthogonal functionals for
(
|δxk |

)
. The proofs of

statements (2)-(4) are similar to [30, Proposition 1].

Remark 6.5.4. In (3), 2C-unconditionality cannot be replaced by C-unconditionality, even

if C = 1. Indeed, suppose (ek) is the canonical basis in ℓ2, and p = 1. We first show that∥∥∣∣δe1∣∣ +
∣∣δe2∣∣∥∥FBL[ℓ2]

= 2. Let R : ℓ2 → L2 be the Rademacher mapping, which is known to

be isometric. This lifts to a lattice homomorphism R̂ : FBL[ℓ2] → L2 of norm one. Hence,

2 ≥
∥∥∥∥ 2∑
k=1

|δek |
∥∥∥∥ = ∥R∥

∥∥∥∥ 2∑
k=1

|δek |
∥∥∥∥ ≥

∥∥∥∥R̂ 2∑
k=1

|δek |
∥∥∥∥ =

∥∥∥∥ 2∑
k=1

|rk|
∥∥∥∥ = 2.

To contrast this we shall show that
∥∥|δe1| − |δe2|

∥∥ =
√

2. It follows from
∣∣|δe1| − |δe2 |

∣∣ ⩽
|δe1 − δe2| that ∥∥|δe1| − |δe2|

∥∥ ⩽ ∥δe1 − δe2∥ = ∥e1 − e2∥ =
√

2.

For the converse inequality, let T : ℓ22 → ℓ21 be the formal identity. Then∥∥|δe1 | − |δe2|
∥∥ ⩾

1

∥T∥
∥∥|Te1| − |Te2|

∥∥ =
1√
2
· 2 =

√
2.

Note that in Proposition 6.5.3 it was shown that if (xk) is a basis of E, then (|δxk |) is

basic in FBL(p)[E]. However, the following question is open.

Question 6.5.5. Suppose (xk) is a basic sequence in a Banach space E. Is the sequence

(|δxk |) basic in FBL(p)[E]? If (xk) is, further, unconditional, is (|δxk |) unconditional as well?

We now present some partial progress on this question:

Proposition 6.5.6. If E has a basis (uk), then for every block basic sequence (xk) of (uk)

the sequence (|δxk |) is basic in FBL(p)[E].

Proof. By a well-known result of Zippin (cf. [9, Lemma 9.5.5]), a basis (fn) of E can be

constructed such that (xk) is a subbasis of (fn), say fnk
= xk. By Proposition 6.5.3, we have

that (|δfn|) is a basic sequence in FBL(p)[E]. Hence, being a subsequence, so is (|δxk |).
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Remark 6.5.7. Using that ∥|δxk |− |δyk |∥ ≤ ∥xk− yk∥, it follows from Proposition 6.5.6 and

the principle of small perturbations that if E has a basis (uk) then small perturbations of

blocks of (uk) have moduli that are basic in FBL(p)[E].

A well-known result due to Bessaga and Pe lczyński allows one to extract a basic sequence

from every semi-normalized weakly null sequence in a Banach space E. We will see next

that this extraction can be made so that the corresponding sequence of moduli in FBL(p)[E]

is also basic:

Proposition 6.5.8. Let E be a Banach space and (xn) a weakly null semi-normalized se-

quence in E. There is a subsequence such that (|δxnk
|) is basic in FBL(p)[E].

Proof. Due to [302] there is a separable subspace F ⊆ E which is an ideal in E and such

that (xn) ⊆ F . Hence, by Corollary 6.4.14, FBL(p)[F ] is an isometric sublattice of FBL(p)[E].

Therefore, for our purposes, we can assume without loss of generality that E is actually sep-

arable.

Let us suppose that the set S = {|δxn|} ⊆ FBL(p)[E] does not contain any basic sequence.

Since (xn) is semi-normalized, 0 /∈ S
∥·∥

, hence, by [9, Theorem 1.5.6], the weak-closure of S,

K = S
w

is a weakly compact set with 0 /∈ K.

Now, let ι : E → C[0, 1] be an isometric embedding and ι : FBL(p)[E] → FBL(p)[C[0, 1]]

the induced lattice homomorphism. Since ι is weak-weak continuous and injective, it fol-

lows that ι(K) is a weakly-compact set and 0 /∈ ι(K). Thus, again by [9, Theorem 1.5.6],

(|διxn|) = (ι|δxn|) ⊆ FBL(p)[C[0, 1]] does not contain a basic sequence.

However, ι(xn) is a semi-normalized weakly null sequence in C[0, 1]. Therefore, we can

extract a subsequence ι(xnk
) which is a small perturbation of a block basic sequence of the

monotone basis of C[0, 1]. Hence, Remark 6.5.7 yields that for some subsequence (|δι(xnm )|)
is a basic sequence in FBL(p)[C[0, 1]]. This is a contradiction. We can thus assume that S

contains a basic sequence, which implies that we can extract an increasing sequence (nk) ⊆ N
such that (|δxnk

|) is basic in FBL(p)[E], as claimed.

Remark 6.5.9. Of course, building on Proposition 6.5.3, it is natural to study how other

properties pass between the sequences (xk) and (|δxk |) (e.g. shrinking, boundedly complete,

etc.) Although this will not be our focus, our results will indirectly shed partial light on such



CHAPTER 6. FREE BANACH LATTICES 250

questions. In particular, we will discover some “rigidity” results, i.e., properties of (|δxk |)
that force (xk) to take a particular form.

Lower 2-estimates, ℓ1, and c0

In this subsection we explicitly compute the moduli of certain bases, refining some results

from [30]. We begin by characterizing the behaviour of c0 in FBL(p)[c0]:

Proposition 6.5.10. If (ek) is the canonical basis of c0 then the sequence (|δek |) in FBL(p)[c0]

is equivalent to the canonical basis of ℓ2 for all 1 ≤ p <∞.

Proof. By Proposition 6.5.3, the sequence
(
|δek |

)
k

is an unconditional basic sequence. We

shall show that, for finitely supported sequences (ak),

∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL(p)[c0]

∼

(
∞∑
k=1

|ak|2
)1/2

holds (with an equivalence constant depending on p ∈ [1,∞)). Fix such (ak). Let

A+ = {k : ak ≥ 0} and A− = {k : ak < 0}.

Define an operator T : c0 → Lp[0, 1] via

Tx =
∑
k∈A+

ake
∗
k(x)rk.

If ∥x∥ ⩽ 1 then Khintchine’s inequality yields

∥Tx∥ ⩽ Bp

(∑
k∈A+

∣∣ake∗k(x)
∣∣2) 1

2
⩽ Bp

(∑
k∈A+

a2k

) 1
2
.

It follows that ∥T∥ ⩽ Bp

(∑
k∈A+

a2k

) 1
2
. Note that Tek equals akrk if k ∈ A+ and zero other-

wise.

Let T̂ : FBL(p)[c0] → Lp[0, 1] be the canonical extension of T . Then ∥T̂∥ ⩽ Bp

(∑
k∈A+

a2k

) 1
2

and

T̂
( ∞∑
k=1

ak |δek |
)

=
∞∑
k=1

ak |Tek| =
∑
k∈A+

ak |akrk| =
(∑
k∈A+

a2k

)
1.
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It follows that ∑
k∈A+

a2k =
∥∥∥T̂( ∞∑

k=1

ak |δek |
)∥∥∥ ⩽ Bp

(∑
k∈A+

a2k

) 1
2
∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥,

so that

Bp

∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥ ⩾

(∑
k∈A+

a2k

) 1
2
.

Similarly, we get

Bp

∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥ ⩾

(∑
k∈A−

a2k

) 1
2
.

Combining these estimates, we get

√
2Bp

∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥
FBL(p)[c0]

⩾
( ∞∑
k=1

|ak|2
) 1

2
.

Conversely, it was shown in [30] that

∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL[c0]

∼

(
∞∑
k=1

|ak|2
)1/2

.

Hence, since the FBL norm is the largest of the FBL(p) norms,

∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥
FBL(p)[c0]

≤
∥∥∥ ∞∑
k=1

ak |δek |
∥∥∥
FBL[c0]

∼

(
∞∑
k=1

|ak|2
)1/2

.

Corollary 6.5.11. Suppose a sequence (ek) in E is equivalent to the canonical basis of

c0. Then the sequence (|δek |) in FBL(p)[E] is equivalent to the canonical basis of ℓ2 for all

1 ≤ p <∞.

Proof. Combine Proposition 6.5.10 with the fact that c0 has the POE-p (Corollary 6.4.12).

Combined with Proposition 6.5.10 the next result establishes a lower 2-estimate for the

moduli of an arbitrary basic sequence:
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Proposition 6.5.12. Let (xk) be a sequence in E, and assume that there are biorthogonal

functionals (x∗k) to (xk) such that K := supk ∥x∗k∥ < ∞. Then for any finitely supported

sequence of scalars (ak) we have∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL(p)[c0]

≤ K
∥∥∥ ∞∑
k=1

ak|δxk |
∥∥∥
FBL(p)[E]

,

where (ek) denotes the unit vector basis of c0. Consequently, for 1 ≤ p <∞,(
∞∑
k=1

a2k

)1/2

≲
∥∥∥ ∞∑
k=1

ak|δxk |
∥∥∥
FBL(p)[E]

.

Proof. The assumptions tell us that the operator T : [xk] → ℓ∞ given by Tx = (x∗k(x)) has

norm at most K and Txk = ek. By injectivity of ℓ∞ (or Hahn-Banach), we have an extension

T̃ : E → ℓ∞ with ∥T̃∥ ≤ K. Let ϕℓ∞ : ℓ∞ → FBL(p)[ℓ∞] denote the canonical isometric

embedding and let S = ϕℓ∞T̃ : E → FBL(p)[ℓ∞]. Let now Ŝ : FBL(p)[E] → FBL(p)[ℓ∞] be

the lattice homomorphism extending S, and note that ∥Ŝ∥ ≤ K. It follows that for any

finitely supported sequence of scalars (ak) we have∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL(p)[ℓ∞]

=
∥∥∥ ∞∑
k=1

ak|Ŝδxk |
∥∥∥
FBL(p)[ℓ∞]

≤ K
∥∥∥ ∞∑
k=1

ak|δxk |
∥∥∥
FBL(p)[E]

.

Using Proposition 6.4.10 and the above estimate we get that∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL(p)[c0]

=
∥∥∥ ∞∑
k=1

ak|δek |
∥∥∥
FBL(p)[ℓ∞]

≤ K
∥∥∥ ∞∑
k=1

ak|δxk |
∥∥∥
FBL(p)[E]

.

Finally, the “consequently” statement follows from Proposition 6.5.10.

Statement (3) of Proposition 6.4.19 suggests that ℓ1 could be a counterexample to Ques-

tion 6.5.5. However, basic sequences equivalent to ℓ1 will always have moduli equivalent to

ℓ1 in free spaces. More generally, we have the following proposition:

Proposition 6.5.13. Suppose (xk) is a C-unconditional basic sequence in a Banach space

E. Then, for 1 ≤ p ≤ ∞, and for any a1, . . . , an ∈ R,

∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥FBL(p)[E]

≥ 1

2C

∥∥ n∑
k=1

akxk
∥∥.
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Proof. It suffices to consider p = ∞, as this is the weakest of the FBL(p)-norms. By Propo-

sition 6.3.10, we may assume that (xk) is a basis. The result then follows from statement

(3) of Proposition 6.5.3:

2C
∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥FBL(∞)[E]

≥
∥∥ n∑
k=1

|ak|
∣∣δxk∣∣∥∥FBL(∞)[E]

≥
∥∥ n∑
k=1

akδxk
∥∥
FBL(∞)[E]

=
∥∥ n∑
k=1

akxk
∥∥.

Remark 6.5.19 below will show that the unconditionality assumption in the preceding

proposition is essential, in general, for the sequence of moduli to dominate the original se-

quence.

We now look to characterize those bases (xk) of E such that the sequence (|δxk |) in

FBL(p)[E] is equivalent to the unit vector basis of ℓ1. We begin with a sufficient condition:

Proposition 6.5.14. Let E be a Banach space with a normalized basis (xk) satisfying a

lower 2-estimate. Then for all p ∈ [1,∞) the sequence (|δxk |) in FBL(p)[E] is equivalent to

the unit vector basis of ℓ1.

Proof. We first prove this for the unit vector basis (ek) of ℓ2. Let R : ℓ2 → Lp be the

Rademacher mapping. This extends to a lattice homomorphism R̂ : FBL(p)[ℓ2] → Lp. Now,

∥R∥
∥∥∥∥ n∑
k=1

ak|δek |
∥∥∥∥ ≳ ∥R∥

∥∥∥∥ n∑
k=1

|ak||δek |
∥∥∥∥ ≥

∥∥∥∥R̂ n∑
k=1

|ak||δek |
∥∥∥∥ =

∥∥∥∥ n∑
k=1

|ak||rk|
∥∥∥∥ =

n∑
k=1

|ak|,

where the first domination is by the unconditionality statement in Proposition 6.5.3.

Now suppose that (xk) is normalized with a lower 2-estimate. Then the basis to basis

map T : E → ℓ2 is bounded, so we can extend it to a lattice homomorphism T : FBL(p)[E] →
FBL(p)[ℓ2]. Note T (|δxk |) = |δek |. From this we get that

∥T∥
∥∥∥∥ n∑
k=1

ak|δxk |
∥∥∥∥ ≥

∥∥∥∥ n∑
k=1

ak|δek |
∥∥∥∥ ∼

n∑
k=1

|ak|.
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Example 6.5.15. Let 1 ≤ r ≤ 2 and let (ek) be the canonical basis of ℓr. Then the sequence

(|δek |) in FBL(p)[ℓr] is equivalent to the canonical basis of ℓ1, when p ∈ [1,∞). Similarly, the

Walsh basis in Lr[0, 1] is normalized and satisfies a lower 2-estimate if 1 ≤ r ≤ 2.

One cannot replace “basis” with “basic sequence” in Proposition 6.5.14, see Proposi-

tion 6.6.5. The dual to the summing basis in c0 (see below) satisfies the conclusion but not

the hypothesis of Proposition 6.5.14:

Example 6.5.16. Let (xk) be the basis for ℓ1 such that x1 = e1 and xk = ek − ek−1 for

k ≥ 2. Then for all p ∈ [1,∞] the sequence (|δxk |) in FBL(p)[ℓ1] is equivalent to the unit

vector basis of ℓ1.

Proof. By Remark 6.2.8 it suffices to work with FBL(∞)[ℓ1]. Recall that the norm∥∥∥∥∥
m∑
k=1

ak|δxk |

∥∥∥∥∥
is computed by taking supf∈Bℓ∞

|
∑m

k=1 ak|f(xk)|| .

Choosing f = (1,−1, 1,−1, 1,−1, 1,−1, . . . ) we get∣∣∣∣∣
m∑
k=1

ak|f(xk)|

∣∣∣∣∣ = |a1 + 2a2 + 2a3 + · · · + 2am|.

This tells us
(∣∣δxk∣∣)k is either conditional, or equivalent to the ℓ1 basis.

Now, in general, to take care of signs, one picks f to be a sequence of ones and negative

ones, but now aligns them with the signs of the ak (we can safely ignore x1). This easily

gives ∥∥∥∥ m∑
k=2

ak|δxk |
∥∥∥∥
FBL(∞)[ℓ1]

≥ max

(∣∣∣∣∣ ∑
k:ak≥0

2ak

∣∣∣∣∣ ,
∣∣∣∣∣ ∑
k:ak≤0

2ak

∣∣∣∣∣
)

≥
m∑
k=2

|ak|,

and proves the claim.

In contrast to Example 6.5.16, Proposition 6.5.14 is sharp for unconditional bases:

Proposition 6.5.17. Suppose that (xk) is a 1-unconditional basic sequence in E, a1, . . . , an ⩾

0, and 1 ⩽ p ⩽ ∞. Then∥∥∥ n∑
k=1

ak |δxk |
∥∥∥
FBL(p)[E]

⩽ KG

( n∑
k=1

ak

) 1
2
∥∥∥ n∑
k=1

√
akxk

∥∥∥
E
. (6.5.1)
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Here, KG denotes the universal Grothendieck constant. In particular, suppose (xk) fails to

have a lower 2-estimate – that is, there exist t1, . . . , tn so that ∥
∑n

k=1 tkxk∥ ≪ (
∑n

k=1 t
2
k)

1/2.

Then by (6.5.1), ∥∥∥ n∑
k=1

t2k|δxk |
∥∥∥
FBL(p)[E]

≪
n∑
k=1

t2k,

implying that (|δxk |) is not equivalent to the ℓ1 basis.

Proof. Let F = span[xk : k ∈ N]. Let T = ϕE|F : F → FBL(p)[E] be the natural inclusion.

In FBL(p)[E], using Cauchy-Schwarz inequality we have

n∑
k=1

ak |δxk | ⩽
( n∑
k=1

ak

) 1
2
( n∑
k=1

ak |δxk |
2
) 1

2
=
( n∑
k=1

ak

) 1
2
( n∑
k=1

∣∣T (
√
akxk)

∣∣2) 1
2
.

View F as a Banach lattice under the order induced by (xk). Using Krivine’s inequality

[231, Theorem 1.f.14.], and the fact that (xk) are disjoint in F , we get

∥∥∥ n∑
k=1

ak |δxk |
∥∥∥
FBL(p)[E]

⩽
( n∑
k=1

ak

) 1
2 ·KG ∥T∥

∥∥∥( n∑
k=1

∣∣(√akxk)∣∣2) 1
2
∥∥∥
F

= KG

( n∑
k=1

ak

) 1
2
∥∥∥ n∑
k=1

√
akxk

∥∥∥
E
.

As already mentioned, if (xk) is an unconditional basis of E, then the sequence (|δxk |)
is unconditional in FBL(p)[E]. As we saw in Example 6.5.16, the modulus of a conditional

basis need not be conditional - it also need not be unconditional. For the sake of an example,

consider the summing basis in c0, consisting of vectors sk = (1, . . . , 1, 0, . . .) (k 1’s in a row).

Proposition 6.5.18. For all p ∈ [1,∞] the basic sequence
(∣∣δsk∣∣) is conditional (even for

constant coefficients) in FBL(p)[c0]. In fact, if n is an even integer, then

∥∥ n∑
k=1

∣∣δsk∣∣∥∥FBL(∞)[c0]
= n,

but:

(i)
∥∥∑n

k=1(−1)k
∣∣δsk∣∣∥∥FBL(∞)[c0]

= 1.
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(ii) κ
√
n ≤

∥∥∑n
k=1(−1)k

∣∣δsk∣∣∥∥FBL[c0]
≤ KG

√
n, where KG is Grothendieck’s constant, and

κ > 0 is a universal constant.

Proof. (1) The case of FBL(∞)[c0]:

The norm on FBL(∞)[c0] arises from ∥f∥ = sup
{
|f(x∗)| : ∥x∗∥ℓ1 ≤ 1}. By the triangle

inequality,
∥∥∑n

k=1

∣∣δsk∣∣∥∥ ≤
∑n

k=1 ∥sk∥ = n. For a lower estimate take x∗ = (1, 0, 0, . . .) ∈ ℓ1.

Then ∥∥ n∑
k=1

∣∣δsk∣∣∥∥ ≥
n∑
k=1

∣∣x∗(sk)∣∣ = n.

Now recall that

∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥ = sup

∥x∗∥≤1

∣∣∣ n∑
k=1

(−1)k|x∗(sk)|
∣∣∣.

Write x∗ = (a1, a2, . . .). Then x∗(sk) = a1 + · · · + ak; hence

∣∣ n∑
k=1

(−1)k|x∗(sk)|
∣∣ =

∣∣∣ n/2∑
j=1

(∣∣ 2j∑
k=1

ak
∣∣− ∣∣ 2j−1∑

k=1

ak
∣∣)∣∣∣ ≤ n/2∑

j=1

∣∣∣∣∣ 2j∑
k=1

ak
∣∣− ∣∣ 2j−1∑

k=1

ak
∣∣∣∣∣.

By the triangle inequality,
∣∣∣∣∣∑2j

k=1 ak
∣∣− ∣∣∑2j−1

k=1 ak
∣∣∣∣∣ ≤ |a2j|, hence

∣∣ n∑
k=1

(−1)k|x∗(sk)|
∣∣ ≤ n/2∑

j=1

∣∣a2j∣∣ ≤ ∥x∗∥ ≤ 1,

which leads us to conclude that

∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥ = sup

∥x∗∥≤1

∣∣ n∑
k=1

(−1)k|x∗(sk)|
∣∣ ≤ 1.

On the other hand, testing on x∗ = (0, 1, 0, . . .), we obtain
∥∥∑n

k=1(−1)k
∣∣δsk∣∣∥∥ ≥ 1.

(2) The case of FBL[c0]:

The lower estimate for
∥∥∑n

k=1(−1)k
∣∣δsk∣∣∥∥ follows from Proposition 6.5.12 (the norms of

the biorthogonal functionals (0, . . . , 0, 1,−1, 0, . . .) ∈ ℓ1 do not exceed 2).
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For an upper estimate, we view s1, . . . , sn as living in ℓn∞ (spanned by the first n coordi-

nates of c0). We need to prove that, if x∗1, . . . , x
∗
m ∈ ℓn1 are such that max±

∥∥∑m
j=1 ±x∗j

∥∥ ≤ 1,

then
m∑
j=1

∣∣∣ n∑
k=1

(−1)k
∣∣x∗j(sk)∣∣∣∣∣ ≤ KG

√
n.

As noted in part (1), ∣∣∣ n∑
k=1

(−1)k
∣∣x∗j(sk)∣∣∣∣∣ ≤ ∥x∗j∥.

We have to therefore show that, for our sequence (x∗j),
∑

j ∥x∗j∥ ≤ KG

√
n. To this end,

consider the operator u : ℓm∞ → ℓn1 : ej 7→ x∗j (here (ej)
m
j=1 is the canonical basis of ℓm∞). Note

that
∑

j ∥x∗j∥ =
∑

j ∥uej∥, and ∥
∑

j δjej∥ = 1 whenever δj = ±1; thus,
∑

j ∥uej∥ ≤ π1(u).

Therefore, it suffices to show that π1(u) ≤ KG

√
n.

Note that ∥u∥ = supδj=±1

∥∥∑m
j=1 δjx

∗
j

∥∥ ≤ 1, hence, by Grothendieck’s Theorem (see

e.g. [97, Theorem 3.5]), π2(u) ≤ KG. Write u = id ◦ u, where id is the identity operator on

ℓn1 . Then by [97, Theorem 4.17], π2(id) =
√
n, and therefore [97, Theorem 2.22] implies that

π1(u) = π1(id ◦ u) ≤ π2(id)π2(u) ≤ KG

√
n.

We can now interpolate these results to general p: We know that, for even n,

∥∥ n∑
k=1

∣∣δsk∣∣∥∥FBL(∞)[c0]
= n and

∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥FBL[c0]

≲ n1/2.

If (|δsk |) were unconditional in FBL(p)[c0] then there would exist a C such that

∥∥ n∑
k=1

∣∣δsk∣∣∥∥FBL(p)[c0]
≤ C

∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥FBL(p)[c0]

.

But now using that the FBL(∞)-norm is minimal and the FBL-norm is maximal, we get

n =
∥∥ n∑
k=1

∣∣δsk∣∣∥∥FBL(∞)[c0]
≤
∥∥ n∑
k=1

∣∣δsk∣∣∥∥FBL(p)[c0]

≤ C
∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥FBL(p)[c0]

≤ C
∥∥ n∑
k=1

(−1)k
∣∣δsk∣∣∥∥FBL[c0]

≲ n1/2,

a contradiction.
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Remark 6.5.19. Proposition 6.5.13 states that, if (xk) is an unconditional basis in a Banach

space E, then the inequality
∥∥∑

k ak
∣∣δxk∣∣∥∥ ≥ c

∥∥∑
k akxk

∥∥ holds, with a constant c indepen-

dent of (ak). However, this is false for conditional bases. Indeed, consider the “alternating

summing” basis s′k = (−1)ksk in c0. It is easy to see that, for any n,
∥∥∑n

k=1(−1)ks′k
∥∥ =∥∥∑n

k=1 sk
∥∥ = n. However,

∥∥∑n
k=1(−1)k

∣∣δs′k∣∣∥∥FBL[c0]
=
∥∥∑n

k=1(−1)k
∣∣δsk∣∣∥∥FBL[c0]

∼
√
n, due

to Proposition 6.5.18.

Example: moduli of the Haar system in L1[0, 1]

In what follows, N0 = N ∪ {0}. Let (hn,k)1≤k≤2n,n∈N0 denote the normalized Haar basis in

L1. That is,

hn,k = 2nχ[ k−1
2n

, 2k−1

2n+1 ]
− 2nχ[ 2k−1

2n+1 ,
k
2n

].

For more information about the Haar system the reader is referred to e.g. [231, Section 2.c].

Clearly, for a fixed n ∈ N0, (hn,k)
2n

k=1 is 1-equivalent to the basis of ℓ2
n

1 , and so is (|δhn,k
|)2nk=1

in FBL[L1] as the following shows:

Lemma 6.5.20. For every n ∈ N, and scalars (ak)
2n

k=1 we have

∥∥∥ 2n∑
k=1

ak|δhn,k
|
∥∥∥
FBL[L1]

=
2n∑
k=1

|ak|.

Proof. Since ∥hn,k∥ = 1, the triangle inequality trivially implies that ∥
∑2n

k=1 ak|δhn,k
|∥ ≤∑2n

k=1 |ak|.

For the converse, let T : L1 → ℓ2
n

1 be the operator given by

Tf =

(∫ 2k−1

2n+1

k−1
2n

fdµ−
∫ k

2n

2k−1

2n+1

fdµ

)2n

k=1

.

Clearly, ∥T∥ = 1 and Thn,k = ek for 1 ≤ k ≤ 2n. Let T̂ : FBL[L1] → ℓ2
n

1 denote the lattice

homomorphism extending T . Note T̂ |δhn,k
| = |Thn,k| = ek, which implies that

2n∑
k=1

|ak| =
∥∥∥ 2n∑
k=1

akek

∥∥∥ =
∥∥∥T̂( 2n∑

k=1

ak|δhn,k
|
)∥∥∥ ≤

∥∥∥ 2n∑
k=1

ak|δhn,k
|
∥∥∥.
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By a branch of the Haar basis, we mean any sequence (hnj ,kj)j∈N such that, for each

j ∈ N, the support of hnj+1,kj+1
is contained in that of hnj ,kj .

Lemma 6.5.21. For every branch (hnj ,kj)j∈N of the Haar basis, we have that the sequence

(|δhnj,kj
|)j∈N in FBL[L1] is equivalent to the ℓ1 basis.

Proof. We will do the computations for (hn,1)n∈N0 , since this can be translated to any other

branch. Let T : L1 → ℓ1(N0) be the norm 1 operator defined by Tf = (
∫ 2−k

2−k−1 fdµ)k∈N0 , and

let T̂ : FBL[L1] → ℓ1(N0) denote the lattice homomorphism extending T . Note that

(Thn,1)k =


0 if k < n,

−1
2

if k = n,
1

2k−n+1 if k > n.

We claim that (T̂ |δhn,1|)n∈N0 is equivalent to the ℓ1 basis. Indeed, T̂ |δhn,1 | = |Thn,1|,
which coincides with the sequence (0, . . . , 0, 1

2
, 1
4
, 1
8
, . . .), starting with n zeros. Note that if

S : ℓ1 → ℓ1 denotes the right shift, and we set R =
∑

n∈N0

1
2n+1S

n, then this defines an

invertible operator with R−1 = 2I − S. Now, notice that for the unit vector basis (en) in ℓ1

we have Ren = T̂ |δhn,1| and this proves the claim. Therefore, there is C > 0 such that for

every sequence of scalars (an)n∈N we have

C
∑
n∈N

|an| ≤
∥∥∥∑
n∈N

anT̂ |δhn,1|
∥∥∥
ℓ1
≤ ∥T∥

∥∥∥∑
n∈N

an|δhn,1 |
∥∥∥
FBL[L1]

≤
∑
n∈N

|an|.

This finishes the proof.

Remark 6.5.22. We do not know whether the double indexed sequence (|δhn,k
|) is equivalent

to the ℓ1 basis. However, (hn,k) is a monotone basis in L1(0, 1) (see e.g. [231, Section 2.c]),

hence, by Proposition 6.6.13 below,∥∥∑
n,k

an,k
∣∣δhn,k

∣∣∥∥ ≥ 1

2

∑
n,k

an,k

whenever (an,k) are positive scalars.

6.6 Sequences with prescribed moduli

In this section, we continue our investigation of connections between properties of the se-

quence (xk) ⊆ E, and those of
(∣∣δxk∣∣) ⊆ FBL(p)[E]. In Section 6.6, we show how p-summing
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norms can be used to compute the norm of certain expressions on FBL(p)[E], which will be

a helpful tool in the sequel. In Section 6.6, we show that, under fairly general conditions,

if (xk) and
(∣∣δxk∣∣) are equivalent, then they both are equivalent to the ℓ1 basis. We also

give examples showing that our conditions are necessary, and characterize when the span

of (|δxk |) is complemented in FBL(p)[E]. Section 6.6 is devoted to analysing
(∣∣δxk∣∣) for se-

quences (xk) ⊆ L1. Finally, in Section 6.6 we investigate (xk)’s for which
(∣∣δxk∣∣) is equivalent

to the ℓ2 basis.

Using linear operators to compute non-linear expressions

Throughout this subsection, we fix p ∈ [1,∞]. For x = (x1, . . . , xn) ∈ En, we define the

operator

Tx : E∗ → ℓnp : x∗ 7→ (x∗(xk))
n
k=1.

Note Tx = S∗
x for Sx the operator given by

Sx : ℓnq → E : ek 7→ xk,

where q is conjugate to p (1
p

+ 1
q

= 1) and (ek)
n
k=1 is the canonical basis of ℓnq .

Proposition 6.6.1. In the above notation,∥∥∥( n∑
k=1

∣∣δxk∣∣p)1/p∥∥∥
FBL(p)[E]

= πp(Tx). (6.6.1)

Proof. Put T = Tx and f =
(∑n

k=1 |δxk |
p
) 1

p
. By the definition of πp, we have

πp(T ) = sup

{( m∑
i=1

∥Tx∗i ∥
p
) 1

p
: x∗1, . . . , x

∗
m ∈ E∗, sup

x∗∗∈BE∗∗

( m∑
i=1

∣∣x∗∗(x∗i )∣∣p) 1
p ≤ 1

}

= sup

{( m∑
i=1

∥Tx∗i ∥
p
) 1

p
: x∗1, . . . , x

∗
m ∈ E∗, sup

x∈BE

( m∑
i=1

∣∣x∗i (x)
∣∣p) 1

p ≤ 1

}
,

by an argument similar to (6.1.2). For each i, we have

∥Tx∗i ∥ =
( n∑
k=1

∣∣x∗i (xk)∣∣p) 1
p

= f(x∗i ),

hence

πp(T ) = sup

{( m∑
i=1

|f(x∗i )|
p
) 1

p
: sup
x∈BE

( m∑
i=1

∣∣x∗i (x)
∣∣p) 1

p ≤ 1

}
= ∥f∥FBL(p)[E] .
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We now mention some corollaries. Suppose (xk) is a 1-unconditional basis of E and α =

(a1, . . . , an) ∈ Rn. We use the notation x[α] = (a1x1, . . . , anxn) ∈ En. The corresponding

operator Tx[α] : E∗ → ℓnp : x∗ 7→ (akx
∗(xk))

n
k=1 is diagonal with respect to the 1-unconditional

bases given by the biorthogonal functionals in E∗ and ℓnp respectively. The next result shows

equivalence between the problem of computing the moduli of an unconditional basis in

FBL[E], and the problem of computing a certain 1-summing norm:

Corollary 6.6.2. Assume that (xk) is a 1-unconditional basis of E, and let the notation be

as above. For α = (a1, . . . , an) ∈ Rn,∥∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥∥

FBL[E]
≤ π1(Tx[α]) ≤ 2

∥∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥∥

FBL[E]
.

Proof. First apply Proposition 6.6.1 with xk replaced by akxk to obtain∥∥∥ n∑
k=1

|ak|
∣∣δxk∣∣∥∥∥

FBL[E]
= π1

(
Tx[α]

)
.

Now invoke Proposition 6.5.3 to get that (|δxk |) is 2-unconditional.

In particular, for the canonical basis of ℓr, setting 1
r

+ 1
r′

= 1 we have

∥∥∥ n∑
k=1

ak
∣∣δek∣∣∥∥∥

FBL[ℓr]
∼ π1(α), with α = diag

(
(ak)k∈N

)
: ℓr′ → ℓ1. (6.6.2)

Summing norms of diagonal operators between ℓp-spaces have been investigated in [125]

(specifically, Theorems 4 and 9 – although the latter contains some typos). Combining these

results with (6.6.2) gives an alternative proof of some of the results from [30]. Generally,

Corollary 6.6.2 is a useful tool for computing the moduli of unconditional bases in FBL[E],

as there is a large theory concerning 1-summing norms. However, due to the p-sum inside

the norm of (6.6.1), the case when p ∈ (1,∞) is more difficult, and, in particular, we don’t

know the behaviour in FBL(p)[ℓr] of the moduli of the basis vectors from ℓr when both

p, r ∈ (2,∞). The case when the basis is conditional is also more difficult, as Corollary 6.6.2

only allows us to control positive scalars, but the moduli of a conditional basis need not be

unconditional (see Proposition 6.5.18).
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When are (xk) and
(∣∣δxk

∣∣) equivalent?

Our next result can be considered as a converse of Proposition 6.5.13 when p ∈ [1,∞).

Proposition 6.6.3. Fix p ∈ [1,∞) and let (xk) be a normalized basis of E such that (|δxk |)
in FBL(p)[E] is equivalent to (xk). Then (xk) must be equivalent to the unit vector basis of

ℓ1.

Proof. By Proposition 6.5.10, Proposition 6.5.12 and the hypothesis, we have that(∑
k

a2k

) 1
2
≲
∥∥∥∑

k

ak|δxk |
∥∥∥
FBL(p)[E]

≲
∥∥∥∑

k

akxk

∥∥∥
E
.

Therefore, we have a bounded map T : E → ℓ2 with T (xk) = ek, where (ek) is the unit

vector basis of ℓ2. Let T : FBL(p)[E] → FBL(p)[ℓ2] be the lattice homomorphism extending

T . By Proposition 6.5.14 it follows that∑
k

|ak| ≲
∥∥∥∑

k

ak|δek |
∥∥∥
FBL(p)[ℓ2]

≤ ∥T∥
∥∥∥∑

k

ak|δxk |
∥∥∥
FBL(p)[E]

≲
∥∥∥∑

k

akxk

∥∥∥
E
≤
∑
k

|ak|.

The case p = ∞ is completely different.

Proposition 6.6.4. Let (xk) be an unconditional basic sequence in a Banach space E. Then

(δxk) ∼ (|δxk |) in FBL(∞)[E].

Proof. By Propositions 6.3.10 and 6.5.3, we may assume that (xk) is a basis and that
(
|δxk |

)
is unconditional. For any a1, . . . , an, we have∥∥∥ n∑

k=1

akxk

∥∥∥ =
∥∥∥ n∑
k=1

akδxk

∥∥∥ ≲
∥∥∥ n∑
k=1

|ak| |δxk |
∥∥∥ ∼

∥∥∥ n∑
k=1

ak |δxk |
∥∥∥.

Fix x∗ ∈ BE∗ and put εk = signx∗(xk); we then have∣∣∣ n∑
k=1

ak |δxk |
∣∣∣(x∗) =

∣∣∣ n∑
k=1

εkakx
∗(xk)

∣∣∣ ⩽ ∥∥∥ n∑
k=1

εkakxk

∥∥∥ ∼
∥∥∥ n∑
k=1

akxk

∥∥∥.
Taking sup over x∗ ∈ BE∗ , we get

∥∥∥∑n
k=1 ak |δxk |

∥∥∥ ≲
∥∥∥∑n

k=1 akxk

∥∥∥.
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Example 6.5.16 shows that the hypothesis of unconditionality in Proposition 6.6.4 cannot

be removed. If “basis” is replaced by “basic sequence” in Proposition 6.6.3, the situation,

again, is dramatically different:

Proposition 6.6.5. Suppose Ω is a compact Hausdorff space and (xk) is a sequence in C(Ω)

equivalent to the ℓ2 basis. Then for all p ∈ [1,∞] the sequence
(∣∣δxk∣∣) in FBL(p)[C(Ω)] is

equivalent to the ℓ2 basis.

Proof. We assume that (xk) is normalized and C-equivalent to the ℓ2 basis.

Fix a1, . . . , an ∈ R. Using Proposition 6.6.4 and the fact that the FBL(∞)-norm is the

weakest of the FBL(p)-norms, we get∥∥∑
k

ak
∣∣δxk∣∣∥∥FBL(p)[C(Ω)]

≥
∥∥∑

k

ak
∣∣δxk∣∣∥∥FBL(∞)[C(Ω)]

≳
(∑

k

|ak|2
)1/2

.

To establish the converse, it suffices to work with the FBL-norm as it is the strongest of

the FBL(p)-norms. Note that ∣∣∑
k

ak
∣∣δxk∣∣∣∣ ≤∑

k

|ak|
∣∣δxk∣∣,

hence it suffices to prove that there exists a universal constant K such that∥∥∑
k

ak
∣∣δxk∣∣∥∥FBL[C(Ω)]

≤ K
(∑

k

a2k
)1/2

whenever a1, . . . , an ≥ 0.

By Proposition 6.6.1,
∥∥∑

k ak
∣∣δxk∣∣∥∥ = π1(T ), where T : C(Ω)∗ → ℓn1 takes the measure

µ to (akµ(xk))
n
k=1. Write T = (jT0)

∗, where

T0 : ℓn∞ → E = span[x1, . . . , xn] : ek 7→ akxk,

and j is the embedding of E into C(Ω). Then π1(T ) ≤ ∥T0∥π1(j∗). As (xk) is C-equivalent

to the ℓ2 basis, we obtain ∥T0∥ ≤ C
(∑

k a
2
k

)1/2
. Further, the domain of j∗ is an AL-space,

hence, by Grothendieck’s Theorem, π1(j
∗) ≤ KGd(E, ℓn2 ) ≤ KGC

2 (here d(·, ·) stands for the

Banach-Mazur distance). We conclude that π1(T ) ≤ KGC
3
(∑

k a
2
k

)1/2
, which is what we

need.



CHAPTER 6. FREE BANACH LATTICES 264

Corollary 6.6.6. Suppose Ω is a compact Hausdorff space and (yk) is a sequence in C(Ω),

dominated by the ℓ2 basis, and admitting a bounded sequence of biorthogonal functionals.

Then for all p ∈ [1,∞) the sequence
(∣∣δyk∣∣) in FBL(p)[C(Ω)] is equivalent to the ℓ2 basis.

The above conditions are verified, for instance, if (yk) is a semi-normalized basic sequence,

dominated by the ℓ2 basis.

Proof. By Proposition 6.5.12,
(∣∣δyk∣∣) dominates the ℓ2 basis. To establish the converse, find a

basic sequence (xk) in C(Ω′), equivalent to the ℓ2 basis. It is well-known (see, e.g., [333, Sec-

tion 4]) that C(Ω)∗∗ is injective, hence there exists T ∈ B(C(Ω′), C(Ω)∗∗) so that Txk = yk,

for every k. This T extends to a lattice homomorphism T : FBL(p)[C(Ω′)] → FBL(p)[C(Ω)∗∗].

By Proposition 6.6.5, ℓ2 dominates
(∣∣δyk∣∣) ⊆ FBL(p)[C(Ω)∗∗]. To complete the proof, invoke

Proposition 6.4.10.

Remark 6.6.7. In Proposition 6.6.5, one can replace C(Ω) with an arbitrary L∞,λ space (the

equivalence constant will then depend not only on C but also on λ). Likewise, Corollary 6.6.6

works for L∞,λ spaces as well (combine [228, Theorem 4.1] with [333, Theorem 4.2]).

One can also describe sequences (xk) which are equivalent to
(∣∣δxk∣∣) via regular operators.

Proposition 6.6.8. Let (xk) be a 1-unconditional basic sequence in a Banach space E, and

view [xk] as a Banach lattice with the coordinate order induced by the basis. Let j : [xk] →
FBL(p)[E] be the canonical inclusion xk 7→ δxk . Then the following are equivalent:

(i) (|δxk |) ∼ (xk);

(ii) j is regular;

(iii) j is pre-regular.

Recall that an operator T between Banach lattices is called pre-regular if T ∗ is regular; we

set ∥T∥pre−reg = ∥T ∗∥r (the regular norm). For more information on this class of operators,

the reader is referred to [89, Section 4]. This class also coincides with that of (1, 1)-regular

operators considered in [295].
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Proof. (i)⇒(ii): Consider the linear extension of the map T+(xk) = (δxk)+ and T−(xk) =

(δxk)−. These maps have well-defined extensions to [xk] because∥∥∥∥T+
(

n∑
k=1

akxk

)∥∥∥∥
FBL(p)[E]

=

∥∥∥∥ n∑
k=1

ak(δxk)+

∥∥∥∥
FBL(p)[E]

≤
∥∥∥∥ n∑
k=1

|akδxk |
∥∥∥∥

∼
∥∥∥∥ n∑
k=1

|ak|xk
∥∥∥∥ ∼

∥∥∥∥ n∑
k=1

akxk

∥∥∥∥,
and a similar estimate holds for T−. Clearly these extensions are positive and j = T+ − T−.

(ii)⇒(iii) is trivial.

(iii)⇒(i): By Proposition 6.5.13, (|δxk |) dominates (xk). On the other hand,∣∣∣∣∣
n∑
k=1

ak|δxk |

∣∣∣∣∣ ≤
n∑
k=1

|akδxk | =
n∑
k=1

|j(akxk)|.

By [89, Theorem 4.40] we conclude that∥∥∥∥ n∑
k=1

ak|δxk |
∥∥∥∥ ≤ ∥j∥pre−reg

∥∥∥∥ n∑
k=1

|akxk|[xk]
∥∥∥∥ = ∥j∥pre−reg

∥∥∥∥ n∑
k=1

akxk

∥∥∥∥.
Here, | · |[xk] denotes the modulus in span[xk : k ∈ N], arising from the order determined

by the unconditional basis (xk).

We now answer the question of when span[|δxk | : k ∈ N] is complemented in FBL[E]:

Corollary 6.6.9. Let E be a Banach space with a normalized unconditional basis (xk). The

following statements are equivalent:

(i) span[|δxk | : k ∈ N] is complemented in FBL[E];

(ii) There is an unconditional sequence of biorthogonal functionals (u∗k) to (
∣∣δxk∣∣) ⊆ FBL[E]

such that span[|δxk | : k ∈ N] is normed by span[u∗k : k ∈ N];

(iii) (xk) is equivalent to the ℓ1 basis.

Here, for a Banach space E, and subspaces F ⊆ E, G ⊆ E∗, we say that F is normed

by G if there is K > 0 such that for every x ∈ F , there is x∗ ∈ G with ∥x∗∥ = 1 and

|x∗(x)| ≥ ∥x∥/K.
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Proof. By Proposition 6.5.3,
(∣∣δxk∣∣) is an unconditional basic sequence in FBL[E]. The im-

plication (1) ⇒ (2) is clear.

(2) ⇒ (3): If (u∗k) is an unconditional sequence of biorthogonal functionals to (
∣∣δxk∣∣) ⊆

FBL[E] such that span[|δxk | : k ∈ N] is normed by span[u∗k : k ∈ N], then the argument

in the proof of [231, Theorem 1.d.6(ii)] would go through and we would have that for any

scalars (ak)
n
k=1, ∥∥ n∑

k=1

ak|δxk |
∥∥ ∼

∥∥( n∑
k=1

|akδxk |2
)1/2∥∥.

On the other hand, applying [231, Theorem 1.d.6] (and its proof) to (δxk) yields

∥∥( n∑
k=1

|akδxk |2
)1/2∥∥ ≲

∥∥ n∑
k=1

akδxk
∥∥.

Thus, for any scalars (ak)
n
k=1,∥∥ n∑

k=1

akδxk
∥∥ ≤

∥∥ n∑
k=1

|ak||δxk |
∥∥ ∼

∥∥ n∑
k=1

ak|δxk |
∥∥

∼
∥∥( n∑

k=1

|akδxk |2
)1/2∥∥ ≲

∥∥ n∑
k=1

akδxk
∥∥.

Hence (xk) and (|δxk |) are equivalent. By Proposition 6.6.3 (xk) is equivalent to the unit

vector basis of ℓ1.

(3) ⇒ (1): Suppose (ek) is the unit vector basis of ℓ1; we will show that (|δek |) is

complemented in FBL[ℓ1]. Denote by (e∗k) the canonical sequence in ℓ∞ = ℓ∗1 biorthogonal

to (ek). Define the map T : FBL[ℓ1] → ℓ1 by f 7→ (f(e∗j)). From the definition of the

FBL[ℓ1] norm, T is contractive. Also, T (|δek |) = ek. Since (|δek |) ∼ (ek) we can define

S : ϕ(ℓ1) → span[|δek | : k ∈ N] : δek 7→ |δek |. Then S ◦ ϕ ◦ T : FBL[ℓ1] → span[|δek | : k ∈ N]

is our desired projection.

For p ∈ (1,∞), the situation is considerably different.

Proposition 6.6.10. Let E be a Banach space with an unconditional basis (xk). Then

span[|δxk | : k ∈ N] is not complemented in FBL(p)[E] for any p ∈ (1,∞).

Proof. Without loss of generality, (xk) is normalized. Suppose, for the sake of contradiction,

that span[|δxk | : k ∈ N] is complemented in FBL(p)[E]. As in the proof of Corollary 6.6.9, we
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conclude that (xk) and (|δxk |) should be equivalent to the ℓ1 basis. By [231, Theorem 1.d.7

and the remark after], this is a contradiction with the p-convexity of FBL(p)[E].

Note that Proposition 6.6.10 fails for p = ∞, as the moduli of the c0 basis will be

complemented in FBL(∞)[c0]. Moreover, the converse holds as well:

Proposition 6.6.11. Let (xk) be a semi-normalized unconditional basis of a Banach space

E. Then (|δxk |) is complemented in FBL(∞)[E] if and only if (xk) ∼ c0.

Proof. Since FBL(∞)[E] is generated by E as a lattice, it is separable. By Proposition 6.6.4,

(|δxk |) ∼ (xk). Hence, if (xk) ∼ c0, then (|δxk |) ∼ c0, and Sobczyk’s theorem applies.

For the converse, we note that by [97, p. 74] the only complemented semi-normalized

unconditional basic sequences in L∞-spaces are those equivalent to the unit vector basis of

c0. Since AM-spaces are L∞, it follows that if (|δxk |) is complemented in FBL(∞)[E] then

(|δxk |) ∼ c0. Hence, if (xk) is not c0, then by Proposition 6.6.4, (|δxk |) is not c0, so (|δxk |) is

not complemented in FBL(∞)[E].

In the above three results (Corollary 6.6.9-Proposition 6.6.11) we assumed that (xk) was

an unconditional basis; it is unclear how to characterize complementation of (|δxk |) when the

unconditionality assumption on (xk) is dropped.

Remark 6.6.12. Throughout this and the previous section we have dealt with the sequence

of moduli of a basis. As noted in [30] one could consider other lattice expressions; for

example, ((δxk)+) or ((δxk)−). Moreover, in [30] it is shown that ((δxk)+) and ((δxk)−) are

1-equivalent to each other. For their relation to (|δxk |), note that∥∥∥∥ n∑
k=1

ak|δxk |
∥∥∥∥ =

∥∥∥∥ n∑
k=1

ak(δxk)+ +
n∑
k=1

ak(δxk)−

∥∥∥∥ ≤ 2

∥∥∥∥ n∑
k=1

ak(δxk)+

∥∥∥∥.
This shows that (|δxk |) ≲ ((δxk)+). The converse domination is easily seen to be true for

unconditional bases.

Basic sequences in FBL[L1]

Let us say that a sequence (xk) in a Banach space E is C-minimal if it admits biorthogonal

functionals of norm not exceeding C; (xk) is said to be uniformly minimal if it is C-minimal

for some C.
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Proposition 6.6.13. Suppose (xk) is a normalized C-minimal sequence in L1. Then for all

n ∈ N and a1, . . . , an ≥ 0, we have

n∑
k=1

ak ≥
∥∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥∥

FBL[L1]
≥ 1

C

n∑
k=1

ak.

Proof. The left hand side follows from the triangle inequality. Proposition 6.6.1 states that∥∥∥ n∑
k=1

ak
∣∣δxk∣∣∥∥∥ = π1(T ), with T : L∞ → ℓn1 : f 7→

∑
k

akf(xk)ek

(here f(xk) represents the dual action of L∞ on L1, and e1, . . . , en form the canonical basis

of ℓn1 ). The domain of T is L∞, hence π1(T ) = ι1(T ) (the integral norm, cf. [97, Corollary

5.8]). By the trace duality [97, Theorem 6.16],

ι1(T ) = sup
{

tr(TS) : S ∈ B(ℓn1 , L∞), ∥S∥ ≤ 1
}
.

By C-minimality, there exist f1, . . . , fn ∈ L∞ so that fj(xk) = δjk (the Kronecker’s delta),

and maxj ∥fj∥ ≤ C. Then Tfj = ajej ∈ ℓn1 . The operator S : ℓn1 → L∞ : ej 7→ C−1fj is

contractive, and TSej = C−1ajej. Thus, π1(T ) ≥ tr(TS) = C−1
∑

j aj, as desired.

We can now easily deduce the following:

Corollary 6.6.14. Suppose (xk) is a normalized uniformly minimal sequence (in particular,

a normalized basic sequence) in L1. Then the sequence
(∣∣δxk∣∣) is unconditional in FBL[L1]

if and only if it is equivalent to the ℓ1 basis.

Corollary 6.6.14 may be useful for answering Question 6.5.5 in the special case that

E = L1 and p = 1. Here is another particular case when the above corollary is applicable:

Corollary 6.6.15. If (xk) is a sequence of normalized independent random variables in L1,

then
(∣∣δxk∣∣) is equivalent to the ℓ1 basis in FBL[L1].

Sketch of a proof. For A ⊆ N, denote by ΣA the σ-algebra generated by the random vari-

ables {xk}k∈A. Let QA be the conditional expectation from L1 onto L1(ΣA). Clearly QA is

contractive, and QAxk = xk if k ∈ A, QAxk = 0 otherwise. Thus, QA generates a contractive

lattice homomorphism (denoted by QA) on FBL[L1], with QA

∣∣δxk∣∣ =
∣∣δxk∣∣ if k ∈ A, and 0

otherwise – that is, the sequence
(∣∣δxk∣∣) is 1-suppression unconditional.
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Remark 6.6.16. In [30] it was shown that the sequence (|δek |) in FBL[ℓ2] is equivalent

to the standard ℓ1 basis. In contrast to Example 6.3.13, Corollary 6.6.15 shows that the

sequence
(
|δrk |

)
(rk are independent Rademachers) in FBL[L1[0, 1]] is equivalent to the stan-

dard ℓ1 basis. Proposition 6.5.13 implies that the sequence (|δrk |) in FBL(p)[L∞[0, 1]] is

equivalent to the standard ℓ1 basis for all p ∈ [1,∞], but we don’t know how (|δrk |) behaves

in FBL(p)[L1[0, 1]] for p ∈ (1,∞). For p = ∞ we obtain a copy of ℓ2, see Proposition 6.6.4.

Normalized Haar functions form another notable sequence in L1. These were investigated

in Section 6.5, above.

Creating copies of ℓ2 in free Banach lattices

In earlier sections we proved several results in which we assumed knowledge about a basis

(xk) of E and analysed the behaviour of the basic sequence (|δxk |) in FBL(p)[E]. In particular,

Corollary 6.5.11 shows that, if (xk) ⊆ E is equivalent to the c0 basis, then (|δxk |) ⊆ FBL(p)[E]

is equivalent to the ℓ2 basis. It is also of interest to study the opposite question. Specifically,

suppose we have an (unconditional) basis (xk) of E and we know the behaviour of (|δxk |) in

FBL(p)[E]. Can we deduce from this the behaviour of (xk)? When (|δxk |) is equivalent to

the ℓ2 basis, the answer is yes:

Theorem 6.6.17. Suppose E is a Banach space with an unconditional basis (xk), such that

the sequence
(∣∣δxk∣∣) in FBL(p)[E] (for some 1 ≤ p < ∞) is equivalent to the ℓ2 basis. Then

(xk) is equivalent to the c0 basis.

The rest of the subsection is devoted to proving this result. First we fix some notation

and conventions.

Since (|δxk |) is equivalent to the ℓ2 basis, it is semi-normalized. Renorming if necessary,

we can and do assume that the basis (xk) is normalized and 1-unconditional in E, so that

E is a Banach lattice when equipped with the order induced by the basis. In view of

Proposition 6.5.12 and [30, Theorem 5], what we are really assuming is existence of a C > 0

so that, for any ak ∈ R, ∥∥∥∑
k

ak
∣∣δxk∣∣∥∥∥ ≤ C

(∑
k

a2k
)1/2

. (6.6.3)

We shall denote by (x∗k) the corresponding biorthogonal functionals in E∗, and let E ′ be

the subspace of E∗ spanned by them.
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Denote by (ek) the canonical basis on a space ℓp. If Y and Z are spaces with semi-

normalized unconditional bases (yk) and (zk) respectively, and α = (a1, a2, . . .) ∈ ℓp, we

denote by ∆α : Y → Z the diagonal operator which takes yk to akzk. Further, ∥α∥p refers

to the ℓp norm of α like this.

Abusing the notation slightly, we often identify finitely supported elements of these spaces

with their sequence representation. For instance, we identify f =
∑

k bkx
∗
k ∈ E ′ with∑

k bkek ∈ ℓp, and use ∥f∥E′ and ∥f∥p as a shorthand for ∥
∑

k bkx
∗
k∥E′ and ∥

∑
k bkek∥p,

respectively.

For the rest of this section, we use the notation introduced above (E, (xk), C, . . .); the

proof of Theorem 6.6.17 begins with a lemma:

Lemma 6.6.18. For any α = (ak) ∈ c00, we have(∑
k

a2k
)1/2 ∼ ∥∥∆α : E → ℓ2

∥∥.
Proof. By unconditionality, we can assume that ak ≥ 0 for any k. We clearly have(∑

k

a2k
)1/2 ≥ ∥∥∆α : E → ℓ2

∥∥
(compare with ∆α : c0 → ℓ2), hence we only need to show that(∑

k

a2k
)1/2

≲
∥∥∆α : E → ℓ2

∥∥.
To establish this, consider the isomorphic embedding J : ℓ2 → Lp induced by the Rademacher

functions (rk), i.e., Jek = rk. Then J∆α has a lattice homomorphic extension T = Ĵ∆α :

FBL(p)[E] → Lp, with ∥T∥ ≤ ∥J∆α∥ ≤ ∥J∥∥∆α∥. Clearly T |δxk | = ak|rk| = ak1. Let now

u =
∑

k ak|δxk |, then ∥u∥ ∼
(∑

k a
2
k

)1/2
, while ∥Tu∥ =

∑
k a

2
k, which implies

(∑
k a

2
k

)1/2
≲

∥T∥. Then ∥∥∆α : E → ℓ2
∥∥ ≥ ∥T∥

∥J∥
≳
(∑

k

a2k
)1/2

.

Proof of Theorem 6.6.17. By Lemma 6.6.18, there exists a constant C so that the inequality

∥∆α : ℓ2 → E ′∥ ≥ C−1
(∑

k |ak|2
)1/2

holds for any α = (ak) ∈ c00. Suppose, for the sake

of contradiction, that the formal identity ℓ1 → E ′ : ek 7→ x∗k is not bounded below. Then
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there exists a finitely supported f = (fk) ∈ E ′
+ so that ∥f∥1 =

∑
k fk = 1, yet ∥f∥E′ < C−2.

By Lemma 6.6.18, ∆√
f (where

√
f = (

√
fk)) defines an operator from ℓ2 to E ′, with norm

at least C−1. Consequently, we can find a finitely supported norm one g = (gk) ∈
(
ℓ2
)
+

, so

that ∥∥∆√
fg
∥∥
E′ =

∥∥(√fkgk
)∥∥

E′ ≥ C−1.

However, using [231, Proposition 1.d.2] we conclude that∥∥(√fkgk
)∥∥

E′ ≤
∥∥(fk)∥∥1/2E′

∥∥(g2k)∥∥1/2E′ < C−1∥g2k∥
1/2
1 = C−1,

which yields the desired contradiction. Thus, (x∗k) is equivalent to the ℓ1 basis, which implies

that (xk) is equivalent to the c0 basis.

Remark 6.6.19. Proposition 6.6.5 shows that Theorem 6.6.17 fails if (xk) is assumed to be

not a basis, but merely an unconditional basic sequence, in E. We do not know whether the

unconditionality assumption in Theorem 6.6.17 can be dropped.

A general question in this direction is:

Question 6.6.20. Given a basis (xk), does there exists a basis (yk) (possibly with some nice

additional properties) such that (xk) ∼ (|δyk |) ⊆ FBL(p)[span[yk]]? If so, classify/analyse

such (yk).

6.7 Bibasic and absolute sequences in free Banach

lattices

Recall that a sequence of non-zero vectors (xk) in a Banach lattice is bibasic if there exists

a constant M ≥ 1 such that for every m ∈ N and scalars a1, . . . , am, the following bibasis

inequality is satisfied: ∥∥∥∥ m∨
n=1

∣∣∣∣∣
n∑
k=1

akxk

∣∣∣∣∣
∥∥∥∥ ≤M

∥∥∥∥ m∑
k=1

akxk

∥∥∥∥. (6.7.1)

The least value of the constant M is called the bibasis constant of (xk). Clearly, every

bibasic sequence is basic. Indeed, to arrive at the bibasis inequality (6.7.1), one begins with

the usual basis inequality

m∨
n=1

∥∥∥∥ n∑
k=1

akxk

∥∥∥∥ ≤ K

∥∥∥∥ m∑
k=1

akxk

∥∥∥∥,
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and brings the supremum inside the norm. In general, a basic sequence need not be bibasic;

however, this implication does hold in AM-spaces. For further details on bibasic sequences

and their equivalent characterizations we refer the reader to [144, 314]. The importance of

bibasic sequences stems from two places. The first is that there are several natural examples,

including martingale difference sequences in Lp(P ) (P a probability measure and p > 1), the

Walsh basis, unconditional blocks of the Haar in L1[0, 1], and the trigonometric basis. The

second important fact is [314, Theorem 2.1], which shows that several forms of convergence

are equivalent for bibasic sequences. To set notation, for a basic sequence (xk), we let

Pn : [xk] → [xk] be the n-th canonical basis projection. Here, [xk] denotes the closed span of

(xk), and for x =
∑∞

k=1 akxk we have Pnx :=
∑n

k=1 akxk. By definition, Pnx
∥·∥−→ x.

Theorem 6.7.1 (Bibasis Theorem). Let X be a Banach lattice and (xk) a basic sequence in

X. The following statements are equivalent:

(i) (xk) is bibasic;

(ii) For all x ∈ [xk], Pnx
u−→ x;

(iii) For all x ∈ [xk], Pnx
o−→ x;

(iv) For all x ∈ [xk], (Pnx) is order bounded in X;

(v) For all x ∈ [xk], (
∨m
n=1 |Pnx|)∞m=1 is norm bounded.

Above, we use several modes of convergence. The norm convergence is denoted by
∥·∥−→,

while
u−→ and

o−→ stand for the uniform and order convergence respectively. Specifically,

zk
u−→ 0 if there exists e ≥ 0 with the property that for every ε > 0 there exists N such that

|zk| ≤ εe for any k ≥ N . The condition zk
o−→ 0 is significantly weaker: There exists a net

(yα), decreasing to 0, with the property that for every α there exists N such that |zk| ≤ yα

for any k ≥ N . The reader is referred to e.g. [314] for more details.

A subspace of a Banach lattice without bibasic sequences

In this subsection we show that the unit vector basis of c0 is not bibasic in FBL(p)[c0] for

finite p, and we use this to answer a question from [314], by exhibiting a subspace of a

Banach lattice without a bibasic sequence. Let us begin with the following observation:

Lemma 6.7.2. Let (xk) be a basis of a Banach space E. If (δxk) is bibasic in FBL(p)[E], then

(xk) is also bibasic in any p-convex Banach lattice where E linearly isomorphically embeds.
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Proof. Let X be a p-convex Banach lattice and (yk) a basic sequence in X equivalent to

(xk). Then there is a linear isomorphic embedding T : E → X with Txk = yk. Extend this

map to a lattice homomorphism T̂ : FBL(p)[E] → X. Then∥∥∥∥ m∨
n=1

∣∣∣∣∣
n∑
k=1

akyk

∣∣∣∣∣
∥∥∥∥ =

∥∥∥∥T̂ m∨
n=1

∣∣∣∣∣
n∑
k=1

akδxk

∣∣∣∣∣
∥∥∥∥ ≤ ∥T̂∥

∥∥∥∥ m∨
n=1

∣∣∣∣∣
n∑
k=1

akδxk

∣∣∣∣∣
∥∥∥∥ ≤

∥T̂∥M
∥∥∥∥ m∑
k=1

akxk

∥∥∥∥ ≤ ∥T∥∥T−1∥M (p)(X)M

∥∥∥∥ m∑
k=1

akyk

∥∥∥∥,
where M is the bibasis constant of (δxk) in FBL(p)[E].

Remark 6.7.3. For general p, it is therefore of interest to know which normalized bases

(xk) of E are such that (δxk) is bibasic in FBL(p)[E] - when p = ∞ this is true for every basis

(xk).

Theorem 6.7.4. The canonical copy of the c0 basis (δek) in FBL(p)[c0] is not bibasic as long

as 1 ≤ p <∞.

Proof. Suppose, for the sake of contradiction, that (δek) is bibasic in FBL(p)[c0] with bibasis

constant M . Fix m. Let Hm be the m×m Hilbert matrix defined by

Hm =



1
m−1

1
m−2

. . . 1 0
1

m−2
1

m−3
. . . 0 −1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1 0 . . . − 1
m−3

− 1
m−2

0 −1 . . . − 1
m−2

− 1
m−1


Here the (i, j)-th entry is 1

m+1−i−j when i + j ̸= m + 1 and zero otherwise. We view Hm

as an operator from ℓm∞ to ℓmp . Clearly, H+
m has the same upper-left quadrant as Hm but

zeros in the lower-right quadrant. In the proof of Proposition 1.2 in [216], it is shown that

∥H+
m∥ ⩾ C lnm ∥Hm∥, where C is an absolute constant.

Identifying ℓm∞ with span[e1, . . . , em] in c0, we extend Hm to an operator from c0 to ℓmp
by setting Hmek = 0 whenever k > m. Let Ĥm : FBL(p)[c0] → ℓmp be the extension of Hm to

a lattice homomorphism with ∥Ĥm∥ = ∥Hm∥. Applying the bibasis inequality to δek ’s with
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a1 = · · · = am = 1 and using the fact that Hmek = Ĥmδek for all k, we get∥∥∥∥ m∨
n=1

∣∣∣∣∣
n∑
k=1

Hmek

∣∣∣∣∣
∥∥∥∥ =

∥∥∥∥ m∨
n=1

∣∣∣∣∣
n∑
k=1

Ĥmδek

∣∣∣∣∣
∥∥∥∥ =

∥∥∥∥Ĥm

( m∨
n=1

∣∣∣ n∑
k=1

δek

∣∣∣)∥∥∥∥ ⩽
∥∥∥Ĥm

∥∥∥∥∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

δek

∣∣∣∥∥∥∥
⩽M ∥Hm∥

∥∥∥∥ m∑
k=1

δek

∥∥∥∥ = M ∥Hm∥
∥∥∥∥ m∑
k=1

ek

∥∥∥∥ = M ∥Hm∥ .

Fix j ≤ m. Then, clearly,
m∨
n=1

∣∣∣∣∣
n∑
k=1

Hmek

∣∣∣∣∣ ≥
∣∣∣∣∣
m−j∑
k=1

Hmek

∣∣∣∣∣ .
The j-th entry of the vector on the right hand side is 1 + 1

2
+ · · ·+ 1

m−j . This number is also

the j-th entry of H+
m1. It follows that

∨m
n=1 |

∑n
k=1Hmek| ≥ H+

m1, so that∥∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

Hmek

∣∣∣∥∥∥∥ ≥
∥∥H+

m1

∥∥ =
∥∥H+

m

∥∥ ≥ C lnm ∥Hm∥ ,

which is a contradiction because m is arbitrary.

It was asked in [314, Remark 4.4] whether every subspace of a Banach lattice contains a

bibasic sequence. We next provide a negative answer to this question:

Theorem 6.7.5. The subspace ϕ(c0) in FBL(p)[c0] does not contain any bibasic sequence as

long as 1 ≤ p <∞.

In particular, for every finite p there exists a p-convex Banach lattice containing a sub-

space without any bibasic sequence. This result is sharp, since, as noted above, any basic

sequence in an AM-space is bibasic.

Proof. Suppose the contrary, that there is a sequence (yk) in c0 such that (δyk) is bibasic

in FBL(p)[c0]. Let (xk) be a block sequence of (yk) which is equivalent to the c0 basis, and

complemented in c0 (cf. [230, Propositions 1.a.12 and 2.a.2]). As a blocking of (δyk), (δxk) is

bibasic in FBL(p)[c0] by [314, Corollary 4.1].

Let P be a projection from c0 onto E = span[xk : k ∈ N]. By the results of Section 6.3,

for every finite sequence (ak), and every m ∈ N, we have∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣∥∥∥
FBL(p)[c0]

≤
∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣∥∥∥
FBL(p)[E]

≤ ∥P∥
∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣∥∥∥
FBL(p)[c0]

.
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Define now an isomorphism T : E → c0 : xk 7→ ek. Then T is a lattice isomorphism, and,

for (ak) and m as above,∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδek

∣∣∣∥∥∥
FBL(p)[c0]

=
∥∥∥T( m∨

n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣)∥∥∥
FBL(p)[c0]

≤ ∥T∥
∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣∥∥∥
FBL(p)[E]

≤ ∥P∥∥T∥
∥∥∥ m∨
n=1

∣∣∣ n∑
k=1

akδxk

∣∣∣∥∥∥
FBL(p)[c0]

.

Now, using that (δxk) is bibasic in FBL(p)[c0] and equivalent to the c0 basis, it follows easily

from the above that (δek) is as well. This contradicts Theorem 6.7.4.

Remark 6.7.6. The above argument shows that the subspace ϕ(ℓq) of FBL(p)[ℓq] does not

contain a bibasic sequence, as long as the canonical copy of the ℓq basis is not bibasic in

FBL(p)[ℓq]. For what values of p and q is the latter condition satisfied? By Theorem 6.7.4, we

know the answer for c0. Furthermore, the canonical copy of the ℓ2 basis (δek) is not bibasic

in FBL(p)[ℓ2], for 1 ≤ p ≤ 2: use [314, Example 6.2] to get an orthonormal basis of L2[0, 1]

which is not a bibasis, then apply Lemma 6.7.2. On the other hand, it was shown in [314]

that every copy of the ℓ1 basis is bibasic in every Banach lattice; in particular, the canonical

copy of the ℓ1 basis is bibasic in FBL(p)[ℓ1]. This leads to the following conjecture: Let (xk)

be a normalized (unconditional) basis of a Banach space E, and fix 1 ≤ p < ∞; if (δxk) is

bibasic in FBL(p)[E] then (xk) is equivalent to the unit vector basis of ℓ1.

Being a basis is critical for Lemma 6.7.2 - Proposition 6.6.5 shows that, for any basic se-

quence (xk) in C(Ω), equivalent to the ℓ2 basis, the sequence (δxk) is absolute in FBL(p)[C(Ω)]

(see Section 6.7 below for a discussion on absoluteness), hence in particular is bibasic.

Note that, as in Proposition 6.5.12, c0 gives a lower bound on the growth of the left

hand side of the bibasis inequality. In other words, the inequality in the statement of

Proposition 6.5.12 admits a natural “bibasis” analogue, where one places sups inside the

norms.

A connection with majorizing maps

Let E be a normed space and X an Archimedean vector lattice. A linear map T : E → X

is called majorizing (see [298, Chapter IV]) if for every norm null sequence (xk) in E,
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the sequence (Txk) is order bounded. There are several equivalent characterizations of

majorizing operators, which we record in the following proposition. The equivalence (i)⇔(v)

is well known, see, for example, [298, Proposition IV.3.4], but we include the simple proof

for the sake of analogy with Theorem 6.7.1. Our proof also does not require linearity, only

positive homogeneity (and, in particular, it works for sublinear mappings, which seem to be

underrepresented in the vector lattice literature, but are important in applications):

Proposition 6.7.7. Let T : E → X be a positively homogeneous map, where E is a normed

space and X is an Archimedean vector lattice. The following are equivalent:

(i) T is majorizing;

(ii) xk
∥·∥−→ 0 implies Txk

u−→ 0 for all sequences (xk) in E;

(iii) xk
∥·∥−→ 0 implies Txk

o−→ 0 for all sequences (xk) in E.

Moreover, if X is a Banach lattice then these statements are further equivalent to:

(iv) xk
∥·∥−→ 0 implies (

∨n
k=1 |Txk|) is norm bounded for all sequences (xk) in E;

(v) T is ∞-convex in the sense of [231, Definition 1.d.3], i.e., there exists M ≥ 1 such

that for each x1, . . . , xn in E,∥∥∥∥ n∨
k=1

|Txk|
∥∥∥∥ ≤M

n∨
k=1

∥xk∥.

Proof. Clearly, (ii)⇒(iii)⇒(i); we show (i)⇒(ii). Suppose (xk) is a sequence in E and xk
∥·∥−→

0. Then there exists a sequence 0 ≤ λk ↑ ∞ in R such that λkxk
∥·∥−→ 0. Hence, T (λkxk) is

order bounded in X, so there exists 0 < x ∈ X with |T (λkxk)| ≤ x for all k. It follows that

|Txk| ≤ 1
λk
x, so that Txk

u−→ 0 in X.

(i)⇒(iv) is obvious.

(iv)⇒(ii) Assume xk
∥·∥−→ 0 implies (

∨n
k=1 |Txk|) is norm bounded for all sequences (xk)

in E. Then, since X∗∗ is monotonically complete, (Txk) is order bounded in X∗∗. Now,

viewing T as a map from E to X∗∗, T satisfies (i), and hence (ii). Hence, Txk
u−→ 0 in X∗∗

and hence in X since X is a closed sublattice of X∗∗ (use [314, Proposition 2.12]).

(v)⇒(iv): Suppose xk
∥·∥−→ 0. Then (xk) is norm bounded so there exists K such that∨n

k=1 ∥xk∥ < K for each n. Then ∥
∨n
k=1 |Txk|∥ ≤ KM , and we get (iv).
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(iv)⇒(v): Suppose (v) fails. Then by positive homogeneity of the inequality, for every m

there exists xm1 , . . . , x
m
nm

with
∨nm

k=1 ∥xmk ∥ <
1
2m

and ∥
∨nm

k=1 |Txmk |∥ > m. Then the sequence

x11, . . . , x
1
n1
, x21, . . . is ∥ · ∥-null but after applying T , (iv) fails.

The infimum over all such numbers M as above is called the majorizing norm of T ; it is

denoted by ∥T∥m.

Proposition 6.7.8. If, in the notation of Proposition 6.7.7, E is finite dimensional, and T

is linear, then ∨∥z∥≤1|Tz| exists, and ∥T∥m = ∥ ∨∥z∥≤1 |Tz|∥.

Proof. First we show that T (BE) is order bounded. To this end, let (ei)
n
i=1 be an Auerbach

basis of E. Let x =
∑n

i=1 |Tei|. Any z ∈ BE admits a decomposition z =
∑

i aiei, with

∨i|ai| ≤ 1. Then

|Tz| =
∣∣∑

i

aiTei
∣∣ ≤∑

i

|ai||Tei| ≤ x.

Find a nested sequence of finite subsets S1 ⊆ S2 ⊆ . . . ⊆ BE, so that, for every m,

Sm is a 2−m-net in BE. Let xm = ∨z∈Sm |Tz|. Then clearly x1 ≤ x2 ≤ . . .. On the other

hand, for any m, any z ∈ BE can be written as z = u + v, with u ∈ Sm and ∥v∥ ≤ 2−m.

Then |Tz| ≤ |Tu| + |Tv| ≤ xm + 2−mx. In particular, xm+1 ≤ xm + 2−mx, and therefore,

∥xm+1 − xm∥ ≤ 2−m∥x∥. Thus, the sequence (xm) is increasing to its limit (in the norm

topology), call it x∞. As we have seen, the inequality |Tz| ≤ xm + 2−mx ≤ x∞ + 2−mx

holds for any m, hence x∞ = ∨∥z∥≤1|Tz|. Clearly, ∥T∥m ≤ ∥x∞∥. On the other hand,

∥T∥m ≥ supm ∥xm∥ = ∥x∞∥.

Remark 6.7.9. In general, Proposition 6.7.8 fails for non-linear maps, as the following map

T : ℓ22 → ℓ2 shows. For n ∈ N let T
(

cos π
2n
, sin π

2n

)
= en/

√
n, where (ei) is the canonical

basis for ℓ2; let T (1, 0) = 0. Extend T to be continuous and homogeneous on ℓ22. Then{
|Tz| : z ∈ Bℓ22

}
⊇ {n−1/2en : n ∈ N}, and the latter set is not order bounded.

On the other hand, one can show that the formula ∥T∥m = ∥∨∥z∥≤1 |Tz|∥ holds for various

non-linear maps T , if T : E → X takes a finite dimensional E into an AM-space X. For this,

it suffices to show that, if S ⊆ X is relatively compact, then x∞ = ∨x∈S|x| exists in X, and

moreover, for any ε > 0 there exists a finite set F ⊆ S so that ∥∨x∈F |x|−x∞∥ < ε. Imitating

the proof of Proposition 6.7.8, find a nested sequence of finite subsets S1 ⊆ S2 ⊆ . . . ⊆ S,

so that, for every m, Sm is a 2−m-net in S. Let xm = ∨x∈Sm|x|. Then clearly x1 ≤ x2 ≤ . . ..

Consider a lattice isometric embedding J : X → C(K), for some Hausdorff compact K.

For each m, Jxm+1 ≤ Jxm + 2−m1K , hence the sequence (Jxm) converges in norm. As J is
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isometric, the sequence (xm) converges to some x∞ ∈ X, hence no upper bound on S can

be strictly less than x∞. On the other hand, for any x ∈ S and m ∈ N, we have

|Jx| ≤ Jxm + 2−m1K ≤ Jx∞ + 2−m1K ,

and so |x| ≤ x∞, due to m being arbitrary.

We now specialize to operators of the form S = Sx : ℓnq → X : ek 7→ xk, where X is a

Banach lattice, and (ek)
n
k=1 is the canonical basis of ℓnq . Then

∥Sx∥m =
∥∥∥ ∨
∑

k |bk|q≤1

∑
k

bkxk

∥∥∥ =
∥∥∥(∑

k

|xk|p
)1/p∥∥∥. (6.7.2)

In particular, given an operator S = Sx : ℓnq → E : ek 7→ xk, where E is a Banach space, we

can compose it with ϕE to get an operator of the above form. Applying (6.7.2) to ϕESx, we

get ∥∥∥(∑
k

|δxk |
p
)1/p∥∥∥ = ∥ϕESx∥m .

This gives a connection with (6.6.1).

Proposition 6.7.7 presents several equivalent characterizations of operators that map

norm convergent sequences to uniformly convergent sequences. In [314, Propositions 5.3

and 5.4] the authors study operators that map uniformly convergent sequences to uniformly

convergent sequences. We now present an analogue of the equivalence of statements (2) and

(5) in Proposition 6.7.7 for such operators:

Proposition 6.7.10. Let T : E ⊆ X → Y be a positively homogeneous map where X and

Y are Banach lattices and E is a subspace of X. The following are equivalent:

(i) T is sequentially uniformly continuous; i.e., xk
u−→ 0 implies Txk

u−→ 0 for all sequences

(xk) in E;

(ii) T is (∞,∞)-regular in the sense of [295]; i.e., there exists M such that for any n and

any x1, . . . , xn in E,

∥∥∥∥ n∨
k=1

|Txk|
∥∥∥∥ ≤M

∥∥∥∥ n∨
k=1

|xk|
∥∥∥∥.
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Proof. (2)⇒(1): Suppose xk
u−→ 0. Then (xk) is order bounded so there exists K such that

∥
∨n
k=1 |xk|∥ < K for each n. By (2), ∥

∨n
k=1 |Txk|∥ ≤ KM , and we can apply [314, Proposi-

tion 5.4]. Formally, [314, Proposition 5.4] is stated for linear maps, but the proof works for

positively homogeneous maps.

(1)⇒(2): Suppose (2) fails. Then by positive homogeneity of the inequality, for every m

there exists xm1 , . . . , x
m
nm

with ∥
∨nm

k=1 |xmk |∥ <
1
2m

and ∥
∨nm

k=1 |Txmk |∥ > m. Then the sequence

x11, . . . , x
1
n1
, x21, . . . is u-null but after applying T [314, Proposition 5.4] fails.

Remark 6.7.11. Sequentially uniformly continuous operators also appear in the theory of

multinormed spaces, and it is known that a bounded operator between Banach lattices is

∞-multi-bounded if and only if it is 1-multi-bounded if and only if it is pre-regular; see

Sections 4.2 and 4.5 in [89]. If X and Y are Banach lattices and E a subspace of X then one

can also show that a linear map T : E ⊆ X → Y is sequentially uniformly continuous if and

only if it is order bounded (in the sense of [314]) when viewed as a map T : E ⊆ X → Y ∗∗.

Here, an operator T : A ⊆ B → C defined on a subspace A of a vector lattice B and taking

values in a vector lattice C is order bounded if for any b ∈ B+, the image of [−b, b]∩A under

T is order bounded in C.

Indeed, if T : E ⊆ X → Y ∗∗ is order bounded, then it is sequentially uniformly continuous

as a map into Y ∗∗ (see [315, Proposition 24.1]), and hence into Y since uniform convergence of

sequences passes between closed sublattices ([314, Proposition 2.12]). Conversely, let B ⊆ E

be order bounded. Then there exists x ∈ X with |b| ≤ x for each b ∈ B. Now note that for

b1, . . . , bn in B we have ∥|b1| ∨ · · · ∨ |bn|∥ ≤ ∥x∥ so that by Proposition 6.7.10∥∥∥∥ n∨
k=1

|Tbk|
∥∥∥∥ ≤M∥x∥.

Now let F = Pf (B) be the family of finite subsets of B, directed by inclusion. For F ∈ F
set yF =

∨
{|Ty| : y ∈ F}. Then (yF ) is an increasing and norm bounded net in Y , hence

has supremum in Y ∗∗. Hence, T (B) is order bounded in Y ∗∗ and we are done. Note the only

property of Y ∗∗ we need is monotonically bounded, so we can replace Y ∗∗ by any monoton-

ically bounded Banach lattice containing Y as a closed sublattice.

As a corollary, since order bounded embeddings map absolute sequences to absolute

sequences (this follows directly from [314, Proposition 7.5]; see Section 6.7 below for more
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information on absolute sequences), so do sequentially uniformly continuous embeddings.

Given the fact that from every u-null net one can extract a u-null sequence, one may

wonder if sequences can be replaced with nets in Proposition 6.7.7. This is not true. In-

deed, in [137] the authors study strongly majorizing and Carleman operators. A linear map

T : E → F from a normed space E to an Archimedean vector lattice F is strongly majorizing

if T maps the unit ball of E into an order interval in F - one can easily show that these are ex-

actly the operators which satisfy conditions (2) and (3) in Proposition 6.7.7 when sequences

are replaced by nets. Note, for instance, that the identity map on c0 is majorizing, but not

strongly so. The reason that there are sequentially uniformly continuous but not uniformly

continuous operators (even though uniform convergence is a sequential convergence) stems

from the fact that uniform convergence is not topological.

For Carleman operators (operators mapping the unit ball into an order interval in the

universal completion of the range), another nice characterization is available: T is Carleman

if and only if T maps norm null nets to uo-null nets. We refer the reader to [122, 198, 317]

for information on uo-convergence and its applications. In summary, many of the operators

defined via “boundedness” in the literature are in fact merely continuous operators, if one

finds the right notions of convergence. Moreover, many of the fundamental results hold if

the operator is merely defined on a subspace of the lattice.

Absolute bases

Recall that the bibasis inequality (6.7.1) arises by commuting the supremum with the norm

in the usual basis inequality. If one instead begins with the inequality

∨
εk=±1

∥∥∥∥ m∑
k=1

εkakxk

∥∥∥∥ ≤M

∥∥∥∥ m∑
k=1

akxk

∥∥∥∥,
characterizing unconditional sequences, brings the sup inside the norm, and notes that∨
εk=±1 |

∑m
k=1 εkakxk| =

∑m
k=1 |akxk|, one arrives at the notion of an absolute sequence from

[314]. More formally, we say that a basic sequence (xk) in a Banach lattice X is absolute if

there exists a constant A ≥ 1 such that∥∥∥ m∑
k=1

|akxk|
∥∥∥ ≤ A

∥∥∥ m∑
k=1

akxk

∥∥∥
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for all m ∈ N and scalars a1, . . . , am. [314, Theorem 7.2] shows that (xk) is absolute if and

only if the convergence of
∑∞

k=1 akxk is equivalent to the convergence of
∑∞

k=1 |akxk|. Note

that
∥∥∑

k akxk
∥∥ ≤

∥∥∑
k |akxk|

∥∥. Consequently, for any absolute basic sequence we have∥∥∑
k akxk

∥∥ ∼
∥∥∑

k |akxk|
∥∥. As is easy to see, absolute sequences must be both uncondi-

tional and bibasic.

By [314, Proposition 7.8], any sequence (xk) in a Banach lattice, equivalent to the ℓ1

basis (on the Banach space level), is absolute. On the other hand, from the above discussion

it is clear that in AM-spaces a sequence is absolute if and only if it is unconditional. In

this short subsection, we examine conditions on the sequence (xk) ⊆ E so that its canonical

image (δxk) is absolute in FBL(p)[E].

Proposition 6.7.12. If (xk) is a normalized basis of E, and (δxk) is an absolute basic

sequence in FBL(p)[E] for p <∞, then (xk) is equivalent to the ℓ1 basis.

Proof. As noted above, the sequence (δxk) (equivalently, (xk)) is unconditional. Proposi-

tion 6.5.13 shows that, for any finite sequence of scalars (ak),∥∥∥∑
k

akxk

∥∥∥ =
∥∥∥∑

k

akδxk

∥∥∥ ≲
∥∥∥∑

k

ak
∣∣δxk∣∣∥∥∥ ≤

∥∥∥∑
k

|ak|
∣∣δxk∣∣∥∥∥ ∼

∥∥∥∑
k

akxk

∥∥∥.
Now apply Proposition 6.6.3.

Remark 6.7.13. Above we showed that, for a semi-normalized basis (xk) of E, the following

two statements are equivalent: (i) (xk) is equivalent to the ℓ1 basis; (ii) for any sequence

of scalars (ak),
∑

k akxk converges if and only if
∑

k |akJxk| converges for any embedding

J : E → Z, where Z is a Banach lattice. This provides a converse to [314, Proposition

7.8], which states that any sequence in a Banach lattice which is equivalent to the ℓ1 basis is

absolute - we now know that ℓ1 is the only normalized basis with this property. One can also

notice the similarity with the well-known fact that, for a normalized basic sequence (xk), the

norm convergence of
∑

k akxk is equivalent to the convergence of
∑

k ∥akxk∥ if and only if

(xk) is equivalent to the ℓ1 basis.

For positive sequences, being absolute is the same as being unconditional. Hence, for

every unconditional basis (xk) of E, (|δxk |) is absolute in FBL(p)[E]. However, Proposi-

tion 6.5.18 shows that (|δxk |) need not be absolute if (xk) is a conditional basis. Is it at

least true that (|δxk |) is bibasic? If p = ∞ then this is clear, as FBL(∞)[E] is an AM-space.
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However, when p ∈ [1,∞) the situation is not as transparent. For example, we do not know

whether (|δsk |) is bibasic in FBL(p)[c0] (here (sk) is the summing basis of c0, and p ∈ [1,∞)).

Example 6.5.16 shows that the dual to the summing basis is not bibasic in FBL(p)[ℓ1] for any

finite p, though its modulus is absolute.

Remark 6.7.14. The proof of Lemma 6.7.2 can be easily adapted to show that if (xk) is

a normalized basis of E such that (δxk) ⊆ FBL(p)[E] is absolute, then every isomorphic

embedding T from E to any p-convex Banach lattice X maps (xk) to an absolute sequence.

In fact, if (δxk) ⊆ FBL(p)[E] is absolute and p <∞, then (xk) is equivalent to the unit vector

basis of ℓ1 by Proposition 6.7.12, hence so is (Txk), which implies that (Txk) is absolute. On

the other hand, for p = ∞, we note that every unconditional basic sequence in an AM-space

is automatically absolute.

6.8 Sublattices of free Banach lattices

In this section we investigate the sublattice structure of FBL(p)[E]. Let us begin with some

necessary conditions for a Banach lattice to be a sublattice of FBL(p)[E] (compare with [31],

where conditions under which E embeds into FBL[E] as a lattice-complemented sublattice

are explored). First, recall that a Banach lattice X satisfies the σ-bounded chain condition

(σ-bcc) if there is a countable decomposition X+ \ {0} =
⋃
n≥2Fn such that for every n,

every subset G ⊆ Fn of size n contains a pair of non-disjoint elements. This is stronger than

the countable chain condition, meaning that every uncountable family in X+ contains a pair

of non-disjoint elements (see [25]).

Proposition 6.8.1. If 1 ≤ p ≤ ∞, and F is a closed sublattice of FBL(p)[E] for some

Banach space E, then:

(i) F is p-convex;

(ii) F satisfies the σ-bcc;

(iii) The real-valued lattice homomorphisms separate the points of F .

Proof. (1) is clear. (2) follows from the fact that Cph(BE∗), the lattice of positively homo-

geneous weak∗-continuous functions on BE∗ , satisfies the σ-bcc [25, Theorem 1.3], and this

is transferred to (not necessarily closed) sublattices. By construction, recall that FBL(p)[E]

can be seen as a (in general, non-closed) sublattice of Cph(BE∗).
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(3) is analogous to [26, Corollary 2.7]: For every x∗ ∈ E∗, the evaluation functional

x̂∗ : FBL(p)[E] → R given by x̂∗(f) = f(x∗) is a lattice homomorphism and clearly f = g in

FBL(p)[E] if and only if x̂∗(f) = x̂∗(g) for every x∗ ∈ E∗. It follows that for every sublattice

F of FBL(p)[E], the real-valued lattice homomorphisms (obtained by restricting x̂∗ to F )

separate the points of F .

Remark 6.8.2. As a direct consequence of Proposition 6.8.1 we see that Lp(µ) can possibly

embed as a sublattice of FBL(p)[E] only when µ is purely atomic (with countably many

atoms).

We will actually see next that ℓq always embeds as a sublattice of FBL(p)[ℓq] if q ≥ p.

Specifically, we show:

Theorem 6.8.3. Suppose E is a Banach lattice, p-convex with constant 1, with the order

induced by a 1-unconditional basis. Then FBL(p)[E] contains an isometric copy of E as

a sublattice. Moreover, there exists a contractive lattice homomorphic projection onto this

sublattice.

This provides an alternative approach to [31, Theorem 4.1], valid for arbitrary p ∈ [1,∞].

Throughout, we work with a fixed E from Theorem 6.8.3. For this proof, we change our

notational conventions slightly and denote the normalized 1-unconditional basis for E by

(ei). The corresponding (normalized) biorthogonal functionals shall be denoted by (e∗i )i∈N.

For N ∈ N with N ≤ dimE, denote by PN the canonical (contractive) projection from

E onto span[ei : 1 ≤ i ≤ N ]. Then P ∗
N projects E∗ onto span[e∗i : 1 ≤ i ≤ N ], with

P ∗
Ne

∗
i = e∗i if i ≤ N , P ∗

Ne
∗
i = 0 if i > N . We thus observe that span[ei : 1 ≤ i ≤ N ] and

span[e∗i : 1 ≤ i ≤ N ] are in duality with each other.

We need to establish a technical lemma:

Lemma 6.8.4. Denote by P the set of all finite sequences (βi) so that
∑

i

∣∣βiγi∣∣p ≤ 1

whenever
∥∥∑

i γiei
∥∥ ≤ 1. Then for every choice of scalars (αi) we have

sup
{(∑

i

∣∣αiβi∣∣p)1/p : (βi) ∈ P
}

=
∥∥∑

i

αiei
∥∥.

Proof. Denote by E(p) the p-concavification of E, as described in e.g. [231, Section 1.d]. If

(ti) is a finite sequence, then we can view
∑

i tiei as an element of E(p), with the norm∥∥∑
i

tiei
∥∥
E(p)

=
∥∥∑

i

t
1/p
i ei

∥∥p
E
, where t1/p = sign t · |t|1/p.
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Such finitely supported sequences are dense in E(p).

Due to the unconditionality of the basis (ei), we can assume αi ≥ 0, and there exists

N ∈ N so that αi = 0 whenever i > N . Projecting onto span[ei : 1 ≤ i ≤ N ] and

span[e∗i : 1 ≤ i ≤ N ], we can assume that βi = 0 = γi for i > N . By unconditionality, we

also assume βi, γi ≥ 0. Now let ti = αpi , si = βpi , zi = γpi . Then (βi) ∈ P if and only if∑
i sizi ≤ 1 whenever ∥∥∑

i

z
1/p
i ei

∥∥p
E

=
∥∥∑

i

ziei
∥∥
E(p)

≤ 1.

By duality,
∥∥∑

i sie
∗
i

∥∥
(E(p))

∗ ≤ 1 if and only if (βi) ∈ P , and therefore,

sup
{(∑

i

∣∣αiβi∣∣p)1/p : (βi) ∈ P
}

= sup
{(∑

i

tisi
)1/p

:
∥∥∑

i

sie
∗
i

∥∥
(E(p))

∗ ≤ 1
}

=
∥∥∑

i

tiei
∥∥1/p
E(p)

=
∥∥∑

i

αiei
∥∥
E
,

which is what we want.

Proof of Theorem 6.8.3. We present a proof in the case of infinite dimensional E. Only mi-

nor adjustments are needed to handle the finite dimensional setting.

We find a sequence of disjoint functions fi ∈ FBL(p)[E]+, so that, for any finite sequence

of positive numbers (αi)i, ∥∥∑
i

αifi
∥∥
FBL(p)[E]

=
∥∥∑

i

αiei
∥∥
E
. (6.8.1)

Once this is established, we conclude that E is lattice isometric to F = span[fi : i ∈ N].

For k ∈ N, define fk ∈ H[E]+:

fk =
(∣∣δek∣∣− 22k

(∑
i<k

∣∣δei∣∣+
∑
i>k

2−i∣∣δei∣∣))
+
.

As
∑

i 2
−i
∣∣δei∣∣ converges in norm, fk actually belongs to FBL(p)[E]; in fact,

fk = lim
N

(∣∣δek∣∣− 22k
(∑
i<k

∣∣δei∣∣+
N∑

i=k+1

2−i∣∣δei∣∣))
+
.



CHAPTER 6. FREE BANACH LATTICES 285

Moreover, the functions fk are disjoint. Indeed, suppose i < j, and e∗ ∈ E∗ is such that

both fi(e
∗), fj(e

∗) > 0. We will derive a contradiction. To this end, observe that

fi(e
∗) ≤

∣∣e∗(ei)∣∣− 22i−j∣∣e∗(ej)∣∣ and fj(e
∗) ≤

∣∣e∗(ej)∣∣− 22j
∣∣e∗(ei)∣∣.

Since both fi(e
∗) and fj(e

∗) are strictly positive, we have∣∣e∗(ei)∣∣ > 22i−j∣∣e∗(ej)∣∣ > 22i+j
∣∣e∗(ei)∣∣,

which is impossible.

To establish (6.8.1), let f =
∑N

k=1 αkfk (recall that αk ≥ 0). By scaling, assume∥∥∑
k αkek

∥∥
E

= 1. Recall that ∥f∥FBL(p)[E] is the supremum of
(∑

i |f(x∗i )|p
)1/p

, given

supx∈BE

∑
i |x∗i (x)|p ≤ 1 (with finite sums).

We first obtain a lower estimate on ∥f∥. By Lemma 6.8.4, we can find (βi)
N
i=1 ⊆ [0,∞)

so that
(∑

i(αiβi)
p
)1/p

= ∥
∑

i αiei∥ = 1, and
∑

i |βiγi|p ≤ 1 whenever ∥
∑

i γiei∥ ≤ 1. Let

x∗i = βie
∗
i (1 ≤ i ≤ N). Then clearly supx∈BE

∑
i |x∗i (x)|p ≤ 1, and

∥f∥ ≥
( n∑
i=1

|f(x∗i )|p
)1/p

=
(∑

i

(αiβi)
p
)1/p

= 1.

Next we need to establish an upper bound for ∥f∥FBL(p)[E]. Specifically, we suppose

supx∈BE

∑
i |x∗i (x)|p ≤ 1, and show that

(∑n
i=1 |f(x∗i )|p

)1/p ≤ 1. As f(x∗) = f(−x∗) for

every x∗ ∈ E∗, we can and do assume that f(x∗j) ≥ 0 for any j.

Define an auxiliary function g : E∗ → [0,∞) (not necessarily continuous) in the following

manner. For x∗ ∈ E∗ let I(x∗) = {k : fk(x
∗) ̸= 0}. As the functions fk are disjointly

supported, I(x∗) is either empty or a singleton. If I(x∗) = ∅, let g(x∗) = 0. If I(x∗) = {i},

let g(x∗) = αi
∣∣x∗(ei)∣∣.

Now define the disjoint sets Si = {j : fi(x
∗
j) ̸= 0} (that is, j ∈ Si if and only if I(x∗j) =

{i}). For j ∈ Si, we have |f(x∗j)| ≤ αi
∣∣x∗j(ei)∣∣ = g(x∗j), hence it suffices to show that∑
j

∣∣g(x∗j)
∣∣p ≤ 1.
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Find (positive) scalars (tj) so that
∑

j |tj|q = 1 and
(∑n

j=1 |g(x∗j)|p
)1/p

=
∑

j tjg(x∗j). For

j ∈ Si, let εj = |x∗j(ei)|/x∗j(ei) if x∗j(ei) ̸= 0 and εj = 0 otherwise, and set

y∗i = κ−1
i

∑
j∈Si

tjεjx
∗
j , where κi =

(∑
j∈Si

|tj|q
)1/q

.

Note first that, for x ∈ BE,
∑

i |y∗i (x)|p ≤ 1. Indeed, find scalars (si) so that
∑

i |si|q = 1,

and
(∑

i |y∗i (x)|p
)1/p

=
∑

i siy
∗
i (x). Write uj = si/κi if j ∈ Si. Then∑

i

siy
∗
i (x) =

∑
j

ujtjεjx
∗
j(x) ≤

(∑
j

|uj|q|tj|q
)1/q(∑

j

|x∗j(x)|p
)1/p

.

We have ∑
j

|uj|q|tj|q =
∑
i

|si|qκ−qi
∑
j∈Si

|tj|q =
∑
i

|si|q = 1,

so
∑

i siy
∗
i (x) ≤ 1.

Next we show that
∑

i

∣∣g(y∗i )
∣∣p ≥

∑
j

∣∣g(x∗j)
∣∣p. To this end, note first that, by the

definition of fi, I(x∗) = {i} if and only if∣∣x∗(ei)∣∣ > 22i
(∑
k<i

∣∣x∗(ek)∣∣+
∑
k>i

2−k∣∣x∗(ek)∣∣).
For any j ∈ Si, we have

|x∗j(ei)| > 22i
(∑
k<i

∣∣x∗j(ek)∣∣+
∑
k>i

2−k∣∣x∗j(ek)∣∣).
By the convexity of the absolute value, it follows that

|y∗i (ei)| =
1

κi

∑
j∈Si

tj|x∗j(ei)| > 22i
(∑
k<i

∣∣y∗i (ek)∣∣+
∑
k>i

2−k∣∣y∗i (ek)∣∣)
as well. Therefore, g(y∗i ) = αi|y∗i (ei)| = κ−1

i

∑
j∈Si

tjg(x∗j). However,
∑

i κ
q
i = 1, hence(∑

i

∣∣g(y∗i )
∣∣p) 1

p

≥
∑
i

κig(y∗i ) =

(∑
j

∣∣g(x∗j)
∣∣p) 1

p

.

The reasoning above implies that it suffices to show that∑
i

αpi
∣∣y∗i (ei)∣∣p ≤ 1 whenever sup

x∈BE

∑
i

∣∣y∗i (x)
∣∣p = 1. (6.8.2)
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By projecting, we can assume that y∗1, . . . , y
∗
N “live” in E∗

N = span[e∗i : 1 ≤ i ≤ N ]; this

space can be interpreted as the dual of EN = span[ei : 1 ≤ i ≤ N ]. Consider the operator

T : EN → ℓNp : x 7→
N∑
i=1

y∗i (x)σi,

where (σi) is the canonical basis for ℓNp . The condition supx∈BE

∑
i

∣∣y∗i (x)
∣∣p = 1 is equivalent

to T being contractive. Tong’s argument [230, Proposition 1.c.8] shows that the diagonal-

ization of T – that is, the operator

T ′ : EN → ℓNp : x 7→
N∑
i=1

y∗i (ei)e
∗
i (x)σi,

is contractive as well. Taking x =
∑N

i=1 αiei, we conclude that

∥T ′x∥ =
(∑

i

αpi
∣∣y∗i (ei)∣∣p)1/p ≤ ∥x∥ = 1,

which implies (6.8.2).

It remains to show that there exists a contractive lattice homomorphic projection from

FBL(p)[E] onto span[fi : i ∈ N]. To this end, recall that the identity map I : E → E has

a unique lattice homomorphic contractive extension Î : FBL(p)[E] → E. In particular, we

have

Î
(∣∣δek∣∣− 22k

(∑
i<k

∣∣δei∣∣+

p∑
i=k+1

2−i∣∣δei∣∣))
+

=
(∣∣Iek∣∣− 22k

(∑
i<k

∣∣Iei∣∣+

p∑
i=k+1

2−i∣∣Iei∣∣))
+

= ek,

hence by continuity, Îfk = ek for any k.

Note that the map U : E → FBL(p)[E] : ek 7→ fk is a lattice isometry, and ÎU is the

identity on E. Therefore, UÎ is a contractive projection onto span[fi : i ∈ N], and a lattice

homomorphism.

Remark 6.8.5. Note that if E is a p-convex Banach lattice, then the identity on E extends

to a lattice homomorphism βE : FBL(p)[E] → E, that is βEϕE = idE. This allows us to see
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E as a complemented subspace of FBL(p)[E]. There is a partial converse to this: Suppose E

is a Banach lattice which is isomorphic to a complemented subspace of FBL(p)[E] for some

1 ≤ p ≤ 2, then E must be itself p-convex (see [231, Theorem 1.d.7] and the remark after

it).

For the next proposition, we need some notation. Let us denote by FBL(p)n[E] the n-

fold iterate of FBL(p)’s, i.e., FBL(p)1[E] = FBL(p)[E], FBL(p)2[E] = FBL(p)[FBL(p)[E]], etc.

Following the same ideas in [31] we have:

Proposition 6.8.6. For every Banach space E and n ≥ 1, there is a lattice isometric em-

bedding S : FBL(p)[E] → FBL(p)n[E] and a contractive lattice projection onto S(FBL(p)[E]).

Proof. By convention, let us set FBL(p)0[E] = E and for k ∈ N let ϕk : FBL(p)k−1[E] →
FBL(p)k[E] be the canonical embedding. Let

T = ϕn ◦ · · · ◦ ϕ1 : E → FBL(p)n[E].

Since FBL(p)n[E] is p-convex, there is a lattice homomorphism T̂ : FBL(p)[E] → FBL(p)n[E]

extending T , that is, T̂ ◦ ϕ1 = T , with ∥T̂∥ = ∥T∥ = 1.

Now for k ∈ N let βk := Îk : FBL(p)k+1[E] → FBL(p)k[E] be the extension of the identity

map Ik : FBL(p)k[E] → FBL(p)k[E], i.e., βk ◦ ϕk+1 = Ik and ∥βk∥ = 1. Finally, define

β := β1 ◦ · · · ◦ βn−1 : FBL(p)n[E] → FBL(p)[E].

We claim that βT̂ = IFBL(p)[E]. Indeed, given x ∈ E we have

βT̂ϕ1(x) = β1 ◦ · · · ◦ βn−1 ◦ ϕn ◦ · · · ◦ ϕ1(x) = ϕ1(x).

Since βT̂ is a lattice homomorphism and FBL(p)[E] is lattice-generated by the elements of

the form ϕ1(x) with x ∈ E, it follows that βT̂ = IFBL(p)[E], as claimed.

Remark 6.8.7. Proposition 6.8.6 is related to the fact that the pair (E,FBL(p)[E]) has the

1-POE-p. Actually, (E,FBL(p)[E]) has the 1-POE-q for every q ≥ p.

Finally, we remark that some other results from [31] are valid in the p-convex category.

For example, if a p-convex Banach lattice P is projective for p-convex lattices (in the sense

of [185]) then it embeds as a lattice-complemented sublattice of FBL(p)[P ].
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6.9 Encoding properties of E as properties of the free

space

In this section we begin to build a dictionary between Banach space properties of E and

Banach lattice properties of FBL(p)[E]. There are several results already known in this

direction:

(i) E is isomorphic to a complemented subspace of a p-convex Banach lattice if and only

if ϕ(E) is complemented in FBL(p)[E];

(ii) E is C-linearly projective for p-convex lattices if and only if FBL(p)[E] is C-projective

for p-convex lattices [220];

(iii) More generally, we have characterized some relations between an operator T : F → E

and the induced operator T : FBL(p)[F ] → FBL(p)[E]. See Proposition 6.3.2.

In this section we significantly expand this list.

Finite dimensionality corresponds to strong units and separability

to quasi-interior points

Recall that when E is finite dimensional, FBL(p)[E] is lattice isomorphic to the space of

continuous functions C(SE∗), where SE∗ is the unit sphere of E∗. In particular, it is ∞-

convex. The situation is completely different when E is infinite dimensional. Indeed, we now

show that when dimE = ∞, FBL(p)[E] never has a strong unit. Moreover, in Section 6.9 we

show that FBL[E] can never be more than 2-convex.

Proposition 6.9.1. For any 1 ≤ p ≤ ∞, FBL(p)[E] has a strong unit if and only if E is

finite dimensional.

Proof. When E is finite dimensional, all the FBL(p)[E] are lattice isomorphic to each other,

and to a C(K)-space, so in particular they have a strong unit. Conversely, suppose there

exists e ∈ FBL(p)[E] such that |δx| ≤ e for all x ∈ BE. Now, for each x∗ ∈ SE∗ and ε > 0,

we can find x ∈ BE such that |x∗(x)| ≥ 1 − ε. Hence, from |δx| ≤ e and the pointwise

ordering we get 1 − ε ≤ e(x∗). Hence, e takes at least the value one on SE∗ . However,

FBL(p)[E] is the closure of the sublattice generated by {δx : x ∈ E}. By [12, p. 204, Exercise

8(b)], a typical element of the (non-closed) sublattice generated by {δx : x ∈ E} is of the
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form f =
∨n
k=1 δxk −

∨n
k=1 δyk with n ∈ N, x1, . . . , xn, y1 . . . , yn ∈ E. Since E is infinite

dimensional, we can find x∗ ∈ SE∗ such that x∗(xk) = x∗(yk) = 0 for k = 1, . . . , n. Then

∥e− f∥ ≥ |e(x∗) − f(x∗)| ≥ 1.

Hence, e is not in the closure of this sublattice, so is not in FBL(p)[E].

Remark 6.9.2. By contrast, FBL(∞)[E] may be linearly isomorphic to a Banach lattice with

strong unit: Proposition 6.10.32 shows that, if E separable, then FBL(∞)[E] is isomorphic

to C[0, 1]. Separability is essential here, per Remark 6.10.33.

Remark 6.9.3. The proof of Proposition 6.9.1 can be adapted to show that for infinite

dimensional E, FBL(∞)[E] cannot be monotonically bounded (increasing norm bounded

nets are order bounded). Indeed, if FBL(∞)[E] were monotonically bounded, we could order

the finite subsets of BE by inclusion, and consider the net {x1, . . . , xn} 7→ |δx1 | ∨ · · · ∨ |δxn|.
By definition of the FBL(∞)-norm, this net is norm bounded, hence order bounded. Hence,

there exists e ∈ FBL(∞)[E] such that |δx| ≤ e for all x ∈ BE and we proceed as in the proof

of Proposition 6.9.1 to reach a contradiction. Note, however, that it is possible for FBL[E]

to be monotonically bounded - even strong Nakano (cf. [26, Theorem 4.11]). On the other

hand, there are Banach spaces E for which FBL[E] does not even have the Fatou property

([26, Theorem 4.13]), which is a non-trivial weakening of the strong Nakano property. A

characterization of when FBL[E] has these, or related, properties in terms of properties of

E is not currently known.

We now characterize when FBL(p)[E] has a quasi-interior point. Recall that an element e

of a Banach lattice X is a quasi-interior point if the closed ideal generated by e is the whole

of X. The center of X, denoted Z(X), is the space of all linear operators T on X for which

there is a real number λ > 0 satisfying |Tx| ≤ λ|x| for all x ∈ X. The center is trivial if the

only elements of Z(E) are the scalar multiples of the identity operator; the center is called

topologically full if for each x, y ∈ X with 0 ≤ x ≤ y there is a sequence (Tn) in Z(X) with

Tny → x in norm.

Proposition 6.9.4. Let E be a non-zero Banach space and p ∈ [1,∞]. The following are

equivalent:

(i) E is separable;

(ii) FBL(p)[E] has a quasi-interior point;
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(iii) Z(FBL(p)[E]) is topologically full;

(iv) Z(FBL(p)[E]) is non-trivial.

Proof. If E is separable then FBL(p)[E] is separable and, therefore, has a quasi-interior point.

Conversely, suppose FBL(p)[E] has a quasi-interior point, say e. Without loss of generality,

e ⩾ 0. If x∗ ∈ BE∗ satisfies e(x∗) = 0 then f(x∗) = 0 for every f ∈ Ie and, therefore, for all

f ∈ FBL(p)[E]. Thus, e only vanishes at 0. For every n, let Un = {x∗ ∈ BE∗ : e(x∗) < 1
n
}.

Then Un is a weak*-open subset of BE∗ and
⋂∞
n=1 Un = {0}. Now the relevant direction of

the proof of [87, Theorem 5.1, p. 134] shows that E is separable. This shows (1) ⇔ (2).

The rest of the proof is inspired by [269, Theorem 8.4]. From the proof of [269, Theorem

8.4], every Banach lattice with a quasi-interior point has a topologically full center. Since E

is non-zero, the center being topologically full implies it is non-trivial. For the implication

(4)⇒(1), suppose that the center is non-trivial. By [327, Theorem 3.1], {0} is a Gδ set which,

as before, implies that E is separable.

Remark 6.9.5. Unlike with strong units and quasi-interior points, FBL(p)[E] always has a

weak unit, as was noted in Proposition 6.2.12.

Number of generators

For a Banach lattice X, we denote by n(X) the smallest cardinality of a set S which generates

X as a Banach lattice. For general information on this parameter, see [298, Section V.2].

Proposition 6.9.6. Suppose E is a Banach space.

(i) If dimE = n ∈ N, then n(FBL(p)[E]) = n.

(ii) If dimE = ∞, then n(FBL(p)[E]) = ∞.

Proof. If dimE = n, and e1, . . . , en ∈ E form a basis of E, then δe1 , . . . , δen also generate

FBL(p)[E] as a Banach lattice.

Now consider f1, . . . , fm ∈ FBL(p)[E], with m < dimE. By Borsuk-Ulam Theorem, these

functions cannot separate points of the sphere of E∗: There exist distinct e∗1, e
∗
2 ∈ SE∗ such

that fi(e
∗
1) = fi(e

∗
2) for 1 ≤ i ≤ m. As point evaluations are continuous on FBL(p)[E],

f(e∗1) = f(e∗2) for any f in the Banach lattice L generated by f1, . . . , fm inside of FBL(p)[E].
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There exists e ∈ E so that e∗1(e) ̸= e∗2(e), or equivalently, δe(e
∗
1) ̸= δe(e

∗
2). Consequently, L is

a proper sublattice of FBL(p)[E].

Weakly compactly generated spaces

Free Banach lattices played a fundamental role in solving a problem regarding weak compact

generation, raised by J. Diestel in a conference in La Manga (Spain) in 2011 (see [26]). Recall

that a Banach space E is weakly compactly generated (WCG) provided there is a weakly

compact set K ⊆ E whose linear span is dense. The Diestel question was first analyzed in

[36], where the following terminology was introduced: A Banach lattice X is weakly com-

pactly generated as a lattice (LWCG, for short) if there is a weakly compact set K ⊆ X so

that the sublattice generated by K is dense in X. Diestel asked whether, for Banach lattices,

the notions of LWCG and WCG are equivalent. A few years later, this was answered in the

negative: [26] shows that FBL[ℓp(Γ)] (for 1 < p ≤ 2) is LWCG but not WCG as long as the

index set Γ is uncountable.

The following observation was made in [26] for p = 1: If E is a p-convex Banach lattice,

and FBL(p)[E] is LWCG, then so is E. This is because the identity I : E → E extends to

a surjective lattice homomorphism Î : FBL(p)[E] → E, and a lattice homomorphic image of

an LWCG lattice is again LWCG.

Clearly, if E is WCG, then FBL(p)[E] is LWCG. We can also establish a partial converse:

Proposition 6.9.7. Suppose 1 ≤ p ≤ ∞, and E is either a p-convex order continuous

Banach lattice, or an AM-space. Then FBL(p)[E] is LWCG if and only if E is WCG.

Proof. As noted in the above paragraph, we only need to show that, if E is a p-convex

order continuous Banach lattice or an AM-space, and FBL(p)[E] is LWCG, then E is WCG.

The reasoning above shows that, if FBL(p)[E] is LWCG, then so is E. Consequently, E is

WCG (apply [36, Theorem 2.2] for AM-spaces, and [36, Theorem 3.1] in the order continuous

case).

Remark 6.9.8. Let FBL(p)[E] be LWCG and let K ⊆ FBL(p)[E] be a weakly compact set

generating FBL(p)[E] as a lattice. Note that if K ⊆ ϕ(E), then E is WCG. Indeed, let

F denote the closed linear span of K, and suppose F ⊊ ϕ(E). Let x ∈ E be such that

δx /∈ F . By Hahn-Banach we can take x∗ ∈ BE∗ such that y(x∗) = x∗(ϕ−1(y)) = 0 for y ∈ K
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and x∗(x) > 0. As y(x∗) = 0 for every y ∈ K, and K generates FBL(p)[E] it follows that

f(x∗) = 0 for every f ∈ FBL(p)[E]. This is a contradiction with δx(x
∗) > 0. Therefore,

F = ϕ(E) and E is WCG. However, there seems to be a priori no reason to guarantee that

when FBL(p)[E] is LWCG, there is a generating weakly compact set lying in ϕ(E).

We can characterize when FBL(p)[E] is LWCG as follows:

Proposition 6.9.9. Given a Banach space E, the following are equivalent:

(i) FBL(p)[E] is LWCG.

(ii) There exist a WCG Banach space F and a lattice homomorphism T : FBL(p)[F ] →
FBL(p)[E] with ∥T∥ = 1 and dense range.

Proof. Suppose first that FBL(p)[E] is LWCG. Let K ⊆ FBL(p)[E] be a weakly compact set

whose lattice span is dense. Let F ⊆ FBL(p)[E] be the closed linear span of K. Clearly F

is WCG, and the formal inclusion ι : F → FBL(p)[E] extends to a lattice homomorphism

T = ι̂ : FBL(p)[F ] → FBL(p)[E] with ∥T∥ = 1. Since the lattice span of F is dense in

FBL(p)[E] it follows that T has dense image.

For the converse implication, note that if F is WCG, then FBL(p)[F ] is LWCG. The result

follows directly from [36, Proposition 2.1].

Remark 6.9.10. Note that for p ≤ q ≤ ∞, the formal inclusion FBL(p)[E] ↪→ FBL(q)[E]

has dense image. Hence, if FBL(p)[E] is LWCG, then so is FBL(q)[E] for every p ≤ q ≤ ∞.

Remark 6.9.11. Recall that a Banach space E is a subspace of a WCG space if and only

if its dual unit ball BE∗ in the weak∗ topology is an Eberlein compact. Moreover, C(K) is

WCG if and only if K is Eberlein compact. See, for example, [108] and [110, Theorem 14.9].

Although at this point we do not know whether E must be WCG whenever FBL(p)[E] is

LWCG, we can at least show that if FBL(p)[E] is LWCG, then E must be a subspace of a

WCG space. We will use the following result, which actually proves quite a bit more than

what is needed to deduce that E must be a subspace of a WCG space:

Proposition 6.9.12. If FBL(p)[E] is LWCG then there is a positively homogeneous homeo-

morphism between BE∗ with its weak∗ topology and a weakly compact set in a Banach space

mapping weakly p-summable sequences to weakly p-summable sequences.
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Proof. Suppose FBL(p)[E] is LWCG. By Proposition 6.9.9, there exist a WCG Banach space

F and a lattice homomorphism T : FBL(p)[F ] → FBL(p)[E] with dense image. By Proposi-

tion 6.10.2 below, it follows that the induced map ΦT : BE∗ → BF ∗ is in particular injective,

and since it is weak∗ to weak∗ continuous, we deduce that BE∗ is homeomorphic to ΦT (BE∗)

both with the weak∗ topology.

As F is WCG, [110, Theorem 13.20] guarantees the existence of an injective weak∗-weak

continuous bounded linear operator S : F ∗ → c0(Γ) for some Γ. The composition SΦT is pos-

itively homogeneous, injective, and weak∗-weak continuous, so it defines a homeomorphism

between BE∗ and its image (a weakly compact set in c0(Γ)). Further, by Proposition 6.10.1,

ΦT sends weakly p-summable sequences to weakly p-summable sequences, hence so does

SΦT ; this completes the proof.

Corollary 6.9.13. If FBL(p)[E] is LWCG then E is a subspace of a WCG space.

Proof. By Proposition 6.9.12, BE∗ in its weak∗ topology is homeomorphic to a weakly com-

pact set in a Banach space. Thus, BE∗ is Eberlein compact. Now use Remark 6.9.11.

Remark 6.9.14. We outline an alternative approach to Corollary 6.9.13, which is simpler

but less informative than going through Proposition 6.9.12. Suppose FBL(p)[E] is LWCG.

As FBL(p)[E] is dense in FBL(∞)[E], the latter lattice is also LWCG, hence WCG by [36,

Theorem 2.2].

Above, we noted that, if E is WCG, then FBL(p)[E] is LWCG. The WCG assumption

on E cannot be weakened to E being LWCG (provided it is a Banach lattice). Indeed,

take E = FBL[ℓ2(Γ)] for any uncountable Γ. Clearly, E is LWCG; however, it contains a

subspace isomorphic to ℓ1(Γ) by [26, Theorem 5.4]. Therefore, if FBL(p)[E] were LWCG,

Corollary 6.9.13 would imply that ℓ1(Γ) embeds into a WCG space. This is impossible (see

e.g. [26, proof of Corollary 5.5]).

In a similar fashion, one can show that, for p ∈ [1,∞), it may happen that E is WCG,

while FBL(p)[E] does not embed into a WCG space. Indeed, take E = ℓ2(Γ). Modifying

the proof of [26, Theorem 5.4] with the help of Example 6.5.15, we conclude that FBL(p)[E]

contains a copy of ℓ1(Γ), hence it cannot embed into a WCG space when Γ is uncountable.

Observe that the converse of Corollary 6.9.13 does not hold in general. Indeed, it is well-

known that L1(µ) is WCG, for any σ-finite measure µ (indeed, it suffices to consider the case
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of µ being a probability measure; then the unit ball of L2(µ) is relatively weakly compact,

and generates L1(µ)). [290] gives an example of a non-WCG subspace XR of L1(µ), which

has a long unconditional basis. Thus, XR is an order continuous Banach lattice, so FBL[XR]

is not LWCG, by Proposition 6.9.7.

As noted above, for p ∈ [1,∞), it is in general false that if E is a subspace of a WCG

space, then so is FBL(p)[E]. However, this is true for p = ∞:

Proposition 6.9.15. Let E be a Banach space. The following are equivalent:

(i) (BE∗ , w∗) is Eberlein compact.

(ii) (BFBL(∞)[E]∗ , w
∗) is Eberlein compact.

(iii) FBL(∞)[E] is a sublattice of a WCG Banach lattice.

Furthermore, if E and F are Banach spaces such that (BE∗ , w∗) is Eberlein compact and

FBL(∞)[F ] is a subspace of FBL(∞)[E], then (BF ∗ , w∗) is Eberlein compact.

Proof. We use Remark 6.9.11. The implication (3)⇒(2) follows immediately from it. If

(2) holds, then FBL(∞)[E] is a subspace of a WCG space, and since E is a subspace of

FBL(∞)[E], (1) follows.

(1)⇒(3): If (BE∗ , w∗) is Eberlein compact, then C(BE∗) is WCG. Since FBL(∞)[E] is a

sublattice of C(BE∗), it is a sublattice of a WCG Banach lattice.

To address the “furthermore” statement, suppose (BE∗ , w∗) is Eberlein compact, and

FBL(∞)[F ] embeds as a subspace into FBL(∞)[E]. By (1)⇒(3), FBL(∞)[E] embeds into

a WCG space, hence the same is true for FBL(∞)[F ]. By (2)⇒(1), (BF ∗ , w∗) is Eberlein

compact.

Remark 6.9.16. Proposition 6.9.15 implies that for any uncountable set Γ, FBL(∞)[ℓ1(Γ)]

does not embed (isomorphically) into FBL(∞)[ℓr(Γ
′)] for any r ∈ (1,∞) and any set Γ′.

However – as a special case of the results in the next section – we will see that FBL(∞)[ℓ1]

and FBL(∞)[ℓr] are lattice isometric.
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Complemented copies of ℓ1

In this subsection, we show that E contains a complemented subspace isomorphic to ℓ1 if

and only if FBL[E] contains ℓ1 in various ways. In preparation, we need a lemma relating T

and T̂ , which complements the various relations between T and T discussed in Section 6.3.

Lemma 6.9.17. Let X be a Banach lattice not containing c0. Given a Banach space E, an

operator T : E → X is weakly compact if and only if T̂ : FBL[E] → X is weakly compact.

Remark 6.9.18. Lemma 6.9.17 fails if no restrictions on X are assumed. Indeed, suppose

E is 2-dimensional, X = FBL[E] (which is lattice isomorphic to C(S1), where S1 is the unit

circle), and T = ϕE. Then T̂ is the identity on FBL[E], which is not weakly compact, since

the latter lattice is not reflexive.

Proof. We will make use of the Davis-Figiel-Johnson-Pe lzcyński factorization method, and

in particular its version for Banach lattices explained in [12, Theorems 5.37 & 5.41].

Suppose T : E → X is weakly compact. Let W denote the convex solid hull of T (BE),

which by [12, Theorems 4.39 & 4.60] is a relatively weakly compact set. Let Ψ be the reflexive

Banach lattice induced by W as in [12, Theorem 5.37 & 5.41]. This means that we have a

commutative diagram

E

S ��

T // X

Ψ
J

>>

where J is a lattice homomorphism. Let Ŝ : FBL[E] → Ψ be the lattice homomorphism such

that ŜϕE = S. Note that JŜ : FBL[E] → X is a lattice homomorphism with the property

that JŜϕE = T . Hence, we must have T̂ = JŜ, which implies that T̂ factors through the

reflexive Banach lattice Ψ, so T̂ is weakly compact as claimed. The converse is clear.

Remark 6.9.19. The method of proof of Lemma 6.9.17 is quite general. For example,

with Remark 6.2.5 in mind, a similar argument to Lemma 6.9.17 shows that an operator

T : E → X from a Banach space E to a Banach lattice X is p-convex if and only if

T̂ : FBL[E] → X is p-convex.

Theorem 6.9.20. For a Banach space E, the following are equivalent:

(i) E contains a complemented subspace isomorphic to ℓ1.
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(ii) FBL[E] contains a lattice complemented sublattice isomorphic to FBL[ℓ1].

(iii) FBL[E] contains a lattice complemented sublattice isomorphic to ℓ1.

(iv) ℓ1 is a lattice quotient of FBL[E].

(v) ℓ1 is a sublattice of FBL[E].

(vi) ℓ1 is a complemented subspace of FBL[E].

[12, Theorem 4.69] provides more equivalent characterizations of Banach lattices contain-

ing a lattice copy of ℓ1.

Proof. (1) ⇒ (2) follows from [26, Corollary 2.8] together with the observation that if

P : E → E is a projection onto a subspace isomorphic to ℓ1, then P : FBL[E] → FBL[E]

is a lattice projection onto the corresponding sublattice isomorphic to FBL[ℓ1]. (2) ⇒ (3)

follows from Theorem 6.8.3. (3) ⇒ (4) and (3) ⇒ (5) are straightforward. (5) ⇔ (6) comes

from [12, Theorem 4.69].

(4) ⇒ (5): Let P be a lattice quotient from FBL[E] onto ℓ1. By [269, Theorem 11.11],

there exists a lattice isomorphic embedding T : ℓ1 → FBL[E] such that PT = idℓ1 .

(5) ⇒ (1): By [244, Theorem 2.4.14], (5) holds if and only if FBL[E]∗ is not order

continuous, if and only if there is φ0 ∈ FBL[E]∗+ and ε0 > 0 such that for any f ∈ FBL[E]+,

BFBL[E] ⊈ [−f, f ] + {g ∈ FBL[E] : φ0(|g|) ≤ ε0}. (6.9.1)

Let N0 = {f ∈ FBL[E] : φ0(|f |) = 0}, which is an ideal in FBL[E] so that φ0(| · |) defines

an AL-norm on the quotient FBL[E]/N0. By Kakutani representation theorem (cf. [231,

Theorem 1.b.2]), its completion is lattice isometric to L1(µ) for some (not necessarily σ-

finite) measure space. Let Q : FBL[E] → L1(µ) be the dense range lattice homomorphism

induced by the corresponding quotient map.

We claim that QϕE : E → L1(µ) is not a weakly compact operator. Indeed, if it were,

by Lemma 6.9.17, Q would also be weakly compact. Hence, by [9, Theorem 5.2.9] for every

ε > 0, there is h ∈ L1(µ) such that

Q(BFBL[E]) ⊆ [−h, h] + εBL1(µ).
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Since Q has dense range, we can find f ′ ∈ FBL[E]+ such that ∥Qf ′−h∥1 < ε, which implies

that

Q(BFBL[E]) ⊆ [−Qf ′, Qf ′] + 2εBL1(µ).

Also, it follows from [298, Proposition II.2.5] and the construction of Q that Q[−f ′, f ′] must

be dense in [−Qf ′, Qf ′]. Thus, for every f ∈ BFBL[E] there exists |f ′′| ≤ f ′ and h ∈ L1(µ)

such that ∥h∥1 ≤ 3ε and

Qf = Qf ′′ + h.

Or equivalently, φ0(|f − f ′′|) ≤ 3ε. This means that

BFBL[E] ⊆ [−f ′, f ′] + {g ∈ FBL[E] : φ0(|g|) ≤ 3ε},

so taking ε < ε0/3 we reach a contradiction with (6.9.1).

Therefore, QϕE is not weakly compact as claimed. It follows from [9, Theorem 5.2.9] that

QϕE(BE) contains a complemented basic sequence (hn) equivalent to the canonical basis of

ℓ1. As a consequence, E must contain a complemented subspace isomorphic to ℓ1. Indeed,

let (xn) ⊆ BE be such that QϕE(xn) = hn and let P : L1(µ) → L1(µ) denote a projection

onto the span of (hn); it is straightforward to check that (xn) must be equivalent to the

canonical basis of ℓ1, so the linear map U : [hn] → E given by U(hn) = xn is bounded, and

UPQϕE defines a projection of E onto the span of (xn).

Upper p-estimates and the local theory of free Banach lattices

In this section we characterize when FBL[E] satisfies an upper p-estimate. We then use this

to study the structure of finite dimensional subspaces and sublattices of free Banach lattices,

as well as to find upper p-estimate variants of classical theorems on p-convexity.

Recall that a Banach lattice X satisfies an upper p-estimate with constant C (resp. lower

p-estimate with constant C) if, for any x1, . . . , xn ∈ X, we have

∥∥ n∨
k=1

|xk|
∥∥ ≤ C

( n∑
k=1

|xk|p
)1/p

(resp.
∥∥∑n

k=1 |xk|
∥∥ ≥ C−1

(∑n
k=1 |xk|

p)1/p). By [231, Proposition 1.f.6], it suffices to verify

these inequalities when x1, . . . , xn are disjoint. Further, [231, Proposition 1.f.5] shows that X

has an upper (resp. lower) p-estimate if and only if X∗ has a lower (resp. upper) q-estimate,
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with the same constant. Here, 1
p

+ 1
q

= 1.

Upper and lower estimates are deeply connected to the convexity and concavity of a

Banach lattice, as well as to its type and cotype. In particular, p-convexity clearly implies

upper p-estimates; conversely, upper p-estimates imply r-convexity for r < p [231, Theorem

1.f.7]. More information about this can be found in [231, Section 1.f].

Recall that an operator T : F → E is (q, p)-summing (cf. [97, Chapter 10]) if there is a

K > 0 such that for every choice of (xk)
n
k=1 ⊆ F we have

( n∑
k=1

∥Txk∥q
)1/q

≤ K sup
x∗∈BF∗

( n∑
k=1

|x∗(xk)|p
)1/p

.

We use πq,p(T ) to denote the least possible constant K in this inequality.

Theorem 6.9.21. Let E be a Banach space and 1 ≤ p, q ≤ ∞ with 1
p

+ 1
q

= 1. The following

are equivalent:

(i) idE∗ is (q, 1)-summing.

(ii) FBL[E] satisfies an upper p-estimate.

In this case, the upper p-estimate constant of FBL[E] and πq,1(idE∗) coincide.

Proof. (1) ⇒ (2): We shall show that if f1, . . . , fn ∈ FBL[E]+ are disjoint then ∥
∑n

j=1 fj∥ ≤
πq,1(idE∗)

(∑n
j=1 ∥fj∥p

)1/p
.

We view elements of FBL[E] as positively homogeneous functions on the unit ball of

E∗. Let g =
∑n

j=1 fj. Then ∥g∥ is the supremum of
∑

k |g(x∗k)|, where the finite sequence

(x∗k) ⊆ E∗ is such that ∥
∑

k±x∗k∥ ≤ 1 for any choice of ±. Fix (x∗k) as above. For any j let

Sj = {k : fj(x
∗
k) ̸= 0}. These sets are disjoint (due to the disjointness of fj’s themselves),

and ∑
k

|g(x∗k)| ≤
∑
k

∑
j

|fj(x∗k)| =
∑
j

∑
k∈Sj

|fj(x∗k)|.

For each j let αj = max± ∥
∑

k∈Sj
±x∗k∥, and y∗j = argmax±∥

∑
k∈Sj

±x∗k∥. Then∑
k∈Sj

|fj(x∗k)| ≤ ∥fj∥αj = ∥fj∥∥y∗j∥.
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Note that

max
±

∥
∑
j

±y∗j∥ ≤ max
±

∥
∑
k

±x∗k∥ ≤ 1.

Let κ = πq,1(idE∗), then

1 ≥ max
±

∥
∑
j

±y∗j∥ ≥ κ−1
(∑

j

∥y∗j∥q
)1/q

= κ−1
(∑

j

αqj
)1/q

.

Therefore,∑
k

|g(x∗k)| ≤
∑
j

∑
k∈Sj

|fj(x∗k)| ≤
∑
j

∥fj∥αj ≤
(∑

j

∥fj∥p
)1/p(∑

j

αqj
)1/q

≤ κ
(∑

j

∥fj∥p
)1/p

.

We obtain the desired estimate on ∥g∥ by taking the supremum over all suitable sequences

(x∗k).

(2) ⇒ (1): Suppose FBL[E] has an upper p-estimate with constant C (clearly C ≥ 1).

We fix x∗1, . . . , x
∗
n ∈ E∗, and aim to show that( n∑

i=1

∥x∗i ∥
q
) 1

q ≤ C sup
x∈BE

n∑
i=1

∣∣x∗i (x)
∣∣. (6.9.2)

If dimE = 1, then it is easy to see that πq,1(idR) = 1, hence (6.9.2) is satisfied (in fact,

[269, Theorem 8.1] shows that FBL[R] = ℓ2∞, hence its upper p-estimate constant equals 1

for all p).

If dimE > 1, then, by a small perturbation argument, we may assume that no two of the

vectors x∗1, . . . , x
∗
n are proportional. Since x̂∗1, . . . , x̂

∗
n are lattice homomorphisms in FBL[E]∗,

they are atoms by [12, p. 111 Exercise 5] and, therefore, disjoint. Fix ε > 0. For each i, pick

fi ∈ FBL[E]+ with ∥fi∥ ⩽ 1 and x̂∗i (fi) > (1− ε)
∥∥∥x̂∗i∥∥∥ or, equivalently, fi(x

∗
i ) > (1− ε) ∥x∗i ∥.

Applying Proposition 1.4.13 in [244] to the normalized functionals, we may assume that the

fi’s are disjoint. We have

(1 − ε)
( n∑
i=1

∥x∗i ∥
q
) 1

q
⩽
( n∑
i=1

fi(x
∗
i )
q
) 1

q
=

n∑
i=1

λifi(x
∗
i )

for some λ1, . . . , λn ∈ R+ with
∑n

i=1 λ
p
i = 1. Put f =

∑n
i=1 λifi. Since FBL[E] has the upper

p-estimate, we get ∥f∥ ⩽ C
(∑n

i=1 ∥λifi∥
p
) 1

p
⩽ C. Using the definition of the FBL norm, we
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get
n∑
i=1

λifi(x
∗
i ) =

n∑
i=1

f(x∗i ) ⩽ ∥f∥ sup
x∈BE

n∑
i=1

∣∣x∗i (x)
∣∣ ⩽ C sup

x∈BE

n∑
i=1

∣∣x∗i (x)
∣∣.

Since ε is arbitrary, we conclude that (6.9.2) holds, thus completing the proof.

Remark 6.9.22. If E is infinite dimensional, then, by Dvoretzky Theorem, idE∗ cannot

be (q, 1)-summing for q < 2. Therefore, FBL[E] can only have an upper p-estimate for

p ≤ 2. In the next section, we shall see that this estimate is sharp, and FBL[E] can even be

2-convex (see, for instance, Corollary 6.9.47). For more general information about possible

q-convexity of FBL(p)[E], see Proposition 6.9.30. On the other hand, recall that if E is finite

dimensional, then FBL(p)[E] is lattice isomorphic to C(SE∗), hence it satisfies an upper

r-estimate for every r ∈ [1,∞].

Remark 6.9.23. Although Theorem 6.9.21 is stated for FBL[E], in Theorem 6.9.40 we will

prove an extrapolation result which allows us to characterize when FBL(p)[E] has non-trivial

convexity.

Corollary 6.9.24. Suppose F is a subspace of a Banach space E, so that (F,E) has the

POE-1. Fix q ∈ [1,∞]. If idE∗ is (q, 1)-summing, then so is idF ∗.

Note that, if dimF <∞, then idF ∗ is (q, 1)-summing for any q. If dimF = ∞, then, by

Remark 6.9.22, we must have q ∈ [2,∞].

Proof. By Theorem 6.9.21, FBL[E] has an upper p-estimate, with 1/p + 1/q = 1. Denote

the canonical embedding F → E by ι. By the POE-1, ι : FBL[F ] → FBL[E] is a lattice

isomorphic embedding, hence FBL[F ] has an upper p-estimate as well. Apply Theorem 6.9.21

again to reach the desired conclusion about idF ∗ .

We next present the following “local” version of Theorem 6.9.20. We use the shorthand

“E has trivial cotype” to mean that no non-trivial cotype is present.

Corollary 6.9.25. For an infinite dimensional Banach space E, the following statements

are equivalent.

(i) E contains uniformly complemented subspaces isomorphic to ℓn1 .

(ii) FBL[E] contains uniformly lattice-complemented sublattices isomorphic to ℓn1 .

(iii) FBL[E] contains sublattices ℓn1 uniformly.
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(iv) E∗ has trivial cotype.

(v) FBL[E] fails to be p-convex for any p > 1.

(vi) FBL[E] contains uniformly complemented subspaces isomorphic to ℓn1 .

(vii) FBL[E]∗ has trivial cotype.

Recall that a Banach lattice X is said to contain sublattices ℓn1 uniformly if there exist

lattice isomorphisms un : ℓn1 → Xn ⊆ X so that supn ∥un∥∥u−1
n ∥ <∞. By Krivine’s theorem

(see [299]), the uniform lattice copies of ℓn1 in FBL[E] can be taken to be (1 + ε)-uniform

whenever they exist. In this case one can select un’s in such a way that limn ∥un∥∥u−1
n ∥ = 1.

The following lemma is known, but we include it for the sake of completeness.

Lemma 6.9.26. For a Banach space E, the following statements are equivalent:

(i) E contains uniformly complemented copies of ℓn1 .

(ii) E∗ contains copies of ℓn∞ uniformly.

(iii) E∗ has trivial cotype.

Proof. (2)⇔(3) is given by [97, Theorem 14.1], and duality gives us (1)⇒(2). To establish

(2)⇒(1), suppose E∗ contains copies of ℓn∞ uniformly. By [265, Theorem 2.5], we can assume

that the said copies of ℓn∞ are complemented via weak∗ continuous projections, with uniformly

bounded norms. Passing to the predual, we conclude that E satisfies (1).

Proof of Corollary 6.9.25. (1)⇒(2) is similar to Theorem 6.9.20, where we make use of The-

orem 6.8.3 to see that FBL[ℓn1 ] contains ℓn1 as a nicely complemented sublattice. The im-

plications (2)⇒(3)⇒(5) and (2)⇒(6) are trivial. (5)⇒(3) is a consequence of the Banach

lattice version of Krivine’s Theorem [299]. Lemma 6.9.26 contains (1)⇔(4).

(5)⇒(4): If E∗ has non-trivial cotype, then by [97, Theorem 14.1] idE∗ is (q, 1)-summing

for some q. Then, by Theorem 6.9.21, FBL[E] has a non-trivial upper estimate, which im-

plies non-trivial convexity [231, Section 1.f].

(6)⇔(7) follows from Lemma 6.9.26.
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(7)⇒(5): If (7) holds, then by [231, Section 1.f], FBL[E]∗ cannot be q-concave for any

finite q. By duality, FBL[E] cannot be p-convex for any p > 1.

The next remark puts the above results in a broader context:

Remark 6.9.27. Let X be a Banach lattice. By [97, Chapter 16] (see also [231, Section 1.f]

and [307, 308, 309]; the relevant results are neatly summarized in [54]), we have the following

general implications and no others:

(i) For 2 < q < ∞, q-concavity ⇒ cotype q ⇔ idX is (q, 1)-summing ⇔ X has a lower

q-estimate;

(ii) For q = 2, 2-concavity ⇔ cotype 2 ⇒ idX is (2, 1)-summing ⇒X has a lower 2-estimate.

By duality [231, Proposition 1.f.5], if E is a Banach lattice and 1 < p < 2 we conclude that

idE∗ is (q, 1)-summing (1/p+ 1/q = 1) if and only if E∗ has a lower q-estimate if and only if

E has an upper p-estimate. Combining these observations with Theorem 6.9.21 we see that:

Corollary 6.9.28. Suppose E is a Banach lattice and 1 < p < 2. The following are

equivalent:

(i) E satisfies an upper p-estimate;

(ii) FBL[E] satisfies an upper p-estimate.

Proposition 6.9.30 shows that the above equivalence fails for p > 2.

Corollary 6.9.24 immediately implies an upper p-estimate version of [231, Theorem 1.d.7]:

Corollary 6.9.29. Suppose p ∈ (1, 2), E and F are Banach lattices, and ι : F → E is a

linear isomorphic embedding, so that ι(F ) is complemented in E or, more generally, that

(ι(F ), E) has POE-1. Then, if E has an upper p-estimate, then the same is true for F .

The existence of a complemented copy of L2 inside of Lp shows that Corollary 6.9.29

fails for 2 < p < ∞. For p = 2, the proof only shows that, if idE∗ is (2, 1)-summing, then

F has an upper 2-estimate; we do not know if the assumption on E can be relaxed to it

merely having an upper 2-estimate. In connection to this, we should also mention a “dual”

analogue of Corollary 6.9.29, discussed on [231, p. 98-99]. Namely, suppose a Banach lattice

F embeds isomorphically into a Banach lattice E with a lower p-estimate. If p ∈ (2,∞),
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then F has a lower p-estimate as well; this is no longer true for p = 2.

As mentioned previously, if E is finite dimensional then FBL[E] is lattice isomorphic

to a C(K)-space, so is in particular ∞-convex. The situation is different in the infinite

dimensional setting.

Proposition 6.9.30. Suppose E is an infinite dimensional Banach space. If FBL(p)[E] is

q-convex, then q ≤ max{2, p}.

Proof. Fix n ∈ N. Use Dvoretzky Theorem to find norm 2 vectors x∗1, . . . , x
∗
n ∈ E∗, so that

the inequality (∑
j

|aj|2
)1/2 ≤ ∥∥∑

j

ajx
∗
j

∥∥ ≤ 3
(∑

j

|aj|2
)1/2

holds for any scalars a1, . . . , an. Use Local Reflexivity to find x1, . . . , xn ∈ E, of norm not

exceeding 1, and biorthogonal to the x∗j ’s. We will establish that

∥f∥FBL(p)[E] ≳ n1/r, where r = max{2, p}, and f =
(∑

j

|δxj |q
)1/q

.

We shall achieve this by testing f against x∗1, . . . , x
∗
n. Let F = span[x∗1, . . . , x

∗
n]. By applying

Local Reflexivity, and then passing from E∗∗ to E∗∗/F⊥ ∼ F ∗, we obtain

sup
x∈BE

( n∑
j=1

|x∗j(x)|p
)1/p

= sup
x∈BF∗

( n∑
j=1

|x∗j(x)|p
)1/p ≤ 3nγ,

with

γ =

{
1
p
− 1

2
1 ≤ p ≤ 2,

0 p ≥ 2.

Note that, for any x∗ ∈ E∗, f(x∗) =
(∑

j |x∗(xj)|q
)1/q

, and therefore,
(∑

j |f(x∗j)|p
)1/p

=

n1/p. By (6.1.1),

∥f∥FBL(p)[E] ≳
n1/p

nγ
= n1/r

(with r as above). On the other hand, if FBL(p)[E] is q-convex, then

∥f∥FBL(p)[E] ≲
(∑

j

∥∥δxj∥∥qFBL(p)[E]

)1/q ∼ n1/q,

giving the desired estimate for q.
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We finish this section with some applications to the local theory.

Recall that for a Banach lattice E, the upper index of E is

S(E) = sup{p ≥ 1 : E satisfies an upper p-estimate}.

By [231, Section 1.f], “upper p-estimate” can be replaced by “p-convex” in the definition of

S(E). S(E) is very important in the local theory of Banach lattices. Indeed, a theorem of

Krivine [299] states that an infinite dimensional Banach lattice E contains, for all integers

n and all ε > 0, a (1 + ε)-lattice copy of ℓnp when p = S(E).

If E is a finite dimensional Banach space, then FBL(p)[E] is lattice isomorphic to an

AM-space, hence S(FBL(p)[E]) = ∞. For infinite dimensional E, Proposition 6.9.30 shows

that S(FBL(p)[E]) = p for 2 ≤ p ≤ ∞, while p ≤ S(FBL(p)[E]) ≤ 2 for 1 ≤ p ≤ 2. In

particular, we conclude that for infinite dimensional Banach lattices, the indices are related

as follows:

Corollary 6.9.31. Suppose E is an infinite dimensional Banach lattice. Then

S(E) ∧ 2 = S(FBL[E]).

Remark 6.9.32. On the other end of the spectrum, note that FBL[E] always contains a

lattice copy of c0 as long as dimE ≥ 2, so in particular contains uniform lattice copies of ℓn∞.

Further, FBL[ℓ21] ≃ C(S1) contains isomorphic copies of every separable Banach space, hence

so does FBL[E] for every E with dimE ≥ 2. One should note, however, that FBL[E] being

universal is restricted to separable spaces; for other density characters it is an interesting

problem to classify the subspaces of FBL[E] up to isomorphism. For example, FBL[E] has

the same density character as E ([26, Section 3]), but, as was shown in [30], when 1 ≤ p ≤ 2

and Γ is uncountable, FBL[ℓp(Γ)] does not embed into a weakly compactly generated Banach

space, and in particular does not embed into FBL[ℓq(Γ)], 2 < q <∞, which is WCG. These

simple facts will play a role in the next section when we compare FBL(p)[E] and FBL(q)[F ]; in

particular, when E and F are separable, we will aim to distinguish these spaces by showing

that one does not linearly embed onto a complemented subspace of the other.

Remark 6.9.33. We also note that the disjoint sequence structure of FBL[E] can be very

complicated. Indeed, when E is the complementably universal space for unconditional bases

(see [230, Theorem 2.d.10] for the construction), then, by Theorem 6.8.3, FBL[E] contains

lattice copies of every separable order continuous atomic lattice (i.e., every Banach lattice

with lattice structure induced by an unconditional basis).
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Automatic convexity, factorization theory and isomorphisms

between FBL(p)[E] and FBL(q)[F ]

In this section, we characterize when FBL(p)[E] is q-convex via strong factorizations (repre-

senting an operator as a composition of two or more, one of which is a lattice homomorphism),

and then use FBL(p)[E] as a tool to study the classical factorization theory. We also give

various situations where we can prove that FBL(p)[E] and FBL(q)[F ] are lattice isomorphic,

and other situations where we can prove that one of these spaces does not even linearly

embed as a complemented subspace of the other.

We begin with some preparation:

Proposition 6.9.34. Suppose E is a Banach space, Z is a p-convex Banach lattice with

constant 1, and ι : E → Z is an isometric embedding with the following properties:

(i) Z is generated by ι(E) as a Banach lattice.

(ii) There exists a constant C so that for every contraction T : E → Lp(µ) there is a lattice

homomorphism T ′ : Z → Lp(µ) with T ′ι = T and ∥T ′∥ ≤ C.

Then Z is C-lattice isomorphic to FBL(p)[E]. More precisely, the canonical extension

ι̂ : FBL(p)[E] → Z is invertible and ∥ι̂−1∥ ≤ C.

Proof. From the definition of FBL(p)[E], there exists a unique lattice homomorphism

ι̂ : FBL(p)[E] → Z

such that ι̂ϕE = ι and ∥ι̂∥ = 1. Observe that ι̂ has dense range. Indeed, fix z ∈ Z and ε > 0.

By assumption, there exists u in the sublattice generated by ι(E) such that ∥z − u∥ < ε.

We can write u as a lattice-linear expression u = F (ιx1, . . . , ιxn) for some x1, . . . , xn ∈ E.

Then u = ι̂F (δx1 , . . . , δxn) ∈ Range ι̂.

Let f ∈ FBL(p)[E] with ∥f∥ > 1. By the definition of the FBL(p)-norm, there exists

n ∈ N and a contractive operator T : E → ℓnp such that
∥∥∥T̂ f∥∥∥ > 1, where T̂ is the unique

lattice homomorphism T̂ : FBL(p)[E] → ℓnp such that T̂ ϕE = T . By assumption, there

exists a lattice homomorphism T ′ : Z → ℓnp such that T ′ι = T and ∥T ′∥ ⩽ C. We have

T ′ι̂ϕE(x) = T ′ιx = Tx = T̂ ϕE(x) for every x ∈ E. It follows that T ′ι̂ agrees with T̂ on ϕ(E)

and, therefore, T ′ι̂ = T̂ . We now have 1 <
∥∥∥T̂ f∥∥∥ = ∥T ′ι̂f∥ ⩽ C ∥ι̂f∥ . It follows that ι̂ is

bounded below. In particular, it is invertible and ∥ι̂−1∥ ⩽ C.
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A standard direct sum argument implies:

Corollary 6.9.35. Suppose E is a Banach space, Z is a p-convex Banach lattice with con-

stant 1, and ι : E → Z is an isometric embedding with the following properties:

(i) Z is generated by ι(E) as a Banach lattice.

(ii) Every contraction T : E → Lp(µ) extends to a lattice homomorphism T ′ : Z → Lp(µ).

Then Z is lattice isomorphic to FBL(p)[E]. More precisely, the canonical extension ι̂ :

FBL(p)[E] → Z is a surjective isomorphism.

Proof. By Proposition 6.9.34, it is enough to show that there is a uniform constant C such

that every contraction T : E → Lp(µ) extends to a lattice homomorphism T ′ : Z → Lp(µ)

with ∥T ′∥ ≤ C. Suppose this is not the case, and let Tn : E → Lp(µn) be such that ∥Tn∥ = 1,

but any lattice homomorphism S : Z → Lp(µn) extending Tn has ∥S∥ ≥ 2n/pn.

Consider Lp(ν) to be the infinite ℓp sum of the spaces Lp(µn) and let T : E → ℓp(Lp(µn)) =

Lp(ν) be given by Tx = ( Tnx
2n/p )∞n=1. Note that

∥Tx∥ =
( ∞∑
n=1

∥Tnx∥p

2n

) 1
p ≤ ∥x∥.

Let T ′ : Z → Lp(ν) be a lattice homomorphism extending T . Note that if πn : ℓp(Lp(µn)) →
Lp(µn) denotes the canonical band projection, we have that the operator T ′

n = 2n/pπnT
′ :

Z → Lp(µn) is a lattice homomorphism extending Tn. Hence, 2n/pn ≤ ∥2n/pπnT
′∥, which

yields n ≤ ∥T ′∥. As this holds for every n ∈ N, we get a contradiction with the fact that T ′

is bounded.

Proposition 6.9.34 has a natural analogue for free Banach lattices satisfying an upper

p-estimate. We first recall some facts on weak Lp-spaces and (p,∞)-convex operators:

For f ∈ L0(µ) and 0 < p <∞, let

∥f∥p,∞ = {sup
t>0

tpµ({|f | > t})}1/p.

The space Lp,∞(µ) is the set of all f ∈ L0(µ) such that ∥f∥p,∞ < ∞. It is well-known that

when µ is σ-finite and 0 < r < p the expression

|||f |||p,∞,[r] := sup
0<µ(E)<∞

µ(E)−
1
r
+ 1

p

(∫
E

|f |rdµ
) 1

r
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satisfies

∥f∥p,∞ ≤ |||f |||p,∞,[r] ≤
(

p

p− r

) 1
r

∥f∥p,∞

(see, for example, [134, Exercise 1.1.12]).

If (X,µ) is a measure space with µ finite, 0 < q < p and f ∈ Lp,∞(µ) then∫
X

|f(x)|qdµ(x) ≤ p

p− q
µ(X)1−

q
p∥f∥qp,∞, (6.9.3)

i.e., Lp,∞(µ) continuously injects into Lq(µ) with control of the constants (see [134, Exercise

1.1.11]). This will be used in the proof of Proposition 6.9.36 below to justify a certain mul-

tiplication operator being bounded by universal constants.

Below, we concern ourselves with p ∈ (1,∞). Equip Lp,∞(µ) with the equivalent norm

|||·|||p,∞,[1], or, for short, |||·|||p,∞. This turns Lp,∞ into a Banach lattice. Moreover, the space

(Lp,∞, |||·|||p,∞) has an upper p-estimate with constant 1. To establish the latter fact, we show

that the inequality |||∨ni=1|fi||||p,∞ ≤ (
∑n

i=1 |||fi|||
p
p,∞
)1/p

holds for any f1, . . . , fn ∈ Lp,∞(Ω, µ).

In other words, we show that, for any E ⊆ Ω, we have

sup
E⊆Ω

µ(E)1/p−1

∫
E

∨i|fi| ≤
(∑

i

|||fi|||pp,∞
)1/p

.

Represent E as a union of disjoint sets Ej (1 ≤ j ≤ n), so that ∨i|fi| = |fj| on Ej. For the

sake of convenience write p′ = p/(p−1) (so 1/p+1/p′ = 1), ai =
∫
Ei
|fi|, and bi = µ(Ei)

1/p′ (by

getting rid of “redundant” fi’s, we can assume that bi > 0 for any i). Then |||fi|||p,∞ ≥ b−1
i ai;

therefore, it suffices to show that(∑
i

(b−1
i ai)

p
)1/p

≥
(∑

i

bp
′

i

)−1/p′
∑
i

ai.

The last inequality is equivalent to∑
i

ai ≤
(∑

i

(b−1
i ai)

p
)1/p(∑

i

bp
′

i

)1/p′
,

which is an easy consequence of Hölder’s Inequality.
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Let X be a Banach lattice and E a Banach space. Recall that an operator T : X → E

is (q, p)-concave if there is a constant C such that, for any x1, . . . , xn ∈ X we have(
n∑
k=1

∥Txk∥q
)1/q

≤ C

∥∥∥∥
(

n∑
k=1

|xk|p
)1/p ∥∥∥∥.

The least constant that works is denoted Kq,p(T ). It is easy to see that if p > q then the only

(q, p)-concave operator is the zero operator. Moreover, (p, p)-concave operators are exactly

the p-concave operators, and for 1 ≤ p < q < ∞ an operator is (q, p)-concave if and only if

it is (q, 1)-concave (see [97, Corollary 16.6]). An operator S : E → X is (p, q)-convex if there

is a constant C such that for each x1, . . . , xn in E we have∥∥∥∥
(

n∑
k=1

|Sxk|q
)1/q ∥∥∥∥ ≤ C

(
n∑
k=1

∥xk∥p
)1/p

.

There is a natural duality between (p, q)-convexity and (p′, q′)-concavity (1/p + 1/p′ = 1 =

1/q + 1/q′); see [97, Theorem 16.21].

Following [185], we denote by FBL↑p
K [E] the free Banach lattice satisfying an upper p-

estimate with constant K over E. This is the (necessarily unique) Banach lattice Z so that

(i) Z satisfies an upper p-estimate with constant K; (ii) there is an isometric embedding

ψ : E → Z, generating Z as a lattice; (iii) for any linear operator T : E → X, where X is a

Banach lattice satisfying an upper p-estimate with constant K, there exists a lattice homo-

morphism T̂ : Z → X, with T̂ψ = T , and ∥T̂∥ = ∥T∥. We write FBL↑p[E] for FBL↑p
1 [E].

The existence and uniqueness of FBL↑p
K [E] was established in [185]. Moreover, the lat-

tices FBL↑p
K [E] for different values of K are canonically lattice isomorphic: by [280, Remark

1.5 and its proof], a Banach lattice satisfying an upper p-estimate with constant K can be

K-renormed to satisfy an upper p-estimate with constant one.

Many aspects of FBL↑p[E] remain mysterious. For instance, no functional representation

of this lattice, and no explicit norm arising from it, are known (compare and contrast with

Section 6.2). However, we have the following result:

Proposition 6.9.36. Suppose E is a Banach space, Z is a Banach lattice, 1 < p <∞, and

i : E → Z is an isometric embedding with the following properties:

(i) Z is generated by i(E) as a Banach lattice.
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(ii) There exists a constant C so that every operator T : E → Lp,∞(µ) extends to a lattice

homomorphism T ′ : Z → Lp,∞(µ) with ∥T ′∥ ≤ C∥T∥ (µ is a finite measure).

Then for any Banach lattice X and any (p,∞)-convex operator S : E → X there exists

a (necessarily unique) lattice homomorphism S ′ : Z → X satisfying S ′i = S. Moreover,

∥S ′∥ ≤ γCK(p,∞)(S), where K(p,∞)(S) is the (p,∞)-convexity constant of S, and the constant

γ depends on p only.

Proof. For brevity, we write K = K(p,∞)(S). By the universality of FBL[E], we have a

lattice homomorphism î : FBL[E] → Z extending i : E → Z. As i(E) generates Z, it follows

that î has dense range. Also, let Ŝ : FBL[E] → X be the lattice homomorphism such that

Ŝϕ = S. Consider the following:

Claim: There is a constant γ > 0 (depending only on p) such that

∥Ŝf∥X ≤ γCK∥̂if∥Z ∀f ∈ FBL[E]. (6.9.4)

Proof of claim. Given f ∈ FBL[E], choose x∗ ∈ X∗
+ with ∥x∗∥ = 1 and x∗

(∣∣∣Ŝf ∣∣∣) =
∥∥∥Ŝf∥∥∥

X
.

Let Nx∗ denote the null ideal generated by x∗, that is, Nx∗ =
{
x ∈ X : x∗

(
|x|
)

= 0
}

, and

let Y be the completion of the quotient lattice X/Nx∗ with respect to the norm ∥x+Nx∗∥ :=

x∗
(
|x|
)
. Since this is an abstract L1-norm, Y is lattice isometric to L1(Ω,Σ, µ) for some mea-

sure space (Ω,Σ, µ) (see, e.g., [231, Theorem 1.b.2]). The canonical quotient map of X onto

X/Nx∗ induces a lattice homomorphism Q : X → L1(Ω,Σ, µ) with ∥Q∥ = 1. For our pur-

poses, we may without loss of generality assume that (Ω,Σ, µ) is σ-finite, passing for instance

to the band generated by Q(Ŝf).

Since Q is a lattice homomorphism and S is (p,∞)-convex with constant K, we have∥∥∥ n∨
k=1

∣∣QS(xk)
∣∣∥∥∥
L1(µ)

≤
∥∥∥ n∨
k=1

∣∣S(xk)
∣∣∥∥∥
X
≤ K

( n∑
k=1

∥xk∥pE
) 1

p

for every finite sequence (xk) in E. Hence, by [280, Theorem 1.2], there exists h ∈ L1(µ)+

with
∫
Ω
h dµ ≤ 1, yielding a factorization

E

T $$

QS // L1(µ)

Lp,∞(h dµ)

R

88
,
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with R being a lattice homomorphism implemented by multiplication by h. (6.9.3) gives

∥Rf∥L1(µ) = ∥hf∥L1(µ) = ∥f∥L1(hdµ)

≤ p

p− 1

(∫
Ω

hdµ

)1− 1
p

· ∥f∥Lp,∞(hdµ) ≤
p

p− 1
∥f∥Lp,∞(hdµ),

hence ∥R∥ ≤ p
p−1

.

Moreover, in the above factorization h can be chosen in such a way that ∥T∥ ≤ γ0K,

where γ0 depends only on p. To see this, we follow the proof of [280, Theorem 1.2]. In [280,

Theorem 1.1], let us take r = 1, and choose our subset of L1(µ) to be {QSx : ∥x∥E ≤ 1}.

We claim that statement (iii) of this theorem holds with C being K. Indeed,∥∥∥∥ n∨
k=1

|αkQSxk|
∥∥∥∥
L1(µ)

≤ K

(
n∑
k=1

∥αkxk∥pE

) 1
p

≤ K

(
n∑
k=1

|αk|p
) 1

p

.

Thus, tracing through the proof of [280, Theorem 1.1], statement (ii) holds with K ′′ =

K
(

1 − 1
p

) 1
p
−1

. This tells us (with a bit of a clash of notation - what one should do is avoid

the appeal to Theorem 1.2, only appeal to Theorem 1.1, and use Theorem 1.1 to prove 1.2

with control of the constants) that [280, Theorem 1.2(iii)] holds, which is just a restatement

of [280, Theorem 1.2(iv)]. In other words, ∥T∥ ≤ γ0K, where γ0 =
(

1 − 1
p

) 1
p
−1

.

By hypothesis, there is a lattice homomorphism T ′ : Z → Lp,∞(h dµ) with T ′i = T and

∥T ′∥ ≤ C∥T∥. Let us consider the composition RT ′̂i : FBL[E] → L1(µ). Note this is a

lattice homomorphism which for x ∈ E satisfies

RT ′̂iϕE(x) = RT ′i(x) = RT (x) = QS(x).

It follows from the universality of FBL[E] that RT ′̂i = QŜ. In particular,

∥Ŝf∥X = ∥QŜf∥L1 = ∥RT ′̂if∥L1

≤ p

p− 1
C∥T∥∥̂if∥Z ≤ γCK∥̂if∥Z , where γ =

p

p− 1
γ0,

as we wanted to show.

Having proven the claim, for f ∈ FBL[E], put S ′(̂if) := Ŝf . By (6.9.4), S ′ is well-

defined and bounded on Range î; it is easy to see that it is a lattice homomorphism. Since

Range î is dense, S ′ extends to a lattice homomorphism on Z. We clearly have S ′i = S, and

∥S ′∥ ≤ γCK.
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Generally speaking, p-convexity and p-concavity are much better understood than upper

and lower p-estimates. However, using free Banach lattice technology we can find upper

p-estimate versions of classical theorems on p-convexity. Indeed, in Corollary 6.9.29 we were

able to extend [231, Theorem 1.d.7]; we now show that [287, Theorem 3] has a natural

analogue for upper p-estimates:

Corollary 6.9.37. Suppose p ∈ (1,∞), E is a Banach space, X is a Banach lattice and

T : E → X is any operator. The following statements are equivalent:

(i) T is (p,∞)-convex;

(ii) There exists a Banach lattice Y with an upper p-estimate, and a factorization T = Sϕ,

where ϕ : E → Y is bounded, and S : Y → X is a lattice homomorphism.

Moreover, in (2) we can take ϕ to be the isometric embedding of E into FBL↑p[E], S = T̂ ,

and ∥S∥ ≤ κK(p,∞)(S), with κ depending only on p.

Proof. For (2) ⇒ (1), suppose T factors through Y as above. As function calculus intertwines

with lattice homomorphisms, for any x1, . . . , xn ∈ E we have∥∥∥∥ n∨
k=1

|Txk|
∥∥∥∥
X

≤ ∥S∥
∥∥∥∥ n∨
k=1

|ϕ(xk)|
∥∥∥∥
Y

≤M∥S∥

(
n∑
k=1

∥ϕxk∥pY

)1/p

≤M∥S∥∥ϕ∥

(
n∑
k=1

∥xk∥pE

)1/p

(M is the upper p-estimate constant of Y ), showing that T is (p,∞)-convex.

For (1) ⇒ (2), by Proposition 6.9.36, it suffices to extend an operator T : E →
(Lp,∞(µ), ∥·∥p,∞) to a lattice homomorphism from FBL↑p[E] to Lp,∞(µ), with norm of the ex-

tension controlled. Let S = IT , where I is the identity (Lp,∞(µ), ∥·∥p,∞) → (Lp,∞(µ), |||·|||p,∞).

Then ∥S∥ ≤ Cp∥T∥. Extend S to Ŝ : FBL↑p[E] → (Lp,∞(µ), |||·|||p,∞) with ∥Ŝ∥ = ∥S∥. Now

the map T ′ := I−1Ŝ : Z → (Lp,∞(µ), ∥ · ∥p,∞) is a lattice homomorphism extending T and

satisfying ∥T ′∥ ≤ Cp∥T∥.

To characterize the spaces E for which FBL[E] and FBL(p)[E] are lattice isomorphic, we

need two definitions. Suppose E is a Banach space, C ≥ 0, and Z, X are Banach lattices.

We say that T : E → Z C-strongly factors through X if we can write T = US, where

S : E → X is a contraction, and U : X → Z is a lattice homomorphism, with ∥U∥ ≤ C.
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If X is a class of Banach lattices, we say that T : E → Z C-strongly factors through X if

it C-strongly factors through some X ∈ X . If, in the preceding setting, X and Z are both

spaces of functions on the same space, we say that T C-multiplicatively factors through X if

U as above is implemented by a multiplication operator. We say that T factors strongly (or

multiplicatively) if such factorization exists for some C. Obviously, Corollary 6.9.37 can be

restated in this language.

Proposition 6.9.38. Let E be a Banach space, p > q ≥ 1, and C ≥ 1. The following are

equivalent:

(i) FBL(p)[E] is lattice C-isomorphic to FBL(q)[E];

(ii) FBL(p)[E] is canonically lattice C-isomorphic to FBL(q)[E], that is, the map taking δx

(x ∈ E) to itself generates a lattice C-isomorphism between FBL(p)[E] and FBL(q)[E];

(iii) Every contraction T : E → Lq(µ) C-strongly factors through a p-convex Banach lattice

with p-convexity constant 1;

(iv) Every contraction T : E → Lq(µ) C-multiplicatively factors through Lp(µ);

(v) Every contraction T : E → Lq(µ) is p-convex with constant C, i.e., for all finite

sequences (xk) in E we have

∥∥∥∥
(

n∑
k=1

|T (xk)|p
) 1

p ∥∥∥∥
Lq(µ)

≤ C

(
n∑
k=1

∥xk∥p
) 1

p

.

Corollaries 6.9.45 and 6.9.47 below provide examples of Banach spaces E which possess

the equivalent properties described here.

Proof. (2)⇒(1) is straightforward.

(1)⇒(3) Suppose that there is a lattice isomorphism V : FBL(q)[E] → FBL(p)[E] such that

∥V ∥ = 1 and ∥V −1∥ ≤ C. Let T : E → Lq(µ) be a contraction. Consider T̂ : FBL(q)[E] →
Lq(µ). Then T = (T̂ V −1)(V ϕE) is a required factorization.

(3)⇒(2) We will use Proposition 6.9.34 with p replaced with q, Z = FBL(p)[E], and

ι = ϕE : E → FBL(p)[E]. Let T : E → Lq(µ) be a contraction. By assumption, we can factor

T through a p-convex Banach lattice X with constant 1, T : E
S−→ X

U−→ Lq(µ) such that
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∥S∥ ⩽ 1, ∥U∥ ⩽ C, and U is a lattice homomorphism. Then T ′ := UŜ : FBL(p)[E] → Lq(µ)

extends T , is a lattice homomorphism, and ∥T ′∥ ⩽ C. By Proposition 6.9.34, ϕE extends to

a lattice C-isomorphism from FBL(q)[E] to FBL(p)[E].

To prove (3)⇒(5), we use the strong factorization T = US, with ∥U∥ ≤ C and ∥S∥ ≤ 1.

Then ∥∥∥∥
(

n∑
k=1

|T (xk)|p
) 1

p ∥∥∥∥
Lq(µ)

=

∥∥∥∥
(

n∑
k=1

|US(xk)|p
) 1

p ∥∥∥∥
Lq(µ)

≤

C

∥∥∥∥
(

n∑
k=1

|S(xk)|p
) 1

p ∥∥∥∥
X

≤ C

(
n∑
k=1

∥Sxk∥p
) 1

p

≤ C

(
n∑
k=1

∥xk∥p
) 1

p

.

The first (in)equality is the factorization, the second is since U is a lattice homomorphism

of norm at most C, the third by p-convexity of X, and the last since S is a contraction.

Clearly (4)⇒(3). The equivalence between (4) and (5) is essentially [329, p. 264].

We can also state an upper p-estimate variant of Proposition 6.9.38.

Proposition 6.9.39. Let E be a Banach space and p > q ≥ 1. The following are equivalent:

(i) FBL↑p[E] is lattice isomorphic to FBL(q)[E];

(ii) FBL↑p[E] is canonically lattice isomorphic to FBL(q)[E];

(iii) There exists C ≥ 1 such that for every Banach lattice Y with M (q)(Y ) = 1, every

contraction T : E → Y C-strongly factors through a Banach lattice X which has an

upper p-estimate with constant 1;

(iv) There exists C ≥ 1 such that every contraction T : E → Lq(µ) C-strongly factors

through a Banach lattice X which has an upper p-estimate with constant 1;

(v) There exists C ≥ 1 such that every contraction T : E → Lq(µ) C-multiplicatively

factors through Lp,∞(µ);

(vi) There exists C ≥ 1 such that every contraction T : E → Lq(µ) is (p,∞)-convex with

constant C.
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Proof. The implications (2) ⇒ (1) ⇒ (3) ⇒ (4) ⇒ (2) are similar to Proposition 6.9.38.

(4)⇒(6) follows from the same factorization argument used in the proofs of Corollary 6.9.37

and the implication (3)⇒(5) in Proposition 6.9.38. (5)⇔(6) is [280, Theorem 1.2], and

(5)⇒(4) follows because Lp,∞(µ) (with an appropriate norm) satisfies an upper p-estimate

with constant 1.

In statement (4) of Proposition 6.9.38 we require that every contraction T : E → Lq(µ)

factor multiplicatively through Lp(µ); similarly, in statement (5) we require that every op-

erator verify a certain inequality. This makes statements (4) and (5) properties of the

Banach space E. However, as was evident from the proof, statements (4) and (5) hold

on an operator-by-operator basis. More precisely, a contraction T : E → Lq(µ) factors

multiplicatively through Lp(µ) if and only if it verifies the inequality in statement (5) of

Proposition 6.9.38. Analogous reasoning (using [280]) shows that similar results hold true

when Lp(µ) is replaced by Lp,∞(µ). As we will now see, the fact that we quantify over all

operators gives some interesting relations between the roles of Lp(µ), Lq(µ) and Lp,∞(µ) in

the above statements. More precisely, we have the following extrapolation theorem:

Theorem 6.9.40. Suppose FBL(p)[E] is q-convex for some 1 ≤ p < q. Then FBL(r)[E] is

q-convex for all 1 ≤ r ≤ ∞.

Proof. By Proposition 6.9.38, there exists a constant C so that any contraction u : E →
Lp(µ) C-strongly factors through Lq(µ). As suggested on [242, p. 42], consider the dual pair

(E∗, E), where E∗ is equipped with its weak∗ topology σ(E∗, E); this turns E∗ into a locally

convex Hausdorff space, or “elcs” (espace localement convexe séparé) in the French language

of [242]. The dual space is then E, with its norm topology.

Applying [242, Théorème 23, (c) ⇒ (a)] to this dual pair (or, alternatively, using Exercise

2 on p. 286 of [329], and its solution on p. 336), we conclude that the inequality πp(T ) ≤
Cπq(T ) holds for every T : E∗ → ℓq (we also used the fact that the (p,weak) summing

norms of n-tuples in E∗ can be computed using either BE or BE∗∗ , cf. (6.1.2)). By [97,

3.17 Extrapolation Theorem], for any Banach space F we have Πq(E
∗, F ) = Π1(E

∗, F ). In

particular, any q-nuclear operator from E∗ into ℓq is 1-summing. By [242, Théorème 23,

(b) ⇒ (c)] (or invoking [329, p. 270]), any u : E → L1(µ) strongly factors through Lq(µ).

By Proposition 6.9.38, we conclude that FBL[E] is lattice isomorphic to FBL(q)[E]. Thus,

FBL[E] is q-convex, and therefore, for any r ∈ [1, q], FBL(r)[E] is lattice isomorphic to

FBL(q)[E], hence q-convex. For r > q, the q-convexity is automatic.
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We now use the preceding result to establish a few facts regarding factorizable and p-

summing operators.

Corollary 6.9.41. Suppose 1 ≤ q, p > max{2, q}, and E is an infinite dimensional Banach

space. There exist T, S ∈ B(E,Lq(µ)) so that T (respectively, S) does not strongly factor

through Lp(µ) (respectively, Lp,∞(µ)).

Proof. (i) If any operator in B(E,Lq(µ)) strongly factors through Lp(µ), then, by Proposi-

tion 6.9.38, FBL(q)[E] is p-convex. This, however, contradicts Proposition 6.9.30.

(ii) If any operator in B(E,Lq(µ)) strongly factors through Lp,∞(µ), then, by Proposi-

tion 6.9.39, FBL(q)[E] has an upper p-estimate. Consequently, FBL(q)[E] is s-convex for

any s < p [231, Section 1.f], which contradicts Proposition 6.9.30 (one can take s ∈
(max{q, 2}, p)).

The following result indicates the limits of extrapolation of summing maps.

Corollary 6.9.42. Suppose 1 ≤ r < p ≤ ∞, and Πp(E, ℓp) = Πr(E, ℓp), for some infinite

dimensional E. Then p ≤ 2.

The restriction p ≤ 2 is sharp. For instance, Πr(H, ℓ2) = Π2(H, ℓ2), for any Hilbert space

H and r ∈ [1,∞).

Proof. Suppose, for the sake of contradiction, that E is infinite dimensional, p ∈ (2,∞], and

Πp(E, ℓp) = Πr(E, ℓp) for some r ∈ [1, p).

(i) p = ∞. If Πr(E, ℓ∞) = B(E, ℓ∞), then Πr(E, ℓ∞(I)) = B(E, ℓ∞(I)) for any index

I. Now find I so large that E embeds into ℓ∞(I). Then idE is r-summing, which is impossible.

(ii) p < ∞. If Πp(E, ℓp) = Πr(E, ℓp), then, by Extrapolation Theorem [97, p. 3.17],

Πp(E, ℓp) = Π1(E, ℓp). Imitating the reasoning from the proof of Theorem 6.9.40, we apply

[242, Théorème 23] to the dual pair (E,E∗) (E is equipped with its norm topology). We

then conclude that any operator from E∗ to L1(µ) strongly factors through Lp(µ), which

implies p ⩽ 2 by Corollary 6.9.41.

Returning to free Banach lattices, we prove:

Corollary 6.9.43. If E is a Banach space, and 1 ≤ r < p ≤ ∞, then the following

statements are equivalent:
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(i) FBL(r)[E] has an upper p-estimate.

(ii) FBL[E] has an upper p-estimate.

(iii) idE∗ is (q, 1)-summing, with 1/p+ 1/q = 1.

Proof. (2) ⇔ (3) has been established in Theorem 6.9.21. To handle (1) ⇔ (2), pick s ∈
(r, p). From [231, Section 1.f], we know that an upper p-estimate implies s-convexity. If one

of the lattices involved – either FBL(r)[E] or FBL[E] – is s-convex, then the two coincide,

by Theorem 6.9.40.

Note that Theorem 6.9.21 identifies the upper p-estimate constant of FBL[E] as the (q, 1)-

summing norm of idE∗ ; we make no claim that the upper p-estimate constant of FBL(r)[E]

agrees with that of FBL[E].

Combining Corollary 6.9.43 with Proposition 6.9.38, we obtain:

Corollary 6.9.44. Suppose idE∗ is (q, 1)-summing, 1/p + 1/q = 1, and 1 ≤ r < s < p.

Then any operator from E to Lr(µ) multiplicatively factors through Ls(µ).

We now examine conditions guaranteeing, or precluding, lattice isomorphism between

FBL(p)[E] and FBL(q)[E].

Corollary 6.9.45. Suppose a Banach space E has type s ∈ (1, 2). Then, for 1 ≤ p < q < s,

FBL(p)[E] and FBL(q)[E] are canonically lattice isomorphic.

Proof. By Proposition 6.9.38, we need to show that there exists a constant C so that any

contraction T : E → Lp(µ) has a lattice homomorphic extension T ′ : FBL(q)[E] → Lp(µ),

with ∥T ′∥ ≤ C∥T∥. Emulating the proof of Corollary 6.9.35, we see that it actually suffices

to establish the existence of some extension T ′; the norm will be controlled automatically.

To obtain the desired extension, we use Maurey-Nikishin Extension Theorem [329, III.H.12]:

T can be factored through Lq(µ) as T = uS, where u : Lq(µ) → Lp(µ) is a lattice homomor-

phism. Then S has a lattice homomorphic extension Ŝ : FBL(q)[E] → Lq(µ). Then T ′ = uŜ

is the extension we want.

Remark 6.9.46. An alternative argument for Corollary 6.9.45 is to note that if E has type s

then the dual has cotype s′ (for 1
s
+ 1
s′

= 1), hence idE∗ is (s′, 1)-summing, which characterizes

upper s-estimates of FBL[E].
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Using [329, III.H.16] instead of [329, III.H.12], we obtain:

Corollary 6.9.47. For 2 ≤ r ≤ ∞ and 1 ≤ p ≤ 2, FBL(p)[Lr(µ)] and FBL(2)[Lr(µ)] are

canonically lattice isomorphic.

Remark 6.9.48. Suppose r ≥ 2 and 1 ≤ p ≤ 2. Corollary 6.9.47 implies that the moduli

of the ℓr basis in FBL(p)[ℓr] and in FBL[ℓr] are equivalent; by [30], both are equivalent to

the ℓs basis, with 1/s = 1/r + 1/2. We do not know what the span of these moduli is for

r, p ∈ (2,∞).

On the other hand, it follows immediately from Proposition 6.9.30 that:

Corollary 6.9.49. Suppose E,F are infinite dimensional Banach spaces, p ∈ [1,∞], q ∈
(2,∞], and p ̸= q. Then FBL(p)[E] is not lattice isomorphic to FBL(q)[F ].

Remark 6.9.50. By Corollary 6.9.25, if E∗ has finite cotype, then FBL[E] is p-convex for

some p > 1. Using the fact that the r-convexification of a s-convex space is sr-convex, one

can easily show that for such E, FBL(p)[E] is not lattice isomorphic to the p-convexification

of FBL[E].

We finish this section with a simple observation precluding FBL(q)[F ] from being iso-

morphic (in the Banach space sense) to a complemented subspace of FBL(p)[E]. Indeed, by

combining Corollary 6.9.28 with Corollary 6.9.29, we improve [30, Theorem 9]:

Corollary 6.9.51. Let 1 ≤ p < min{2, q} ≤ ∞. Then FBL[ℓp] is not linearly isomorphic to

a complemented subspace of FBL[ℓq].

Remark 6.9.52. A related result follows from [231, Theorem 1.d.7 and the remark after]:

if p ∈ (1, 2] and FBL(q)[F ] is not p-convex, then it does not linearly embed complementably

into FBL(p)[E] for any E. Here, complementation is key as FBL[E] contains isomorphic

copies of every separable Banach space as long as dimE ≥ 2; see Remark 6.9.32, which also

discusses the non-separable setting.

Remark 6.9.53. In this section, we focused on strong factorizations via lattices which

are p-convex, or have upper p-estimates. Related factorizations (which were not assumed

to involve lattice homomorphisms) are considered in [68] (positive factorizations via lattices

with upper or lower estimates) and [288] (factorizations using operators with given convexity

and concavity).
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6.10 Isomorphism of free Banach lattices

In this section we give a partial resolution to the question of whether FBL(p)[E] and FBL(p)[F ]

can be lattice isomorphic (some negative results can be extracted from the r-convexity and

r-upper estimate criterion presented in the previous section).

Representation of lattice homomorphisms

In this subsection, we represent lattice homomorphisms on free lattices as composition op-

erators, and gather some consequences of this representation. The following proposition is

similar to some results of [220].

Proposition 6.10.1. Given Banach spaces E, F , p ∈ [1,∞] and a lattice homomorphism

T : FBL(p)[F ] → FBL(p)[E], there exists a mapping ΦT : E∗ → F ∗ so that Tf = f ◦ ΦT for

every f ∈ FBL(p)[F ]. Moreover, ΦT satisfies the following properties:

(i) For any x∗ ∈ E∗ and y ∈ F , ΦTx
∗(y) = (Tδy)(x

∗),

(ii) ΦT is positively homogeneous,

(iii) ΦT is weak∗ to weak∗ continuous on bounded sets,

(iv) For y∗ ∈ E∗, we have ∥ΦTy
∗∥ ≤ ∥T∥∥y∗∥. If p < ∞, then for every (y∗k)

m
k=1 ⊆ E∗ we

have

sup
x∈BF

( m∑
k=1

|[ΦTy
∗
k](x)|p

) 1
p ≤ ∥T∥ sup

y∈BE

( m∑
k=1

|y∗k(y)|p
) 1

p
.

Proof. First recall that the atoms of FBL(p)[E]∗ are precisely the linear functionals which

act on FBL(p)[E] as lattice homomorphisms [12, p. 111], and these correspond to point eval-

uations ([26, Corollary 2.7] establishes this for p = 1, but the proof for other values of p

works in the same way). For x∗ ∈ E∗, denote the corresponding evaluation functional on

H[E] (and therefore, on FBL(p)[E]) by x̂∗. One can check that ∥x̂∗∥FBL(p)[E]∗ = ∥x∗∥E∗ , for

every p, and, as H[E] consists of positively homogeneous functions, we have α̂x∗ = αx̂∗ for

α ≥ 0.

If T : FBL(p)[F ] → FBL(p)[E] is a lattice homomorphism, then T ∗ is interval preserving,

and, in particular, maps atoms to atoms. Using the description of atoms given in the previ-

ous paragraph, we conclude that T ∗ induces a positively homogeneous map ΦT : E∗ → F ∗,



CHAPTER 6. FREE BANACH LATTICES 320

via ΦTx
∗ = T ∗x̂∗ ◦ ϕF (that is, Φ̂Tx∗ = T ∗x̂∗).

By construction, for every f ∈ FBL(p)[F ] we have Tf = f ◦ ΦT . Indeed, for x∗ ∈ E∗ let

y∗ = ΦTx
∗. Then

(f ◦ ΦT )(x∗) = f(y∗) = ŷ∗(f) = [T ∗x̂∗](f) = Tf(x∗).

Plugging in f = δy, we obtain (1). This, in turn, implies (2): for λ ≥ 0, x∗ ∈ E∗ and

y ∈ F ,

ΦT (λx∗)(y) = (Tδy)(λx
∗) = λ(Tδy)(x

∗) = λΦTx
∗(y).

To establish (3), note that, if y∗α
w∗
→ y∗ is a bounded net in E∗, then for every x ∈ F we

have

[ΦTy
∗
α](x) = [Tδx](y

∗
α) −→ [Tδx](y

∗) = [ΦTy
∗](x),

as Tδx ∈ FBL(p)[E] is weak∗ continuous on bounded sets.

To handle (4), let (y∗k)
m
k=1 ⊆ E∗. We have

sup
x∈BF

m∑
k=1

|ΦTy
∗
k(x)|p = sup

x∈BF

m∑
k=1

|Tδx(y∗k)|p

≤ sup
x∈BF

∥Tδx∥pFBL(p)[E]
sup
y∈BE

m∑
k=1

|y∗k(y)|p

≤ ∥T∥p sup
y∈BE

m∑
k=1

|y∗k(y)|p.

In certain cases, more can be said about the map ΦT . The proof of the following propo-

sition is straightforward.

Proposition 6.10.2. In the notation of Proposition 6.10.1, we have:

(i) Suppose T is surjective, so that, by Open Mapping Theorem, there exists c > 0 so that

for every g ∈ FBL(p)[E] there exists f ∈ FBL(p)[F ] with Tf = g and ∥f∥ ≤ c−1∥g∥.
Then c∥x∗∥ ≤ ∥ΦTx

∗∥ for every x∗ ∈ E∗.

(ii) If T has dense range, then ΦT is injective.

(iii) If T is a lattice isomorphism, then ΦT is bijective, and ΦT−1 = Φ−1
T .
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(iv) If T is a lattice isometry, then ∥ΦTx
∗∥ = ∥x∗∥ for any x∗ ∈ E∗.

Remark 6.10.3. Suppose T : FBL(p)[F ] → FBL(p)[E] is a lattice isometry, and F ∗ has the

weak∗ (or dual) Kadec-Klee Property, investigated in [102] and [149]. That is, if (x∗n) is a

sequence in F ∗ weak∗-converging to x∗ ∈ F ∗, and such that ∥x∗n∥ → ∥x∗∥, then ∥x∗n−x∗∥ → 0.

Then we can further deduce that ΦT is norm to norm continuous.

Remark 6.10.4. Lemma 6.3.1 shows that for T : F → E, the induced map T : FBL(p)[F ] →
FBL(p)[E] satisfies ΦT = T ∗.

Proposition 6.2.2 immediately implies that the converse of Proposition 6.10.1 is valid for

p = ∞.

Corollary 6.10.5. Suppose E and F are Banach spaces, and Φ : E∗ → F ∗ is a positively ho-

mogeneous map, weak∗ to weak∗ continuous on bounded sets, so that C := sup
y∗∈E∗\{0}

∥Φy∗∥
∥y∗∥

<

∞. Then there exists a lattice homomorphism T : FBL(∞)[F ] → FBL(∞)[E] so that ∥T∥ = C,

and Φ = ΦT .

Remark 6.10.6. In contrast, the converse of Proposition 6.10.1 fails for p = 1. Below we

present a map Φ, satisfying Proposition 6.10.1(2,3,4) for p = 1, but not implementing a

lattice homomorphism of FBL[ℓ1] to itself. Specifically, define

Φ
(
(ai)

∞
i=1

)
=
(
|a1| ∧

(
∨i≥2

|ai|
i

)
, 0, 0, . . .

)
.

Clearly Φ is positively homogeneous and weak∗ continuous (relative to the canonical iden-

tification ℓ∞ = ℓ∗1) on bounded sets, so (2) and (3) of Proposition 6.10.1 hold. To establish

(4), consider a finite collection (xk) ⊆ ℓ∞, with max± ∥
∑

k±xk∥ ≤ 1. Write xk = (aki)
∞
i=1.

Then ∨i
∑

k |aki| ≤ 1. Consequently,

max
±

∥
∑
k

±Φxk∥ ≤
∑
k

|ak1| ≤ 1.

Let e = (1, 0, 0, . . .) ∈ ℓ1. Then f = |δe| : (ai) 7→ |a1| belongs to FBL[ℓ1]. Now consider

g : ℓ∞ → R : x∗ 7→ f(Φx∗) – that is,

g
(
(ai)
)

= |a1| ∧
(
∨i≥2

|ai|
i

)
.

By [26, Example 2.11], g /∈ FBL[ℓ1]. This shows that the composition operator defined by

Φ does not map FBL[ℓ1] to itself, as claimed.
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The following statement is reminiscent of the notion of “dependence on finitely many

coordinates” in [90].

Lemma 6.10.7. Suppose 1 ≤ p ≤ ∞, and T : FBL(p)[F ] → FBL(p)[E] is a lattice homo-

morphism. Then for any y ∈ F and ε > 0 there exist N = N [y] ∈ N, (xi[y])
N [y]
i=1 ⊆ E, and a

F[y] : RN → R, represented by finitely many linear and lattice operations, so that∣∣[ΦTx
∗](y) − F[y]((x∗(xi[y]))

N [y]
i=1 )

∣∣ ≤ ε∥x∗∥ for any x∗ ∈ E∗.

Proof. The function Tδy : E∗ → R : x∗ 7→ [ΦTx
∗](y) belongs to FBL(p)[E], hence it is the

limit (in the FBL(p)[E] norm, and, consequently, in the sup norm on BE∗) of elements of

FVL[E]. Now recall that elements of FVL[E] can be written as f(δx1 , . . . , δxN ), where f is

a composition of finitely many linear and lattice operations.

For future use (addressing the same setting), we state the following:

Corollary 6.10.8. Suppose 1 ≤ p ≤ ∞, and T : FBL(p)[F ] → FBL(p)[E] is a lattice

homomorphism. Let G be a finite dimensional subspace of F , and ε > 0. Then there exist

N ∈ N, and x1, . . . , xN ∈ E, so that if x∗ ∈ E∗, ∥x∗∥ ≤ 1, and x∗(xi) = 0 for 1 ≤ i ≤ N ,

then |[ΦTx
∗](y)| ≤ ε∥y∥ for any y ∈ G.

Proof. By scaling, assume ∥T∥ ≤ 1. Let (yj)
M
j=1 be an ε/2-net in the unit ball of G. By

Lemma 6.10.7, there exist x1, . . . , xN ∈ E, so that if x∗ ∈ E∗, ∥x∗∥ ≤ 1, and x∗(xi) = 0 for

1 ≤ i ≤ N , then |[ΦTx
∗](yj)| ≤ ε/2 for 1 ≤ j ≤M . For an arbitrary y in the unit ball of G,

find j so that ∥y − yj∥ < ε/2. Then∣∣[ΦTx
∗](y)

∣∣ =
∣∣[Tδy](x∗)∣∣ ≤ ∣∣[Tδyj ](x∗)∣∣+ ∥y − yj∥

=
∣∣[ΦTx

∗](yj)
∣∣+ ∥y − yj∥ ≤ ε.

Proposition 6.10.1 also allows us to study lattice transitivity of FBL(p) in the following

sense. We say that a Banach lattice X is lattice almost transitive if, for any norm one

x, y ∈ X+, and ε > 0, there exists a surjective lattice isometry T : X → X so that

∥Tx− y∥ < ε (note that T−1 is a lattice isometry as well). The spaces Lp(0, 1) (1 ≤ p <∞)

are known to be lattice almost transitive (see e.g. the proof of [113, Theorem 12.4.3], or [112,

Proposition 3.5]). Another example is the “Gurarij AM-space”, recently constructed in [112].

Despite the fact that FBL(p) lattices possess a large number of lattice homomorphisms, we

will now show that such lattices fail to be lattice almost transitive.
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Proposition 6.10.9. For any non-trivial Banach space E, and any p ∈ [1,∞], the space

FBL(p)[E] is not lattice almost transitive.

Proof. Fix a norm one e ∈ E, and let f =
[
δe
]
+

, g =
∣∣δe∣∣. Note that ∥f∥∞ ≤ ∥f∥ ≤ ∥e∥,

hence ∥f∥ = 1. Similarly, ∥g∥ = 1. We shall show that ∥Tf − g∥ ≥ 1/3 whenever T is a

surjective lattice isometry on FBL(p)[E].

Suppose, for the sake of contradiction, that γ := ∥Tf − g∥ < 1/3. By the preceding

discussion, T is implemented by a positively homogeneous map Φ = ΦT : BE∗ → BE∗ , weak∗

continuous on bounded sets, which preserves norms; Φ−1 has the same properties, since it

implements T−1. Then, for any x∗ ∈ BE∗ , we have∣∣|x∗(e)| − [Φx∗(e)]+
∣∣ ≤ γ. (6.10.1)

Let now

U+ = {x∗ ∈ BE∗ : x∗(e) ≥ 1/3}, U− = {x∗ ∈ BE∗ : x∗(e) ≤ −1/3},
U = U+ ∪ U−, V = {x∗ ∈ BE∗ : x∗(e) ≥ 2/3}.

If Φx∗ ∈ V , then, by (6.10.1), |x∗(e)| ≥ 2/3 − γ > 1/3, hence x∗ ∈ U . In other words,

V ⊆ ΦU = ΦU+ ∪ ΦU−.

The sets U+ and U− are closed (in the relative weak∗ topology of BE∗), hence the same is

true of their images. Since V is a convex set, in particular it is path connected, hence there

exists η ∈ {−1,+1} so that ΦUη ∩ V = ∅. Now take a norm one x∗ so that x∗(e) = η. Then

|x∗(e)| = 1, while Φx∗(e) < 2/3 < 1 − γ, contradicting (6.10.1).

For 1 ≤ p <∞, FBL(p) lattices are often distinct

In this subsection, we establish that, for p < ∞, in certain cases FBL(p)[E] and FBL(p)[F ]

cannot be lattice isomorphic. As a tool, we need the “weak p” norms (see e.g. [97]). Recall

that, for (zi)
N
i=1 ⊆ Z,

∥(zi)∥p,weak = sup
z∗∈BZ∗

(∑
i

|z∗(zi)|p
)1/p

= sup
{
∥
∑
i

αizi∥ :
∑
i

|αi|q ≤ 1
}
,

where 1
p

+ 1
q

= 1. For (z∗i )
N
i=1 ⊆ Z∗, moreover, (6.1.2) yields:

∥(z∗i )∥p,weak = sup
z∗∗∈BZ∗∗

(∑
i

|z∗∗(z∗i )|p
)1/p

= sup
z∈BZ

(∑
i

|z∗i (z)|p
)1/p

.
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By duality, ∥(z∗i )∥p,weak coincides with the norm of the operator ℓNq → Z∗ : ei 7→ z∗i , where

(ei) is the canonical basis of ℓNq , and 1
p

+ 1
q

= 1.

Suppose E and F are Banach spaces, and fix C > 0 and p ∈ [1,∞). Define a (C, p)-game

between two players as follows:

At the start of the n-th round, we have finite dimensional subspaces F1, . . . , Fn−1 ⊆ F ,

E1, . . . , En−1 ⊆ E, and norm one y∗i ∈ F⊥
i , x∗i ∈ E⊥

i for 1 ≤ i ≤ n− 1 (here, for a subspace

G ⊆ F , we denote G⊥ = {x∗ ∈ F ∗ : x∗(x) = 0, ∀x ∈ G}).

Round n, step 1: Player 1 selects a finite dimensional En ⊆ E, then Player 2 picks a

finite dimensional Fn ⊆ F .

Round n, step 2: Player 1 chooses y∗n ∈ SF⊥
n

(the unit sphere of F⊥
n ), then Player 2 picks

x∗n ∈ SE⊥
n

.

Player 1 wins the (C, p)-game after N rounds if there exist α1, . . . , αN ≥ 0 so that

∥(αix
∗
i )
N
i=1∥p,weak > C∥(αiy

∗
i )
N
i=1∥p,weak (we say that (αi, x

∗
i , y

∗
i )
N
i=1 witnesses the win of Player

1).

We shall say that E∗ p-dominates F ∗ (relative to preduals E and F , which we will omit

if the duality is canonical) if Player 1 has a winning strategy for the (C, p) game for any

C > 0 (that is, Player 1 can win, no matter what Player 2 does). Note that we can always

assume that E1 ⊆ E2 ⊆ . . ., and F1 ⊆ F2 ⊆ . . ..

We need a simple observation combining duality with small perturbations.

Lemma 6.10.10. Suppose Z is a Banach space, and ε > 0.

(i) Suppose G is a subspace of Z. Then for any z∗ ∈ Z∗, dist(z∗, G⊥) = sup
{
|z∗(z)| : z ∈

G, ∥z∥ ≤ 1}. Further,

dist(z∗, G⊥) ≥ 1

2
inf
{
∥z∗ − w∗∥ : w∗ ∈ G⊥, ∥w∗∥ = ∥z∗∥}.

(ii) Suppose G and G0 are subspaces of Z, so that for every z ∈ G\{0} there exists z0 ∈ G0

so that ∥z0∥ = ∥z∥ and ∥z − z0∥ < ε∥z∥. Then any z∗ ∈ G⊥
0 satisfies dist(z∗, G⊥) <

ε∥z∗∥.
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Below, we apply this lemma for finite dimensional G and G0. In this case, the statement

of (2) can be strengthened slightly: if for every z ∈ G there exists z0 ∈ G0 so that ∥z0∥ = ∥z∥
and ∥z − z0∥ ≤ ε∥z∥, then any z∗ ∈ G⊥

0 satisfies dist(z∗, G⊥) ≤ ε∥z∗∥.

Proof. (1) The equality

dist(z∗, G⊥) = sup
{
|z∗(z)| : z ∈ G, ∥z∥ ≤ 1}

follows from the canonical identification between G∗ and Z∗/G⊥. To establish the “further”

statement, if suffices to show that, if ∥z∗∥ = 1, and dist(z∗, G⊥) < c, then there exists a

norm one w∗ ∈ G⊥ with ∥z∗ − w∗∥ < 2c. To this end, find u∗ ∈ G⊥ so that ∥z∗ − u∗∥ < c.

By the triangle inequality,
∣∣∥u∗∥− 1

∣∣ < c. Let w∗ = u∗/∥u∗∥, so u∗ = ∥u∗∥w∗, and therefore,

∥u∗ − w∗∥ =
∣∣∥u∗∥ − 1

∣∣ < c. Consequently,

∥z∗ − w∗∥ ≤ ∥z∗ − u∗∥ + ∥u∗ − w∗∥ < 2c.

(2) Pick a norm one z∗ ∈ G⊥
0 . By (1), dist(z∗, G⊥) = sup

{
|z∗(z)| : z ∈ G, ∥z∥ = 1}.

For any z as in the right hand side, find z0 ∈ BG0 so that ∥z − z0∥ < ε. Then |z∗(z)| ≤
|z∗(z0)| + ∥z − z0∥ < ε.

Proposition 6.10.11. Suppose ∞ ≥ u > max{v, p} ≥ v ≥ 1, E = (
∑

iEi)u (E1, E2, . . .

are finite dimensional; for u = ∞, consider the c0-sum), and F ∗ contains a copy of ℓv′, with

1/v + 1/v′ = 1. Then E∗ p-dominates F ∗.

Proof. Assume F ∗ contains a normalized basic sequence, K-equivalent to the canonical basis

of ℓv′ . Fix C > 0. Let u′ = u/(u − 1) (so 1/u + 1/u′ = 1). In the course of a (C, p)-game,

Player 1 can arrange (y∗i )
N
i=1 to be 2K-equivalent to the unit vector basis of ℓNv′ , and force

Player 2 to make (x∗i )
N
i=1 to be 2-equivalent to the unit vector basis of ℓNu′ (this follows from

a “gliding hump” argument, permitted by Lemma 6.10.10(2)). Then

1

2K
∥(y∗i )∥p,weak ≤ ∥id : ℓNq → ℓNv′∥ =

{
N1/p−1/v v > p

1 v ≤ p

(here id stands for the formal identity and 1
p

+ 1
q

= 1). Similarly, 2∥(x∗i )∥p,weak ≥ N1/p−1/u

(since u > p). Thus, ∥(x∗i )∥p,weak > C∥(y∗i )∥p,weak, for N large enough.

Above, we defined p-domination, and established examples when it occurs. Next, we use

it to show that certain free Banach lattices cannot be lattice isomorphic.
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Proposition 6.10.12. Suppose 1 ≤ p < ∞, E and F are Banach spaces, and E∗ p-

dominates F ∗. Then FBL(p)[F ] is not lattice isomorphic to a lattice quotient of FBL(p)[E].

The proof requires an auxiliary result:

Lemma 6.10.13. Let 1
p

+ 1
q

= 1. For any Banach space Z, and any z∗1 , . . . , z
∗
n ∈ Z∗, we

have

∥(z∗i )∥p,weak = sup
{
∥

n∑
i=1

γiẑ∗i ∥FBL(p)[Z]∗ :
n∑
i=1

|γi|q ≤ 1
}
.

Proof. Let T : Z → ℓnp be given by z 7→ (z∗i (z))ni=1 and consider its canonical extension

T̂ : FBL(p)[Z] → ℓnp . Note that (T̂ )∗ : ℓnq → FBL(p)[Z]∗ maps the unit vector basis to ẑ∗i .

Hence,

∥(z∗i )∥p,weak = ∥T∥ = ∥T̂∥ = ∥T̂ ∗∥

= sup
{
∥

n∑
i=1

γiẑ∗i ∥FBL(p)[Z]∗ :
n∑
i=1

|γi|q ≤ 1
}
.

Proof of Proposition 6.10.12. Henceforth, suppose T : FBL(p)[E] → FBL(p)[F ] is a surjective

lattice homomorphism (by scaling, we can assume it is contractive). There exists c > 0 so

that for any g ∈ FBL(p)[F ] there exists f ∈ FBL(p)[E] so that Tf = g, ∥f∥ ≤ c−1∥g∥. We

keep the earlier notation ΦT . By Proposition 6.10.2, the inequality c∥y∗∥ ≤ ∥ΦTy
∗∥ ≤ ∥y∗∥

holds for any y∗ ∈ F ∗.

Fix ε ∈ (0, 1/4) and C > 1. Find K > (C + ε)c−1. Now let us start a (K, p)-game.

Suppose n − 1 rounds have been played; we have E1 ⊆ . . . ⊆ En−1 ⊆ E, F1 ⊆ . . . ⊆
Fn−1 ⊆ F ; norm one y∗i ∈ F⊥

i and x∗i ∈ E⊥
i , for 1 ≤ i < n, so that ∥tix∗i − ΦTy

∗
i ∥ < 4−iε,

for some ti ∈ [c, 1]; these have been chosen in such a way that Player 1 can still win the

(K, p)-game if they keep playing.

On the first step of the n-th round, Player 1 picks a finite dimensional En ⊆ E which

contains En−1, and permits winning. Then Player 2 chooses Fn ⊆ F , Fn ⊇ Fn−1 so that, for

any norm one y∗ ∈ F⊥
n , and any x ∈ En, we have |[ΦTy

∗](x)| ≤ 4−1−nε∥x∥ (this is possible,

by Corollary 6.10.8).
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On the second step, Player 1 selects a norm one y∗n ∈ F⊥
n consistent with victory. By

Lemma 6.10.10(1), we have that

inf
{
∥ΦTy

∗
n − w∗∥ : w∗ ∈ E⊥

n , ∥w∗∥ = ∥ΦTy
∗
n∥} ≤ 2dist(ΦTy

∗
n, E

⊥
n ) < 4−nε.

Hence, Player 2 can find x∗n ∈ E⊥
n with ∥x∗n∥ = 1, for which there exists tn ∈ [c, 1] so that

∥ΦTy
∗
n − tnx

∗
n∥ < 4−nε.

Continue until we obtain (y∗i )
N
i=1 and (x∗i )

N
i=1 witnessing the victory of Player 1. That is,

we can find α1, . . . , αN ≥ 0 so that

∥(αix
∗
i )∥p,weak > K∥(αiy

∗
i )∥p,weak.

By scaling, we can assume maxi αi = 1. Denote ∥(αiy
∗
i )∥p,weak by M . Then clearly M ≥ 1.

By convexity,

∥(αitix
∗
i )∥p,weak ≥ c∥(αix

∗
i )∥p,weak > KcM.

Then ∥∥(αiΦTy
∗
i

)∥∥
p,weak

≥
∥∥(αitix∗i )∥∥p,weak −∑

i

αi∥ΦTy
∗
i − tix

∗
i ∥

> KcM −
∑
i

4−iε > (Kc− ε)M > CM.

By Lemma 6.10.13,

M = sup
{
∥
∑
i

γiαiŷ∗i ∥FBL(p)[F ]∗ :
∑
i

γqi ≤ 1
}

and ∥∥(αiΦTy
∗
i

)∥∥
p,weak

= sup
{
∥
∑
i

γiαiT
∗ŷ∗i ∥FBL(p)[E]∗ :

∑
i

γqi ≤ 1
}
.

Thus, ∥T ∗∥ > C. This contradicts the assumption that ∥T∥ ≤ 1.

We also have a “local” criterion for free lattices being “different”.

Proposition 6.10.14. Fix u, v ∈ [2,∞], p ∈ [1,∞], and u < min{v, p′}, where 1/p+ 1/p′ =

1. Suppose E∗ has cotype u, and F ∗ does not have cotype less than v. Then FBL(p)[F ] is

not lattice isomorphic to a lattice quotient of FBL(p)[E].
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Proof. Find q ∈ (u,min{v, p′}). By [97, Chapter 14], there exists C > 0 such that for any n

we can find y∗1, . . . , y
∗
n ∈ F ∗ with the property that, for any (αi), we have

max
i

|αi| ≤
∥∥∑

i

αiy
∗
i

∥∥ ≤ C
(∑

i

|αi|q
)1/q

.

Consequently, mini ∥y∗i ∥ ≥ 1, and ∥(y∗i )∥q′,weak ≤ C.

Suppose, for the sake of contradiction, that T : FBL(p)[E] → FBL(p)[F ] is a surjective

lattice homomorphism (without loss of generality, T is contractive). Then, by Proposi-

tion 6.10.1, for (y∗i ) as above we have ∥(ΦTy
∗
i )∥q′,weak ≤ C.

On the other hand, T ∗ is bounded below by some c > 0, hence by Proposition 6.10.2

the inequality ∥ΦTy
∗∥ ≥ c∥y∗∥ holds for any y∗ ∈ F ∗. By cotype u, max± ∥

∑
i±ΦTy

∗
i ∥ ≥

Kcn1/u (K is the cotype constant), so

∥(ΦTy
∗
i )∥q′,weak ≥ max

±
∥
∑
i

±n−1/qΦTy
∗
i ∥ ≥ Kcn1/u−1/q;

the latter exceeds C for large n. This is the desired contradiction.

Corollary 6.10.15. Suppose r ∈ [1, 2), and s ∈ (r,∞]. Then FBL[Lr] is not a lattice

quotient of FBL[Ls].

This corollary generalizes the classical result that, for r and s as above, Lr is not a

quotient of Ls.

Proof. Following the usual convention, we assume 1/r+ 1/r′ = 1 = 1/s+ 1/s′. Let E = Ls,

F = Lr, and note that E∗ has cotype max{2, s′}, while F ∗ has cotype r′ > max{2, s′}, but

no smaller. Apply Proposition 6.10.14 with E, F as above, and p = 1.

The above results leads one to ask:

Question 6.10.16. Suppose FBL(p)[E] is lattice isomorphic to FBL(p)[F ]. What properties

do the spaces E and F necessarily share?

The results of Section 6.9 provide positive answers for certain properties (such as con-

taining a complemented copy of ℓ1, or ℓn1 , see Theorem 6.9.20, respectively Corollary 6.9.25).

Some other properties are covered by the following partial result.
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Proposition 6.10.17. Suppose FBL[E] is lattice isomorphic to FBL[F ], and E is a separable

space which has c0 as a quotient. Then:

(i) If F is reflexive, it cannot be K-convex.

(ii) F is not super-reflexive.

Proof. (1) Suppose F is reflexive, and T : FBL[F ] → FBL[E] is a lattice isomorphism. Let

ΦT : E∗ → F ∗ be the corresponding map given by Proposition 6.10.1. By the proof of [230,

Proposition 2.e.9], E∗ contains a weak∗ null sequence (e∗i ), equivalent to the ℓ1 basis. The

sequence (ΦT e
∗
i ) is semi-normalized, and weakly null in F ∗, hence, by [103], we can find

i1 < i2 < . . . so that (ΦT e
∗
ik

) is Schreier unconditional. We have

max
±

∥
∑
k

±αkΦT e
∗
ik
∥ ∼ max

±
∥
∑
k

±αke∗ik∥ ∼
∑
k

|αk|,

hence for any n, and any choice of signs ±,

∥
2n∑

k=n+1

±αkΦT e
∗
ik
∥ ∼ max

±
∥

2n∑
k=n+1

±αkΦT e
∗
ik
∥ ∼

2n∑
k=n+1

|αk|,

which shows that F ∗ contains copies of ℓn1 uniformly. This is equivalent to the lack of K-

convexity for F ∗, hence also for F [97, Chapter 13].

(2) is a consequence of (1). Indeed, if F is super-reflexive, then it is necessarily reflexive.

Also, it cannot contains copies of ℓn1 uniformly, which implies K-convexity.

We do not know whether, under the hypotheses of Proposition 6.10.17, F necessarily has

a c0 quotient. One major obstacle is that a weakly null sequence may not have an uncondi-

tional subsequence [241] (see also [192]).

Note that Question 6.10.16 can be interpreted as inquiring which properties of Banach

spaces are preserved under positively homogeneous bijections which are weak∗ to weak∗

continuous on bounded sets in both directions. For the discussion on Banach space properties

preserved by other types of non-linear isomorphisms, see e.g. [9, Chapter 14]. For instance,

there it is shown that Lipschitz isomorphisms preserve super-reflexivity (Proposition 6.10.17

above can be viewed as a weaker version of that).
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Isometries between FBL(p)’s for finite p

To examine the existence of lattice isometries between lattices of the form FBL(p)[E] and

FBL(p)[F ], recall that a Banach space Z is called smooth if, for every point z on its unit

sphere, there exists a unique support functional, which we call fz (that is fz(z) = ∥fz∥ = 1).

For more information on smoothness, and on the related topic of strict convexity, we refer

to [98, Ch. 2].

Recall that if E and F are linearly isometric, then FBL(p)[E] and FBL(p)[F ] are lattice

isometric. A converse to this is the main result of this section, which can be considered as

a Banach-Stone type theorem for free Banach lattices:

Theorem 6.10.18. Suppose 1 ≤ p < ∞, and E,F are Banach spaces so that E∗, F ∗ are

smooth. Then T : FBL(p)[E] → FBL(p)[F ] is a surjective lattice isometry if and only if

T = U , for some surjective isometry U : E → F . Consequently, E and F are isometric if

and only if FBL(p)[E] is lattice isometric to FBL(p)[F ].

It is known that Z is strictly convex (that is, the equality ∥z1 + z2∥ = 2 holds for

z1, z2 ∈ SZ if and only if z1 = z2) whenever Z∗ is smooth. For reflexive spaces, the converse

implication holds as well.

Before proving Theorem 6.10.18, we recall some facts related to the geometry of the norm

of a Banach space, and use them to describe the behavior of ∥(x, ty)∥p,weak for t ≈ 0.

Suppose x is a point on the unit sphere of a Banach space Z. Denote by F(x) the set of

support functionals for x – that is, of functionals x∗ for which ∥x∗∥ = 1 = x∗(x) (note that

this set is weak∗ closed, hence weak∗ compact). Now suppose y ∈ Z, ∥y∥ = 1, and λ ∈ R.

It is known (see e.g. [191, Section 6]) that there exists x∗ ∈ F(x) so that x∗(y) = λ if and

only if

lim
t→0−

∥x+ ty∥ − 1

t
≤ λ ≤ lim

t→0+

∥x+ ty∥ − 1

t
. (6.10.2)

In particular, if F(x) = {x∗} (in this case, x∗ = fx), then

lim
t→0

∥x+ ty∥ − 1

t
= x∗(y).

We begin the proof of Theorem 6.10.18 with a lemma.
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Lemma 6.10.19. Suppose x, y are elements of the unit sphere of Z, and 1 ≤ p < ∞. Let

κ = supx∗∈F(x) |x∗(y)|. Then, for t→ 0,

∥(x, ty)∥p,weak = 1 +
κp

p
|t|p + o(|t|p).

Note that, in the definition of κ, sup can be replaced by max.

Proof. Replacing y by −y if necessary, we assume (see (6.10.2)) that

κ = lim
t→0+

∥x+ ty∥ − 1

t
,

hence

∥x+ ty∥ = 1 + κt+ o(t) for t→ 0+.

Further, set

κ′ = lim
t→0−

∥x+ ty∥ − 1

t
,

hence ∥x− ty∥ = 1 − κ′t+ o(t) for t→ 0+. By our assumption, |κ′| ≤ κ, hence

max
±

∥x± ty∥ = 1 + κ|t| + o(t). (6.10.3)

To complete the proof for p = 1, recall that
∥∥(x, ty)

∥∥
1,weak

= max± ∥x± ty∥.

Now consider p ∈ (1,∞). To estimate ∥(x, ty)∥p,weak from below, find x∗ ∈ F(x) so that

x∗(y) = κ (this is possible, due to the weak∗ compactness of F(x)). Then

∥(x, ty)∥p,weak ≥
(
|x∗(x)|p + |tx∗(y)|p

)1/p
=
(
1 + κp|t|p

)1/p
.

Taylor expansion gives (
1 + κp|t|p

)1/p
= 1 +

κp

p
|t|p + o(|t|p).

The rest of the proof is devoted to estimating

∥(x, ty)∥p,weak = max
{
∥αx+ βty∥ : |α|q + |β|q ≤ 1

}
from above (here q = p/(p− 1), so 1/p+ 1/q = 1). First, we show that, for any ε > 0, there

exists t0 > 0 so that

∥αx+ βty∥ ≤ 1 +
κp

p
|t|p + ε|t|p (6.10.4)
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whenever α ≥ 0, αq + |β|q = 1, and |t| ≤ t0.

The case of α ≤ 1/2 is easy: for |t| ≤ 1/2, ∥αx + βty∥ ≤ α + |t| ≤ 1. The remainder of

the proof deals with α > 1/2. Then α = (1 − |β|q)1/q; by (6.10.3),

∥αx+ βty∥ = α
∥∥∥x+

β

α
ty
∥∥∥

≤ (1 − |β|q)1/q + |β||t|κ+ αϕ
(β
α
t
)
,

(6.10.5)

where ϕ(s) = o(s) near 0. To analyze the supremum of the above expression, we show the

existence of B > 0 (depending solely on p) so that

(1 − |β|q)1/q ≤ 1 − 2|β||t| for |β| ≥ B|t|1/(q−1). (6.10.6)

Taking this inequality for granted, combine (6.10.5) with (6.10.6): for |β| ≥ B|t|1/(q−1) and

α ≥ 1/2,

∥αx+ βty∥ ≤ 1 − |βt| + αϕ
(β
α
t
)
.

Find s0 so that |ϕ(s)| ≤ |s|/2 whenever |s| ≤ s0. Then for |t| ≤ s0/2, we have∣∣∣ϕ(β
α
t
)∣∣∣ ≤ 1

2

∣∣β
α
t
∣∣ ≤ |β||t|,

and therefore, for such t,

max
{
∥αx+ βty∥ : |α|q + |β|q ≤ 1, |β| ≥ B|t|1/(q−1)

}
≤ 1. (6.10.7)

Finally, for ε > 0, find s1 > 0 so that |ϕ(s)| ≤ B−1ε|s| for |s| ≤ s1. Then, for |t| ≤ s1/2

and |β| ≤ B|t|1/(q−1),

α
∣∣∣ϕ(β

α
t
)∣∣∣ ≤ αB−1ε

∣∣β
α
t
∣∣ ≤ B−1εβ|t| ≤ ε|t|p

(since p = 1 + 1/(q − 1)). Therefore, for such t,

max
{
∥αx+ βty∥ : |α|q + |β|q ≤ 1, |β| ≤ B|t|1/(q−1)

}
≤ max

{
(1 − |β|q)1/q + β|t|κ : β ∈ [−1, 1]

}
+ ε|t|p.

By Hölder’s Inequality,

max
{

(1 − |β|q)1/q + β|t|κ : β ∈ [−1, 1]
}

= max
{
α · 1 + β · κ|t| : |α|q + |β|q ≤ 1

}
= ∥(1, κ|t|)∥p =

(
1 + (κ|t|)p

)1/p ≤ 1 +
κp|t|p

p
,
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hence

max
{
∥αx+ βty∥ : |α|q + |β|q ≤ 1, |β| ≤ B|t|1/(q−1)

}
≤ 1 +

κp

p
|t|p + ε|t|p.

(6.10.8)

Together, (6.10.7) and (6.10.8) establish (6.10.4), with t0 = min{s0, s1}/2.

It remains to establish (6.10.6). For convenience we shall only deal with non-negative

values of β and t. That is, we have to show that

(1 − 2βt)q ≥ 1 − βq

for β ≥ Bt1/(q−1). By Bernoulli’s Inequality,

(1 − 2βt)q ≥ 1 − 2qβt,

hence it suffices to select B to guarantee that 1 − 2qβt ≥ 1 − βq holds for β ≥ Bt1/(q−1).

Clearly B = (2q)1/(q−1) works.

Proof of Theorem 6.10.18. Following [178], we define the following semi-inner product on

E∗: for x∗, y∗ ∈ E∗,

[y∗, x∗] =

{
0 if x∗ = 0,

fx∗(y∗) if x∗ ̸= 0,

where fx∗ ∈ E∗∗ is the unique support functional at x∗ – that is, ∥fx∗∥ = ∥x∗∥ =
√
fx∗(x∗).

A semi-inner product on F ∗ is defined in a similar fashion.

By Proposition 6.10.1, T is implemented by a surjective positively homogeneous map

ΦT : F ∗ → E∗, weak∗ to weak∗ continuous on bounded sets, which preserves the (p,weak)-

norms of tuples; Φ−1
T also has all these properties. By Lemma 6.10.19, ΦT preserves absolute

value of the semi-inner product defined above. By [178], there exist a linear surjective isome-

try V : F ∗ → E∗ and a function σ : F ∗ → {−1, 1} so that ΦTf
∗ = σ(f ∗)V f ∗ for any f ∗ ∈ F ∗.

Due to the positive homogeneity of ΦT , σ is constant on rays – that is, σ(tf ∗) = σ(f ∗) for

any f ∗ ̸= 0, and t > 0.

We claim that σ is a constant on the sphere of F ∗. Indeed, otherwise, up to a sign change,

we can assume that there exists a sequence (f ∗
k ) on the unit sphere of F ∗, converging to f ∗

in norm, so that σ(f ∗
k ) = 1 for any k, and σ(f ∗) = −1 (we make use of the connectedness
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of the unit sphere). Then (ΦTf
∗
k ) converges in norm, and hence also weak∗, to V f ∗. On the

other hand, ΦTf
∗
k → ΦTf

∗ = −V f ∗ weak∗, which is a contradiction.

By changing sign if necessary, we can assume σ = 1 everywhere, hence ΦTf
∗ = V f ∗ for

any f ∗ ∈ F ∗. The linear isometry V , and its inverse, are weak∗ to weak∗ continuous on

bounded sets. It remains to show that V is an adjoint operator – that is, V = U∗, with

some U ∈ B(E,F ) (such a U is automatically a surjective isometry). To this end, consider

V ∗ : E∗∗ → F ∗∗. By [111, Corollary 4.46], e∗∗ ∈ E∗∗ comes from κE(E) (where κE denotes

the canonical embedding into the bidual) if and only if ker e∗∗ ∩ BE∗ is weak∗ closed; the

same is true regarding f ∗∗ ∈ F ∗∗. As V is a surjective isometry, we have

ker(V ∗e∗∗) ∩BF ∗ = V −1(ker e∗∗ ∩BE∗).

Since V is weak∗ to weak∗ continuous on bounded sets, it follows that ker(V ∗e∗∗) ∩ BF ∗

is weak∗ closed whenever ker e∗∗ ∩ BE∗ is. In other words, V ∗ maps κE(E) into κF (F ).

Consequently, V = U∗, where U = κ−1
F V ∗κE ∈ B(E,F ).

The smoothness assumption is essential for the preceding proof. Without smoothness,

we can obtain some partial results.

Proposition 6.10.20. Suppose 1 ≤ p <∞, and FBL(p)[E] is lattice isometric to FBL(p)[F ].

(i) If E∗ is strictly convex, then so is F ∗.

(ii) If both E and F are reflexive, and E∗ is smooth, then F ∗ is smooth as well.

For the proof, we need a particular case of Lemma 6.10.19:

Corollary 6.10.21. Suppose p ∈ [1,∞), and z, y ∈ Z with ∥z∥ = 1 = ∥y∥. Then max± ∥z±
y∥ = 2 if and only if

lim
t→0

pt−p
(∥∥(z, ty)

∥∥
p,weak

− 1
)

= 1. (6.10.9)

Proof. If ∥z+y∥ = 2 or ∥z−y∥ = 2, find z∗ ∈ F(z) so that |z∗(y)| = 1. Apply Lemma 6.10.19.

Conversely, if (6.10.9) holds, then there exists z∗ ∈ F(z) with |z∗(y)| = 1. Then max± ∥z ±
y∥ = 2.

Proof of Proposition 6.10.20(1). Suppose, for the sake of contradiction, that E∗ is strictly

convex, but F ∗ is not. Find norm one y∗0, y
∗
1 ∈ F ∗ so that y∗0 ̸= y∗1, and ∥y∗1 + y∗0∥ = 2. For
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s ∈ (0, 1) let y∗s = (1− s)y∗0 + sy∗1. It is easy to see that ∥y∗s∥ = 1, and ∥y∗0 + y∗s∥ = 2, for any

s ∈ (0, 1). Consequently, by Corollary 6.10.21,

lim
t→0

pt−p
(∥∥(y∗0, ty

∗
s)
∥∥
p,weak

− 1
)

= 1.

Find a positively homogeneous map Φ : F ∗ → E∗, weak∗ to weak∗ continuous on bounded

sets, which implements a surjective lattice isometry FBL(p)[E] → FBL(p)[F ]. Let x∗s = Φy∗s .

Then for any s ∈ (0, 1), ∥x∗s∥ = 1. Moreover, Φ preserves (p,weak)-norms of tuples, so

lim
t→0

pt−p
(∥∥(x∗0, tx

∗
s)
∥∥
p,weak

− 1
)

= 1.

Consequently, by Corollary 6.10.21, max± ∥x∗0 ± x∗s∥ = 2. By the strict convexity of E∗,

x∗s ∈ {x∗0,−x∗0} for any s. However, all x∗s’s must be distinct, which gives a contradiction.

The following topological result is likely known to experts.

Lemma 6.10.22. Consider a Banach space Z, equipped with the weak topology. Let G be a

closed subspace of Z. Then Z\G is path connected if dimZ/G ≥ 2, and is disconnected if

dimZ/G = 1.

Proof. If dimZ/G = 1, find z∗ ∈ Z∗ so that G = ker z∗. Then Z\G is a union of two open

sets – {z ∈ Z : z∗(z) > 0} and {z ∈ Z : z∗(z) < 0} – hence disconnected.

Now suppose dimZ/G > 1. For z0, z1 ∈ Z\G, we need to find a path connecting these two

points. By replacing Z by its subspace, we can and do assume that dimZ/G = 2. Represent

Z as G ⊕ H, with dimH = 2. Represent zi = gi + hi, with gi ∈ G and hi ∈ H\{0}. Find

norm-continuous functions g : [0, 1] → G and h : [0, 1] → H\{0} so that g(0) = g0, g(1) = g1,

h(0) = h0, and h(1) = h1. Then t 7→ g(t) + h(t) is the desired path.

Proof of Proposition 6.10.20(2). Suppose, for the sake of contradiction, that E∗ is smooth,

but F ∗ is not. Find a positively homogeneous map Φ : F ∗ → E∗, weak∗ to weak∗ continuous

on bounded sets, which implements a surjective lattice isometry FBL(p)[E] → FBL(p)[F ].

Find a non-smooth point f ∗ on the unit sphere of F ∗. Let e∗ = Φf ∗. Let e = fe∗ . It follows

that x∗ ∈ E∗ satisfies

lim
t→0

1

tp
(
∥(e∗, tx∗)∥p,weak − 1

)
= 0

if and only if x∗ ∈ ker e =: A.
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Now let B be the set of all y∗ ∈ F ∗ for which

lim
t→0

1

tp
(
∥(f ∗, ty∗)∥p,weak − 1

)
= 0.

Then B = ∩
{

ker f : f ∈ F(f ∗)
}

. Further, A = Φ(B), and E∗\A = Φ(F ∗\B). By

Lemma 6.10.22, F ∗\B is connected (since dimF ∗/B ≥ 2), and E∗\A is not (since dimE∗/A =

1). However, a disconnected set cannot be a continuous image of a connected set.

Isomorphism between FBL(∞) lattices

It turns out that FBL(∞)[X] and FBL(∞)[Y ] may be lattice isomorphic, or even isometric,

even when X and Y are non-isomorphic. For motivation, we recall a result from [185]:

Proposition 6.10.23. Let E be a Banach space. Then C(BE∗) is the free unital AM-space

over E. More specifically, for any compact Hausdorff space K and any norm one operator

T : E → C(K) there exists a unique unital lattice homomorphism T̂ : C(BE∗) → C(K) such

that T̂ ◦ ϕE = T . Moreover, ∥T̂∥ = 1.

From this result we deduce that the free unital AM-spaces over E and F are (isomet-

rically) lattice isomorphic if and only if (BE∗ , w∗) and (BF ∗ , w∗) are homeomorphic. In

particular, since the dual ball of any separable infinite dimensional Banach space is weak∗

homeomorphic to the Hilbert cube [0, 1]ω by Keller’s Theorem (see [110, Section 12.3]), the

free unital AM-space cannot distinguish between separable Banach spaces. We now prove

a similar result for FBL(∞). This has the added difficulty that one needs to build positive

homogeneity into the homeomorphism.

We say that (Zi) is a finite dimensional decomposition (FDD for short) in a Banach

space Z if the spaces Zi ⊆ Z are finite dimensional, Z = span[Zi : i ∈ N], and there exist

projections Pi from Z onto Zi so that PiPj = 0 whenever i ̸= j, and supn ∥P n∥ < ∞ (here

P n = P1 + . . . + Pn), and, for any z ∈ Z, P nz → z in norm (equivalently, weakly [243]).

Then P
∗
n converges to IZ∗ in the point-weak∗ topology. We say that an FDD is monotone if

P n is contractive for every n. A classical renorming procedure makes an FDD monotone.

Theorem 6.10.24. Suppose a Banach space X has a monotone FDD. Then FBL(∞)[X] is

lattice isometric to FBL(∞)[c0].

Remark 6.10.25. This result contrasts sharply with those of Section 6.10. For instance,

whereas the above yields that FBL(∞)[c0] and FBL(∞)[ℓ1] are lattice isometric, combining
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Proposition 6.10.11 with Proposition 6.10.12, we conclude that FBL(p)[c0] and FBL(p)[ℓ1] are

not lattice isomorphic for any p ∈ [1,∞). In fact, we know no examples of non-isomorphic

Banach spaces E,F for which FBL(p)[E] and FBL(p)[F ] (1 ≤ p <∞) are lattice isomorphic.

The following easy observation will be used throughout the proof of Theorem 6.10.24.

Lemma 6.10.26. Suppose X is a Banach space with an FDD implemented by projections

(Pn). Then a norm bounded net (x∗α) ⊆ X∗ weak∗ converges if and only if the net (P
∗
nx

∗
α)α

is norm convergent for every n. Further, (x∗α) weak∗ converges to x∗ ∈ X∗ if and only if

P
∗
nx

∗
α → P

∗
nx

∗ in norm for any n.

Proof of Theorem 6.10.24. Let (Pi) be the FDD projections in X, and let Ei = RangeP ∗
i ↪→

X∗. Then P
∗
n = P ∗

1 + . . . + P ∗
n is a projection onto En = E1 ⊕ . . . ⊕ En. Let Fi = ℓni

1 ,

with ni = dimEi. Find a bi-continuous bijection ρi : Ei → Fi, so that ∥ρiy∗∥ = ∥y∗∥ and

ρi(ty
∗) = tρi(y

∗) for any y∗ and t ∈ R. Finally, we identify c0 with Y = (
∑

i F
∗
i )c0 . Denote

the coordinate projections from Y onto F ∗
i by Qi, and let Qn = Q1 + . . .+Qn. Then Q

∗
n is

a projection from Y ∗ onto F n = F1 ⊕ . . .⊕ Fn. Note also that Y ∗ = (
∑

i Fi)1 ∼ ℓ1.

We recursively define continuous norm-preserving positively homogeneous bijections Ψn :

En → F n (henceforth we say that a map Ψ is norm-preserving if ∥Ψz∥ = ∥z∥ on the domain

of Ψ).

To begin, let Ψ1x
∗ = ρ1x

∗. Now suppose Ψn−1 with the desired properties has been

defined; let us describe Ψn. Any x∗ ∈ En can be written, in a unique way, as x∗ = x∗0 + x∗n,

where x∗0 ∈ En−1, and x∗n ∈ En. If x∗0 = 0, let Ψnx
∗ = ρnx

∗
n, while if x∗n = 0, let Ψnx

∗ =

Ψn−1x
∗. Otherwise, let

Ψn(x∗0 + x∗n) = κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)
Ψn−1(x

∗
0) + tρnx

∗
n, (6.10.10)

where κn(s) = 1 − 4−n(1 − e−s/2
)
, and

t = t(x∗0, x
∗
n) =

∥x∗0 + x∗n∥
∥x∗n∥

− κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)∥x∗0∥
∥x∗n∥

. (6.10.11)

Note that ∥x∗0 + x∗n∥ ≥ ∥x∗0∥ (due to P n−1 being contractive), hence t > 0. In fact, t was

selected to guarantee that

∥Ψn(x∗0 + x∗n)∥ = κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)
∥x∗0∥ + t∥x∗n∥ = ∥x∗0 + x∗n∥,



CHAPTER 6. FREE BANACH LATTICES 338

that is, to make Ψn norm-preserving. Finally, observe that t is a continuous function of

(x∗0, x
∗
n), provided x∗n ̸= 0.

We next note that 1 ≥ κn(s) > 1 − 4−n for any s ≥ 0, and so,

∥Q∗
n−1

(
Ψn−1x

∗
0 − Ψn(x∗0 + x∗n)

)
∥ ≤ 4−n∥x∗0∥. (6.10.12)

Clearly, Ψn maps En−1 + En to F n−1 + Fn; also, it is positively homogeneous. We next

establish that Ψn is continuous. Continuity at (x∗0, x
∗
n) when both x∗0 and x∗n are different

from 0 is straightforward, and that at (0, 0) follows from Ψn being norm-preserving.

Now suppose x∗n = 0, while ∥x∗0∥ ≠ 0. The map

(z∗0 , z
∗
n) 7→ Q

∗
n−1Ψn(z∗0 + z∗n) = κn

( ∥z∗n∥
∥z∗0 + z∗n∥

)
Ψn−1(z

∗
0)

is clearly continuous at (x∗0, 0). In addition, (6.10.11) implies that

t(z∗0 , z
∗
n)∥z∗n∥ = ∥z∗0 + z∗n∥ − κn

( ∥z∗n∥
∥z∗0 + z∗n∥

)
∥z∗0∥ −→

z∗n→0
0

uniformly over {z∗0 ∈ En−1 : ∥z∗0∥ > c} (for any c > 0), or equivalently,∥∥Q∗
nΨn(z∗0 + z∗n)

∥∥ = ∥t(z∗0 , z∗n)ρnz
∗
n∥ = ∥t(z∗0 , z∗n)z∗n∥ → 0

uniformly over the same set. Thus, the continuity of Ψn at (x∗0, 0) is verified.

Conversely, suppose x∗0 = 0, and x∗n ̸= 0. By the continuity of Ψn−1 at 0, the map

(z∗0 , z
∗
n) 7→ Q

∗
n−1Ψn(z∗0 + z∗n) = κn

( ∥z∗n∥
∥z∗0 + z∗n∥

)
Ψn−1(z

∗
0)

is continuous at (0, x∗n). Also, the continuity of t and ρn implies that of

(z∗0 , z
∗
n) 7→ Q∗

nΨn(z∗0 + z∗n) = t(z∗0 , z
∗
n)ρnz

∗
n.

The continuity of Ψn at (0, x∗n) follows.

To establish injectivity, we suppose that Ψn(x∗0+x∗n) = Ψn(z∗0+z∗n) for some x∗0, z
∗
0 ∈ En−1

and x∗n, z
∗
n ∈ En, and show that x∗0 = z∗0 , x∗n = z∗n. As Ψn is norm-preserving, we can assume,
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by scaling, that ∥x∗0 + x∗n∥ = 1 = ∥z∗0 + z∗n∥.

Applying Q
∗
n−1, we see that κn(∥x∗n∥)Ψn−1(x

∗
0) = κn(∥z∗n∥)Ψn−1(z

∗
0). By the induction

hypothesis, Ψn−1 is continuous and positively homogeneous, hence there exists α > 0 so that

z∗0 = αx∗0. In this case, κn(∥z∗n∥) = α−1κn(∥x∗n∥).

Likewise, applying Q∗
n, we conclude that there exists β > 0 so that z∗n = βx∗n. Therefore,

we have ακn(β∥x∗n∥) = κn(∥x∗n∥).

If α = 1, then, due to κn being strictly decreasing, we conclude that β = 1 as well,

hence x∗0 + x∗n = z∗0 + z∗n. To establish the injectivity of Ψn, we therefore should rule out the

possibility of α ̸= 1. By relabeling, it suffices to show that α cannot be less than 1. In fact,

we shall prove the following fact:

if α ∈ (0, 1), s > 0, ακn(βs) = κn(s), then β < α. (6.10.13)

Once this is shown, we have that

∥αx∗0 + βx∗n∥ = α
∥∥x∗0 +

β

α
x∗n
∥∥ < ∥∥x∗0 +

β

α
x∗n
∥∥. (6.10.14)

Further, as P
∗
n−1 is contractive, we have ∥x∗0∥ ≤ ∥x∗0 + x∗n∥ = 1, and therefore, by the

convexity of the norm,

∥x∗0 +
β

α
x∗n∥ ≤ β

α
∥x∗0 + x∗n∥ +

(
1 − β

α

)
∥x∗0∥ ≤ 1.

Together with (6.10.14), this gives ∥z∗0 + z∗n∥ = ∥αx∗0 + βx∗n∥ < 1, producing the desired

contradiction.

Keeping in mind that κn is strictly decreasing, we establish (6.10.13) by showing that the

map α 7→ ακn(αs) is strictly increasing on (0,∞). Multiplying by s, and using substitution

αs = t, we are reduced to showing that t 7→ tκn(t) is strictly increasing. Differentiating the

function on the right, we obtain

[
tκn(t)

]′
= κn(t) + tκ′n(t) = κn(t) − 4−n te

−t/2

2
> 0,

since κn(t) > 1 − 4−n. Thus, t 7→ tκn(t) is indeed increasing.
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Finally we show that Ψn is surjective, that is, for any norm one y∗0 ∈ F n−1, y
∗
n ∈ Fn, and

a, b ∈ [0,∞), ay∗0 + by∗n belongs to the range of Ψn. By scaling, we assume a + b = 1 (in

other words, ∥ay∗0 + by∗n∥ = 1). If either a or b equals 0, then ay∗0 + by∗n lies in the range of

Ψn, due to the surjectivity of ρn, respectively Ψn−1. Henceforth, we consider non-zero a and b.

Find x∗0 ∈ En−1 and x∗n ∈ En so that Ψn−1x
∗
0 = y∗0 and ρnx

∗
n = y∗n (then ∥x∗0∥ = 1 = ∥x∗n∥).

Our goal is to find α, β > 0 so that

Ψn(αx∗0 + βx∗n) = ay∗0 + by∗n. (6.10.15)

To this end, note first that the function

β 7→
∥∥ a

κn(β)
x∗0 + βx∗n

∥∥
is continuous on [0,∞), equals a < 1 when β = 0, and tends to ∞ as β does the same.

Find β for which this function equals 1, and let α = a/κn(β). Then ∥αx∗0 + βx∗n∥ = 1, and

ακn(∥βx∗n∥/∥αx∗0 + βx∗n∥) = a. Therefore, κn(∥βx∗n∥/∥αx∗0 + βx∗n∥)Ψn−1(αx
∗
0) = ay∗0. From

the definition,

Ψn(αx∗0 + βx∗n) = κn

( ∥βx∗n∥
∥αx∗0 + βx∗n∥

)
Ψn−1(αx

∗
0) + tβρnx

∗
n;

we know that ρnx
∗
n = y∗n, and, by norm preservation, tβ = b. Thus, α and β have the

required properties.

For x∗ ∈ X∗, we define Ψx∗ = weak∗ − limn ΨnP
∗
nx

∗. We shall show that Ψ is well

defined (the limit above indeed exists, even in the norm topology), is positively homogeneous,

norm preserving, and weak∗ continuous. To begin, note that ∥x∗∥ = limn ∥P
∗
nx

∗∥ holds for

any x∗ ∈ X∗. Indeed, ∥x∗∥ ≥ ∥P ∗
nx

∗∥ for any n, by monotonicity. On the other hand,

x∗ = weak∗ − limn P
∗
nx

∗, hence ∥x∗∥ ≤ lim inf ∥P ∗
nx

∗∥. Recall that, for j ≥ n, we have

Q
∗
nQ

∗
j = Q

∗
n. As Q

∗
n is contractive, (6.10.12) implies that

∥Q∗
nΨjP

∗
jx

∗ −Q
∗
nΨj+1P

∗
j+1x

∗∥
≤ ∥ΨjP

∗
jx

∗ −Q
∗
jΨj+1P

∗
j+1x

∗∥ ≤ 4−j∥x∗∥.
(6.10.16)

Consequently, for every n, the sequence
(
Q

∗
nΨjP

∗
jx

∗)
j

is Cauchy, hence convergent (in norm).

Note that ∥ΨjP
∗
jx

∗∥ ↗ ∥x∗∥, hence, in particular, the sequence (ΨjP
∗
jx

∗)j is norm bounded.

Therefore, Lemma 6.10.26 (applied with the sequence (ΨjP
∗
jx

∗)j instead of the net (x∗α)α,
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and with projections Qn instead of Pn) shows that the weak∗ limit of (ΨjP
∗
jx

∗) exists (and

therefore, Ψ is well defined), with ∥Ψx∗
∥∥ ≤ ∥x∗∥.

On the other hand, for any n, ∥Ψx∗
∥∥ ≥ lim supm ∥Q∗

nΨmP
∗
mx

∗∥. For m > n, we can use

(6.10.16) to write a telescopic sum:

∥ΨnP
∗
nx

∗ −Q
∗
nΨmP

∗
mx

∗∥ ≤
m−1∑
j=n

∥Q∗
nΨjP

∗
jx

∗ −Q
∗
nΨj+1P

∗
j+1x

∗∥

≤
m−1∑
j=n

4−j∥x∗∥ ≤ 2 · 4−n∥x∗∥,
(6.10.17)

hence ∥Q∗
nΨmP

∗
mx

∗∥ ≥ ∥ΨnP
∗
nx

∗∥ − 2 · 4−n∥x∗∥, and therefore,

∥Ψx∗∥ ≥ lim sup
n

(
∥ΨnP

∗
nx

∗∥ − 2 · 4−n∥x∗∥
)

= lim sup
n

∥ΨnP
∗
nx

∗∥ = ∥x∗∥.

Thus, Ψ is norm-preserving. As Ψn is positively homogeneous for any n, so is Ψ.

We observe that the sequence (ΨnP
∗
nx

∗) is not merely weak∗-convergent, but also Cauchy,

hence convergent in norm. To this end, consider m > n, and recall several relevant facts.

(i) (6.10.17) shows that ∥ΨnP
∗
nx

∗ −Q
∗
nΨmP

∗
mx

∗∥ ≤ 2 · 4−n∥x∗∥.

(ii) There exists t ∈ [0, 1] so that tΨnP
∗
nx

∗ = Q
∗
nΨmP

∗
mx

∗; consequently, ∥ΨnP
∗
nx

∗ −
Q

∗
nΨmP

∗
mx

∗∥ = ∥ΨnP
∗
nx

∗∥ − ∥Q∗
nΨmP

∗
mx

∗∥.

(iii) Further,

∥(I −Q
∗
n)ΨmP

∗
mx

∗∥ = ∥ΨmP
∗
mx

∗∥ − ∥Q∗
nΨmP

∗
mx

∗∥
=
(
∥ΨmP

∗
mx

∗∥ − ∥ΨnP
∗
nx

∗∥
)

+
(
∥ΨnP

∗
nx

∗∥ − ∥Q∗
nΨmP

∗
mx

∗∥
)
.

(iv) Finally, recall that Ψn and Ψm are norm-preserving.
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In light of the above,

∥ΨnP
∗
nx

∗ − ΨmP
∗
mx

∗∥
= ∥ΨnP

∗
nx

∗ −Q
∗
nΨmP

∗
mx

∗∥ + ∥(I −Q
∗
n)ΨmP

∗
mx

∗∥
= 2∥ΨnP

∗
nx

∗ −Q
∗
nΨmP

∗
mx

∗∥ +
(
∥ΨmP

∗
mx

∗∥ − ∥ΨnP
∗
nx

∗∥
)

≤ 4 · 4−n∥x∗∥ +
(
∥P ∗

mx
∗∥ − ∥P ∗

nx
∗∥
)
.

As ∥P ∗
nx

∗∥ ↗ ∥x∗∥, we conclude that (ΨnP
∗
nx

∗) is a Cauchy sequence.

Next we establish that Ψ is weak∗ continuous on bounded sets. Suppose a net (x∗α) ⊆ BX∗

converges weak∗ to x∗ (hence x∗ ∈ BX∗ as well). We shall show that (Ψx∗α) weak∗ converges

to Ψx∗. In light of Lemma 6.10.26, we have to prove that, for any n ∈ N and ε > 0, the

inequality ∥Q∗
nΨx∗α −Q

∗
nΨx∗∥ < ε holds for α large enough.

Fix m ≥ n so that 41−m < ε/2. As Q
∗
nΨx∗ = limj Q

∗
nΨjP

∗
jx

∗, (6.10.16) implies

∥Q∗
nΨx∗ −Q

∗
nΨmP

∗
mx

∗∥ ≤
∞∑
j=m

∥Q∗
nΨjP

∗
jx

∗ −Q
∗
nΨj+1P

∗
j+1x

∗∥ < 2 · 4−m,

and likewise, ∥Q∗
nΨx∗α −Q

∗
nΨmP

∗
mx

∗
α∥ < 2 · 4−m for any α.

For m as above, we have limα P
∗
mx

∗
α = P

∗
mx

∗ (as Pm has finite rank, weak∗ and norm

convergence coincide). By the continuity of Ψm, the equality limα ΨmP
∗
mx

∗
α = ΨmP

∗
mx

∗

holds as well. In particular, ∥ΨmP
∗
mx

∗
α − ΨmP

∗
mx

∗∥ < ε/2 for α large enough. For such α,

∥Q∗
nΨx∗α −Q

∗
nΨx∗∥ ≤ ∥ΨmP

∗
mx

∗
α − ΨmP

∗
mx

∗∥+

∥Q∗
nΨx∗ −Q

∗
nΨmP

∗
mx

∗∥ + ∥Q∗
nΨx∗α −Q

∗
nΨmP

∗
mx

∗
α∥

<
ε

2
+ 2 · 2 · 4−m < ε,

as desired.

Next we define a map Φ, and prove that it is the inverse of Ψ, possessing the desired

properties. First let Φn = Ψ−1
n : F n → En. This map is clearly positively homogeneous

and norm-preserving; it is also continuous, by Inverse Function Theorem. We shall show

that, for any y∗ ∈ ℓ1, the sequence (ΦnQ
∗
ny

∗) is weak∗ convergent. Once this is done, we let

Φy∗ = weak∗ − lim ΦnQ
∗
ny

∗.
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First fix n, y∗0 ∈ F n−1, and y∗n ∈ Fn. Let x∗0 = P
∗
n−1Φn(y∗0 + y∗n) and x∗n = P ∗

nΦn(y∗0 + y∗n).

By (6.10.10),

y∗0 = Q
∗
n−1(y

∗
0 + y∗n) = κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)
Ψn−1x

∗
0.

Apply Φn−1 to both sides to obtain

Φn−1Q
∗
n−1(y

∗
0 + y∗n) = κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)
x∗0

= κn

( ∥x∗n∥
∥x∗0 + x∗n∥

)
P

∗
n−1Φn(y∗0 + y∗n),

and therefore, ∥∥Φn−1Q
∗
n−1(y

∗
0 + y∗n) − P

∗
n−1Φn(y∗0 + y∗n)

∥∥
=
(

1 − κn

( ∥x∗n∥
∥x∗0 + x∗n∥

))∥∥P ∗
n−1Φn(y∗0 + y∗n)

∥∥
≤
(

1 − κn

( ∥x∗n∥
∥x∗0 + x∗n∥

))
∥y∗0 + y∗n∥ ≤ 4−n∥y∗0 + y∗n∥.

Consequently, for m > n and y∗ ∈ ℓ1,

∥P ∗
nΦmQ

∗
my

∗ − ΦnQ
∗
ny

∗∥ ≤ 2 · 4−n∥y∗∥. (6.10.18)

For n < m < k we therefore have:

∥P ∗
nΦkQ

∗
ky

∗ − P
∗
nΦmQ

∗
my

∗∥ = ∥P ∗
nP

∗
mΦkQ

∗
ky

∗ − P
∗
nΦmQ

∗
my

∗∥
≤ ∥P ∗

mΦkQ
∗
ky

∗ − ΦmQ
∗
my

∗∥ ≤ 2 · 4−m∥y∗∥.

Thus, for any n, the sequence (P
∗
nΦmQ

∗
my

∗)m is Cauchy, hence convergent in norm. Addi-

tionally, ∥ΦmQ
∗
my

∗∥ = ∥Q∗
my

∗∥ ≤ ∥y∗∥, hence, by Lemma 6.10.26, (ΦmQ
∗
my

∗) has a weak∗

limit, say x∗. Note that ∥x∗∥ = ∥y∗∥. Indeed, ∥x∗∥ ≤ lim inf ∥ΦmQ
∗
my

∗∥ = ∥y∗∥. On the

other hand, ∥x∗∥ ≥ lim supm ∥P ∗
nΦmQ

∗
my

∗∥ for any n. Combining (6.10.18) with the fact

that ∥y∗∥ = limn ∥ΦnQ
∗
ny

∗∥, we obtain the opposite inequality.

Thus, the map Φ is well-defined, positively homogeneous, and norm preserving. The

weak∗ continuity of Φ is established in the same manner as that of Ψ.

It remains to show that ΦΨ = IX∗ , and ΨΦ = IY ∗ . We shall only establish the first of

these identities, as the second one can be treated similarly. Fix x∗ ∈ X∗, and let y∗ = Ψx∗.
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Further, for n ∈ N let x∗n = P
∗
nx

∗ and y∗n = Q
∗
ny

∗. As we observed before, x∗ = weak∗−limx∗n,

and y∗ = weak∗ − lim y∗n. By the definition of Ψ, y∗n is a scalar multiple of Ψnx
∗
n, with

∥Ψnx
∗
n − y∗n∥ ≤ 4−n∥x∗∥. Consequently, limn ∥Φny

∗
n − x∗n∥ = 0, and so,

Φy∗ = weak∗ − lim Φny
∗
n = weak∗ − limx∗n = x∗,

which gives ΦΨx∗ = x∗.

To summarize: we have defined an invertible map Ψ : X∗ → Y ∗ so that Ψ itself, and its

inverse, are positively homogeneous, norm preserving, and weak∗ continuous on bounded sets.

Composition with Φ = Ψ−1 induces a lattice homomorphism T : FBL(∞)[X] → FBL(∞)[c0]

so that Φ = ΦT ; then Ψ = ΦT−1 . Consequently, FBL(∞)[X] and FBL(∞)[c0] are lattice

isometric.

Remark 6.10.27. Note in particular, that the map Ψ given in the proof of Theorem 6.10.24

is positively homogeneous and provides a weak∗ homeomorphism between rBX∗ and rBℓ1 for

every r > 0. This provides an improvement to [100] where homeomorphisms between rBℓp

and rBℓq were constructed using some heavy machinery from topology.

For brevity, we shall use the notation U = FBL(∞)[c0]. Above, we have shown that

FBL(∞)[X] is lattice isometric to U whenever X has a monotone FDD. One can ask whether

this lattice isomorphism (or even lattice isometry) holds for any separable X. While we

cannot answer this question, below we list some partial results.

For future use, we describe a class of spaces possessing a monotone basis (and, conse-

quently, a monotone FDD). The results below may be known to experts, but we have not

been able to find them in the literature.

Proposition 6.10.28. Any separable L∞,1+ space has a monotone basis. Therefore, any

separable AM-space has a monotone basis.

Proof. (1) By [222], any separable L∞,1+ space X can be written as ∪iEi, where E1 ⊆ E2 ⊆
. . ., and En is isometric to ℓn∞. For each n, there exists a contractive projection Rn from En

to En−1 (for convenience set R1 = 0). For each i, find a norm one xi in kerRi; clearly (xi)

is a monotone basis.

(2) If X is an AM-space, then (see [231, Section 1.b]) X∗∗ is an L∞ space, which is a

L∞,1+ space. Then X is an L∞,1+ space as well, by Local Reflexivity (see [191]).
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Corollary 6.10.29. For every separable Banach space X we have:

(i) If X has an FDD, then FBL(∞)[X] is lattice isomorphic to U .

(ii) If X has the Bounded Approximation Property, then FBL(∞)[X] is lattice isomorphic

to a lattice complemented sublattice of U .

(iii) There exist a linear isometry J : FBL(∞)[X] → U and a contractive lattice homomor-

phism P : U → FBL(∞)[X] so that PJ = idFBL(∞)[X].

Proof. (1) is obtained by combining Theorem 6.10.24 with the fact that any Banach space

with an FDD can be renormed to make this FDD monotone. (2) follows from (1), since any

separable Banach space with the BAP embeds complementably into a Banach space with a

basis [230, Theorem 1.e.13].

(3): By Proposition 6.10.28, Y = FBL(∞)[X] has a monotone basis, hence there exists

a lattice isometry T : FBL(∞)[Y ] → U . The formal identity id : Y → Y extends to a

contractive surjective lattice homomorphism îd : FBL(∞)[Y ] → Y . Then J = TϕY and

P = îdT−1 have the desired property.

Remark 6.10.30. We do not know whether FBL(∞)[E] and FBL(∞)[F ] must be lattice

isometric whenever E and F are separable Banach spaces. However, Proposition 6.9.15

and Remark 6.9.16 use WCG arguments to show that there exists non-separable Banach

spaces E and F of the same density character, for which FBL(∞)[E] and FBL(∞)[F ] are

not lattice isomorphic. A different approach to distinguishing FBL(∞)[E] from FBL(∞)[F ]

exploits topological properties of E∗ and F ∗. If FBL(∞)[E] and FBL(∞)[F ] are lattice iso-

morphic, then there exists a positively homogeneous map Φ : F ∗ → E∗, so that both Φ

and its inverse are weak∗ continuous on bounded sets, and there exists C ≥ 1 so that

C−1∥Φf ∗∥ ≤ ∥f ∗∥ ≤ C∥Φf ∗∥ for any f ∗ ∈ F ∗. Then BF ∗ is weak∗ sequentially compact if

and only if BE∗ is (see [99, Chapter XIII] for general facts about weak∗ sequential compact-

ness). Now suppose κ is a cardinal, greater or equal than the continuum. Let E = ℓ1(κ)

and F = ℓ2(κ). Both spaces have density character κ. Then BF ∗ is weak∗ sequentially

compact (see [99, Chapter XIII, Theorem 4] for a more general fact), while BE∗ is not (see

[99, p. 226]).

Remark 6.10.31. To our knowledge, weak∗ continuous non-linear maps have not been

deeply studied in the Banach space literature. One application has to do with extensions
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of operators into C(K) spaces [105, p. 490]: if F is a subspace of E, then any operator

T : F → C(K) admits an extension T̃ : F → C(K) with ∥T̃∥ ≤ C∥T∥ if and only if there

exists a weak∗-continuous map Φ : BF ∗ → C · BE∗ so that Φf ∗|F = f ∗ for any f ∗ ∈ F ∗ (Φ

implements a “Hahn-Banach extension”). In [332] such extensions are used to show that, if

F is a subspace of c0, then any operator T : F → C(K) has an extension to c0.

Note that, by Bartle-Graves Theorem (see e.g. [245] for its generalizations), a norm con-

tinuous Φ like this exists for any C > 1; by [49, Corollary 7.4], we cannot in general make Φ

uniformly continuous. On the other hand, we can ask for which pairs F ↪→ E there exists

a positively homogeneous weak∗-continuous map Φ : BF ∗ → C ·BE∗ so that Φf ∗|F = f ∗ for

any f ∗ ∈ F ∗.

Another instance where non-linear weak∗ continuous maps between Banach spaces have

been considered is in [164, 237]. In these works, among other things it is shown that if

two dual Banach spaces E∗ and F ∗ are uniformly homeomorphic with respect to the weak∗

topologies, then necessarily E and F must be linearly isomorphic.

Finally we investigate Banach space properties of FBL(∞)[E].

Proposition 6.10.32. If X is a separable Banach space, then FBL(∞)[X] is isomorphic to

C[0, 1] as a Banach space.

Remark 6.10.33. The situation is different in the non-separable setting. For instance, [46]

gives an example of a non-separable AM-space X, which is not isomorphic to a complemented

subspace of any C(K). Clearly X is complemented in FBL(∞)[X], hence FBL(∞)[X] cannot

be isomorphic to a complemented subspace of a C(K) space either.

Remark 6.10.34. As noted above, if E is an AM-space, then it is complemented in

FBL(∞)[E]. This need not be true if E is merely an ℓ1 predual. Indeed, by [48], there

exists a (necessarily separable) Banach space E, so that E∗ = ℓ1 isometrically, and E is not

isomorphic to a complemented subspace of any C(K). By Proposition 6.10.32, FBL(∞)[E]

is isomorphic to C[0, 1], hence E cannot be complemented in FBL(∞)[E].

To prove Proposition 6.10.32, we introduce some notation. Suppose K is a compact

Hausdorff space, and B ⊆ K is a closed subset. Let CB(K) = {f ∈ C(K) : f |B = 0}. The

following lemma may be known to experts.
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Lemma 6.10.35. Suppose K is a compact metrizable space, and B ⊆ K is a closed subset

for which K\B is uncountable. Then CB(K) is linearly isomorphic to C[0, 1].

Proof. Throughout the proof, we rely heavily on Milutin’s Theorem (see e.g. [329, p. III.D.19]),

which states that C(S) is isomorphic to C[0, 1] whenever S is compact, metrizable, and un-

countable. In particular, this is true for S = K.

Note first that CB(K) is a complemented subspace of C(K) ∼ C[0, 1]. Indeed, consider

the restriction operator v : C(K) → C(B) : f 7→ f |B. By [329, p. III.D.17], v has a right

inverse u: specifically, u is a “linear extension” operator u : C(B) → C(K), which satisfies

vu = IC(B). Then uv is a projection on C(K), whose kernel is CB(K).

Next show that, conversely, C[0, 1] embeds complementably into CB(K). Once this is

established, invoke the fact that C[0, 1] is isomorphic to c0(C[0, 1]) [329, II.B.24], and use

Pe lczyński decomposition (cf. [9, Theorem 2.2.3]) to complete the proof.

Pick δ > 0 small enough so that the closed set V = {k ∈ K : dist(k,B) ≥ δ} is

uncountable. By [329, p. III.D.16], there exists a linear extension operator u : C(V ) →
CB(K). As before, denote by v : CB(K) → C(V ) the restriction operator; then vu is a

projection from CB(K) onto C(V ). Therefore, C(V ) ∼ C[0, 1] embeds complementably into

CB(K).

Proof of Proposition 6.10.32. If X is finite dimensional, then FBL(∞)[X] is lattice isomor-

phic to C(SX) (SX being the unit sphere of X), hence linearly isomorphic to C[0, 1], by

Milutin’s Theorem. To handle the case of separable infinite dimensional X, below we briefly

review the construction from [47], recently re-examined in [263].

For brevity, denote the unit ball of X∗, equipped with its weak∗ topology, by A. Fix a

dense sequence (hk) in the unit ball of FBL(∞)[X], and let h =
∑∞

k=1 2−k|hk|. For n ∈ N let

An = {x∗ ∈ A : 2−n ≤ h(x∗) ≤ 21−n}

(as h(0) = 0, the set An is non-empty for n large enough). Let A be the one-point compacti-

fication of the “formal” disjoint union ⊔nAn (achieved by adding a point we call ∞). Define

the map T : FBL(∞)[X] → C(A) as follows: for f ∈ FBL(∞)[X],

[Tf ](a) =

{
2−nf(a)/h(a) if a ∈ An,

0 if a = ∞.
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It is easy to check that T is a (non-surjective) lattice isomorphism.

Fix n for a moment. For a, b ∈ An, the equality [Tf ](a) = [Tf ](b) holds for any

f ∈ FBL(∞)[X] if and only if the ratio f(a)/f(b) is independent of f . Hahn-Banach Theo-

rem shows that this happens if and only if a is a positive scalar multiple of b. Denote this

relation on An by ∼. In the notation of [47], let Kn = An/ ∼. Then T gives rise to a

lattice isomorphism from FBL(∞)[X] onto Z ⊆ C(K), where K = K1 ⊔ K2 ⊔ . . . ⊔ {∞} is

the one-point compactification of K1 ⊔K2 ⊔ . . .. Note that any element of the unit sphere

of X∗ gives rise, via the evaluation map, to at most one point of Kn for each n, hence K is

uncountable.

Now suppose t ∈ Km, and s ∈ Kn. If there exists λ ∈ R so that z(t) = λz(s) for every

z ∈ Z, then, as shown in [47], n ̸= m, and λ = 2n−m. For each m, denote by Bm the set of

all t ∈ Km for which there is s ∈ Kn, n < m, so that z(t) = 2n−mz(s) holds for every z ∈ Z.

Note that such an s ∈ Kn, if it exists, must be unique. As shown in [263], the sets Bm are

closed.

Let B =
⋃
mBm. By [47], Z (hence also FBL(∞)[X]) is isomorphic to CB(K). To

show that K\B is uncountable, pick the smallest m for which Km is uncountable. As Bm

is countable, Km\Bm is uncountable. Note that Km ∩ (K\B) = Km\Bm, hence K\B is

uncountable. The result now follows from Lemma 6.10.35.

6.11 Nonlinear summing maps and applications

The norm for the free p-convex Banach lattice has an obvious similarity with the p-summing

norm of a linear operator. A very substantial body of literature is devoted to the study of

p-summing norms, their applications, and generalizations in the linear case. We refer to [97]

for a comprehensive exposition of this theory. Our aim is to establish analogues of a few of

these classical results in our setting. The material in this section is taken from [185] and will

be explored more comprehensively in [220]

We begin by introducing a more general version of the free p-convex norm involving two

indices 1 ⩽ p, q < ∞ and investigating the fundamental properties of this new norm. For a
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Banach space E and a function f ∈ H[E], define

∥f∥p,q = sup

{( n∑
k=1

∣∣f(x∗k)
∣∣p) 1

p
: n ∈ N, x∗1, . . . , x∗n ∈ E∗, µq(x

∗
1, . . . , x

∗
n) ⩽ 1

}
(6.11.1)

and

Hp,q[E] =
{
f ∈ H[E] : ∥f∥p,q <∞

}
.

Here, µq(x
∗
1, . . . , x

∗
n) := supx∈BE

(
∑n

k=1 |x∗k(x)|q)
1
q is the weak q-summing norm. Denote by

∥ · ∥∞ the supremum norm on BE∗ , and let H∞[E] be the sublattice of H[E] of all posi-

tively homogeneous functions which are bounded on BE∗ . Note that ∥f∥∞ ⩽ ∥f∥p,q for

every 1 ⩽ p, q < ∞ and f ∈ H[E], and consequently Hp,q[E] ⊆ H∞[E]. We abbreviate

∥f∥p = ∥f∥p,p and note that Hp[E] = Hp,p[E].

The following lemma is straightforward.

Lemma 6.11.1. Given 1 ⩽ p, q < ∞ and a Banach space E, the space
(
Hp,q[E], ∥ · ∥p,q

)
equipped with the pointwise vector lattice operations is a p-convex Banach lattice with p-

convexity constant one.

It is also easy to see that this space is of interest only for p ⩾ q.

Lemma 6.11.2. Let 1 ⩽ p < q <∞. Then Hp,q[E] = {0} for every Banach space E.

Proof. Let p, q ∈ [1,∞), and suppose that Hp,q[E] contains a nonzero function f . Choose

x∗ ∈ E∗ such that f(x∗) ̸= 0. Then, for every n ∈ N, we have

n
1
p

∣∣f(x∗)
∣∣ =

( n∑
k=1

∣∣f(x∗)
∣∣p) 1

p
⩽ ∥f∥p,q · µq(x

∗, . . . , x∗︸ ︷︷ ︸
n

) = ∥f∥p,q n
1
q ∥x∗∥ ,

which implies that

n
1
p
− 1

q ⩽
∥x∗∥∣∣f(x∗)

∣∣ ∥f∥p,q .
Since the right-hand side is independent of n, we conclude that 1

p
− 1

q
⩽ 0, that is, p ⩾ q.

Our next result provides the general comparison among these norms. The argument

follows the same approach as in the Inclusion Lemma [97, p. 2.8].
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Proposition 6.11.3. Let 1 ⩽ qj ⩽ pj < ∞ for j = 1, 2, and suppose that p1 ⩽ p2, q1 ⩽ q2,

and 1
q1
− 1

p1
⩽ 1

q2
− 1

p2
. Then

∥f∥p2,q2 ⩽ ∥f∥p1,q1
for every f ∈ H[E]. In particular, Hp1,q1 [E] ⊆ Hp2,q2 [E].

Proof. We begin by observing that the result follows easily for q1 = q2, and if p1 = p2, then

the inequalities q1 ⩽ q2 and 1
q1
− 1

p1
⩽ 1

q2
− 1

p2
imply that q1 = q2. Thus, we may assume that

p1 < p2 and q1 < q2, and then define

1

p
=

1

p1
− 1

p2
,

1

q
=

1

q1
− 1

q2
,

which satisfy 1 < p ⩽ q <∞ by the hypotheses.

Let f ∈ H[E] and fix any x∗1, . . . , x
∗
n ∈ E∗ with µq2(x

∗
1, . . . , x

∗
n) ⩽ 1. For 1 ⩽ k ≤ n,

define λk =
∣∣f(x∗k)

∣∣p2/p. By the homogeneity of f , we have

n∑
k=1

∣∣f(x∗k)
∣∣p2 =

n∑
k=1

∣∣f(λkx
∗
k)
∣∣p1 ⩽ ∥f∥p1p1,q1 µq1(λ1x

∗
1, . . . , λnx

∗
n)p1 . (6.11.2)

Hölder’s inequality shows that( n∑
k=1

∣∣λkx∗k(x)
∣∣q1) 1

q1 ⩽
( n∑
k=1

λqk

) 1
q
( n∑
k=1

∣∣x∗k(x)
∣∣q2) 1

q2 ⩽
( n∑
k=1

λqk

) 1
q
⩽
( n∑
k=1

λpk

) 1
p

for every x ∈ BE because µq2(x
∗
1, . . . , x

∗
n) ⩽ 1 and p ⩽ q. Taking the supremum over x ∈ BE

and using the definition of λk, we obtain

µq1(λ1x
∗
1, . . . , λnx

∗
n) ⩽

( n∑
k=1

∣∣f(x∗k)
∣∣p2) 1

p
. (6.11.3)

We now substitute (6.11.3) into (6.11.2) and rearrange the inequality to conclude that( n∑
k=1

∣∣f(x∗k)
∣∣p2)1− p1

p
⩽ ∥f∥p1p1,q1 .

This completes the proof because 1 − p1
p

= p1
p2

.

Proposition 6.11.4. Let E be a Banach space whose dual has finite cotype r ⩾ 2, and

suppose that 1 ⩽ q < p <∞ satisfy 1
q
− 1

p
⩾ 1 − 1

r
. Then Hp,q[E] = H∞[E] with equivalence

of norms.
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Proof. By [97, Corollary 11.17], every weakly summable sequence in E∗ is strongly r-

summable, and there exists a constant K > 0 such that( n∑
k=1

∥x∗k∥
r
) 1

r
⩽ Kµ1(x

∗
1, . . . , x

∗
n)

for every finite sequence (x∗k)
n
k=1 in E∗. Hence, for f ∈ H∞[E], we have( n∑

k=1

∣∣f(x∗k)
∣∣r) 1

r
⩽ ∥f∥∞

( n∑
k=1

∥x∗k∥
r
) 1

r
⩽ K ∥f∥∞ µ1(x

∗
1, . . . , x

∗
n).

Taking the supremum over all n ∈ N and x∗1, . . . , x
∗
n ∈ E∗ with µ1(x

∗
1, . . . , x

∗
n) ≤ 1, we con-

clude that ∥f∥r,1 ⩽ K ∥f∥∞.

Since 1 ⩽ q < p <∞ satisfy 1
q
− 1

p
⩾ 1− 1

r
, we can apply Proposition 6.11.3 with p2 = p,

q2 = q, p1 = r, and q1 = 1 to obtain ∥f∥p,q ⩽ ∥f∥r,1 ⩽ K ∥f∥∞, so that f ∈ Hp,q[E] and the

(p, q)- and supremum norms are equivalent.

As in the classical setting, the Dvoretzky–Rogers Theorem can be used to show that in

general these norms are different:

Proposition 6.11.5. Let E be an infinite-dimensional Banach space, and suppose that 1 ⩽

q ⩽ p <∞ satisfy 1
q
− 1

p
< 1

2
. Then Hp,q[E] ⊊ H∞[E].

Proof. By the Dvoretzky–Rogers Theorem [97, Theorem 10.5], there exists a weakly q-

summable sequence (x∗k)k∈N in E∗ which fails to be strongly p-summable. Now consider

the function f : E∗ → R defined via f(x∗) = ∥x∗∥. Clearly, f ∈ H∞[E], and for every n ∈ N,

we have ( n∑
k=1

∥x∗k∥
p
) 1

p
⩽ ∥f∥p,q µq(x

∗
1, . . . , x

∗
n).

Letting n→ ∞, we see that ∥f∥p,q = ∞. Thus f ̸∈ Hp,q[E].

Pietsch’s Domination Theorem (see, e.g., [97, Theorem 2.12]) is a cornerstone of the

linear theory of p-summing operators with several important factorization results among its

consequences. We conclude by providing analogues of [26, Propositions 2.12 and 2.13] for

1 ⩽ p <∞.

Given a Banach space E, equip the unit ball BE∗∗ of its bidual with the relative weak∗

topology, and denote the set of regular Borel probability measures on BE∗∗ by P(BE∗∗). This
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is a convex, weak∗ compact subset of the dual space of C(BE∗∗). Each measure µ ∈ P(BE∗∗)

induces a function fpµ : E∗ → R+ via the definition

fpµ(x∗) =

(∫
BE∗∗

∣∣x∗∗(x∗)∣∣p dµ(x∗∗)

) 1
p

for every x∗ ∈ E∗. This provides a link between Hp[E]+ and P(BE∗∗), as we now explain.

Proposition 6.11.6. Let 1 ⩽ p <∞ and µ ∈ P(BE∗∗). Then fpµ ∈ Hp[E]+ with
∥∥fpµ∥∥p ⩽ 1.

Proof. The function fpµ is clearly positive and positively homogeneous. For n ∈ N and

x∗1, . . . , x
∗
n ∈ E∗, we have

( n∑
k=1

∣∣fpµ(x∗k)
∣∣p) 1

p

=

(∫
BE∗∗

n∑
k=1

∣∣x∗∗(x∗k)∣∣p dµ(x∗∗)

) 1
p

⩽ sup
x∗∗∈BE∗∗

( n∑
k=1

∣∣x∗∗(x∗k)∣∣p) 1
p

= µp(x
∗
1, . . . , x

∗
n),

where the last equality follows from the weak∗ density of BE in BE∗∗ . Hence
∥∥fpµ∥∥p ⩽ 1.

Proposition 6.11.7. Let 1 ⩽ p < ∞. For every f ∈ Hp[E]+, there is a measure µ ∈
P(BE∗∗) such that f(x∗) ⩽ ∥f∥p fpµ(x∗) for every x∗ ∈ E∗.

Proof. This proof is based on the proof of Pietsch’s Domination Theorem given in [97,

p. 2.12]. For every nonempty finite subset M of E∗, define gM : BE∗∗ → R by

gM(x∗∗) =
∑
x∗∈M

(
f(x∗)p − ∥f∥pp ·

∣∣x∗∗(x∗)∣∣p).
Then gM is weak∗ continuous, and so the set Q of all such functions gM is contained

in C(BE∗∗). Given nonempty finite subsets M1 and M2 of E∗ and 0 < λ < 1, the posi-

tive homogeneity of f implies that λ · gM1 + (1 − λ) · gM2 = gM3 , where

M3 =
{
λ1/px∗ : x∗ ∈M1

}
∪
{

(1 − λ)1/px∗ : x∗ ∈M2

}
.

This shows that Q is a convex set.

The definition of the norm ∥ · ∥p implies that Q is disjoint from the strictly positive cone

P =
{
h ∈ C(BE∗∗) : h(x∗∗) > 0 for every x∗∗ ∈ BE∗∗

}
.
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Since P is open and convex, the geometric version of the Hahn–Banach Theorem guarantees

the existence of a functional µ ∈ C(BE∗∗)∗ and a constant c ∈ R such that µ(g) ≤ c < µ(h)

for every g ∈ Q and h ∈ P .

Choosing M = {0} ⊆ E∗, we have gM = 0. Therefore 0 ∈ Q, and so c ⩾ 0. On the

other hand, as every strictly positive constant function belongs to P , we must have c ⩽ 0.

It follows that c = 0, which implies that µ(h) ⩾ 0 for every h ∈ C(BE∗∗)+. In other words,

µ is a positive regular Borel measure such that∫
BE∗∗

g dµ ⩽ 0 <

∫
BE∗∗

h dµ

for every g ∈ Q and h ∈ P . This inequality is unaffected by scaling of µ, so we may assume

that µ ∈ P(BE∗∗). For every x∗ ∈ E∗, the function g{x∗} belongs to Q, and therefore

0 ⩾
∫
BE∗∗

(
f(x∗)p − ∥f∥pp ·

∣∣x∗∗(x∗)∣∣p)dµ(x∗∗) = f(x∗)p − ∥f∥pp f
p
µ(x∗)p

because µ is a probability measure.

We can summarize the conclusions of Propositions 6.11.6 and 6.11.7 as follows.

Corollary 6.11.8. Let 1 ⩽ p < ∞ and f ∈ H[E]+. Then f ∈ Hp[E]+ if and only if, for

some constant C > 0, there is a measure µ ∈ P(BE∗∗) such that f(x∗) ⩽ C · fpµ(x∗) for every

x∗ ∈ E∗. Furthermore, when f ∈ Hp[E], its norm ∥f∥p can be computed as the infimum of

all constants C for which such a measure µ exists.

Applications of the above type of result to FBL[E] can be found in [26]; the p-convex

case follows similar lines.
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issn: 0294-1449. doi: 10.1016/j.anihpc.2003.06.003. url: https://doi.org/

10.1016/j.anihpc.2003.06.003.

[66] B. Buffoni and M. D. Groves. “A multiplicity result for solitary gravity-capillary

waves in deep water via critical-point theory”. In: Arch. Ration. Mech. Anal. 146.3

(1999), pp. 183–220. issn: 0003-9527. doi: 10.1007/s002050050141. url: https:

//doi.org/10.1007/s002050050141.

[67] B. Buffoni, M. D. Groves, and J. F. Toland. “A plethora of solitary gravity-capillary

water waves with nearly critical Bond and Froude numbers”. In: Philos. Trans. Roy.

Soc. London Ser. A 354.1707 (1996), pp. 575–607. issn: 0962-8428. doi: 10.1098/

rsta.1996.0020. url: https://doi.org/10.1098/rsta.1996.0020.

[68] Stan Byrd. “Factoring operators satisfying p-estimates”. In: Trans. Amer. Math. Soc.

310.2 (1988), pp. 567–582. issn: 0002-9947. doi: 10.2307/2000981. url: https:

//doi-org.libproxy.berkeley.edu/10.2307/2000981.

[69] J. Cahill et al. “Using projections for phase retrieval”. In: Proc. SPIE 8858, Wavelets

and Sparsity XV (2013).

https://doi.org/10.1016/S1874-5849(01)80007-3
https://doi-org.libproxy.berkeley.edu/10.1016/S1874-5849(01)80007-3
https://doi-org.libproxy.berkeley.edu/10.1016/S1874-5849(01)80007-3
https://doi.org/10.2989/16073606.2014.981722
https://doi-org.proxy2.library.illinois.edu/10.2989/16073606.2014.981722
https://doi-org.proxy2.library.illinois.edu/10.2989/16073606.2014.981722
https://doi.org/10.1090/gsm/088
https://doi-org.libproxy.berkeley.edu/10.1090/gsm/088
https://doi.org/10.1007/s00205-004-0310-0
https://doi.org/10.1007/s00205-004-0310-0
https://doi.org/10.1007/s00205-004-0310-0
https://doi.org/10.1016/j.anihpc.2003.06.003
https://doi.org/10.1016/j.anihpc.2003.06.003
https://doi.org/10.1016/j.anihpc.2003.06.003
https://doi.org/10.1007/s002050050141
https://doi.org/10.1007/s002050050141
https://doi.org/10.1007/s002050050141
https://doi.org/10.1098/rsta.1996.0020
https://doi.org/10.1098/rsta.1996.0020
https://doi.org/10.1098/rsta.1996.0020
https://doi.org/10.2307/2000981
https://doi-org.libproxy.berkeley.edu/10.2307/2000981
https://doi-org.libproxy.berkeley.edu/10.2307/2000981


BIBLIOGRAPHY 362

[70] Jameson Cahill, Peter G. Casazza, and Ingrid Daubechies. “Phase retrieval in infinite-

dimensional Hilbert spaces”. In: Trans. Amer. Math. Soc. Ser. B 3 (2016), pp. 63–76.

doi: 10.1090/btran/12. url: https://doi-org.libproxy.berkeley.edu/10.

1090/btran/12.

[71] Robert Calderbank et al. “Stable phase retrieval for infinite dimensional subspaces of

L2(R)”. In: arXiv preprint arXiv:2203.03135 (2022).

[72] Emmanuel J. Candès and Xiaodong Li. “Solving quadratic equations via PhaseLift

when there are about as many equations as unknowns”. In: Found. Comput. Math.

14.5 (2014), pp. 1017–1026. issn: 1615-3375. doi: 10.1007/s10208-013-9162-z.

url: https://doi-org.libproxy.berkeley.edu/10.1007/s10208-013-9162-z.

[73] Emmanuel J. Candès, Thomas Strohmer, and Vladislav Voroninski. “PhaseLift: exact

and stable signal recovery from magnitude measurements via convex programming”.

In: Comm. Pure Appl. Math. 66.8 (2013), pp. 1241–1274. issn: 0010-3640. doi: 10.

1002/cpa.21432. url: https://doi-org.libproxy.berkeley.edu/10.1002/cpa.

21432.

[74] Donald I. Cartwright and Heinrich P. Lotz. “Some characterizations of AM- and

AL-spaces”. In: Math. Z. 142 (1975), pp. 97–103. issn: 0025-5874. doi: 10.1007/

BF01214942. url: https://doi-org.libproxy.berkeley.edu/10.1007/BF01214942.

[75] P. G. Casazza and N. J. Nielsen. “The Maurey extension property for Banach spaces

with the Gordon-Lewis property and related structures”. In: Studia Math. 155.1

(2003), pp. 1–21. issn: 0039-3223. doi: 10.4064/sm155-1-1. url: https://doi-

org.libproxy.berkeley.edu/10.4064/sm155-1-1.

[76] Peter G Casazza et al. “Norm retrieval and phase retrieval by projections”. In: Axioms

6.1 (2017), p. 6.

[77] Thierry Cazenave, Flávio Dickstein, and Fred B. Weissler. “Non-regularity in Hölder
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Mathématiques de la SMC. The basis for linear and nonlinear analysis. Springer, New

York, 2011, pp. xiv+820. isbn: 978-1-4419-7514-0. doi: 10.1007/978-1-4419-7515-

7. url: https://doi-org.libproxy.berkeley.edu/10.1007/978-1-4419-7515-7.

[110] Marián Fabian et al. Banach space theory. CMS Books in Mathematics/Ouvrages de
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Cesàro means in Banach lattices”. In: Israel J. Math. 220.2 (2017), pp. 649–689.

issn: 0021-2172. doi: 10.1007/s11856- 017- 1530- y. url: https://doi- org.

libproxy.berkeley.edu/10.1007/s11856-017-1530-y.
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