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A P P L I E D  S C I E N C E S  A N D  E N G I N E E R I N G

Fast widefield imaging of neuronal structure 
and function with optical sectioning in vivo
Ziwei Li1,2*, Qinrong Zhang1*, Shih-Wei Chou3, Zachary Newman3, Raphaël Turcotte1†‡, 
Ryan Natan1, Qionghai Dai2, Ehud Y. Isacoff3,4,5, Na Ji1,3,4,6§

Optical microscopy, owing to its noninvasiveness and subcellular resolution, enables in vivo visualization of neu-
ronal structure and function in the physiological context. Optical-sectioning structured illumination microscopy 
(OS-SIM) is a widefield fluorescence imaging technique that uses structured illumination patterns to encode in-focus 
structures and optically sections 3D samples. However, its application to in vivo imaging has been limited. In this 
study, we optimized OS-SIM for in vivo neural imaging. We modified OS-SIM reconstruction algorithms to improve 
signal-to-noise ratio and correct motion-induced artifacts in live samples. Incorporating an adaptive optics (AO) 
module to OS-SIM, we found that correcting sample-induced optical aberrations was essential for achieving accu-
rate structural and functional characterizations in vivo. With AO OS-SIM, we demonstrated fast, high-resolution 
in vivo imaging with optical sectioning for structural imaging of mouse cortical neurons and zebrafish larval motor 
neurons, and functional imaging of quantal synaptic transmission at Drosophila larval neuromuscular junctions.

INTRODUCTION
The nervous system is composed of a complex collection of cells that 
communicate via electrical and chemical signals and function as 
networks to process information (1). To understand their structure 
and function physiologically, it is essential to study them in living 
animals. Noninvasive and capable of resolving subcellular struc-
tures, optical microscopy has been extensively applied in the field of 
neuroscience. For in vivo imaging, the most popular methods are 
confocal fluorescence microscopy and multiphoton fluorescence mi-
croscopy, both of which are capable of optically sectioning three-
dimensional (3D) samples and extracting information from the focal 
plane of the microscope objective (2–5). In contrast, the application 
of standard widefield fluorescence microscopy, in which the entire 
sample is illuminated and the emitted fluorescence is collected by 
an objective lens and imaged with a camera, is usually confined to 
in vitro samples such as cultured cells or thin tissue sections. This is 
because when a widefield microscope is used to image thick samples, 
emitted fluorescence photons from both in-focus and out-of-focus 
structures arrive at the imaging camera. Obscuring the in-focus in-
formation, the out-of-focus background makes it difficult to visual-
ize subcellular structures such as synapses. In other words, despite 
its simplicity in hardware implementation and fast imaging speed, 
the lack of optical sectioning of standard widefield fluorescence 
microscopy limits its application in complex 3D samples such as the 
brain in vivo.

One approach that imparts optical sectioning capability to wide-
field fluorescence microscopy uses structured illumination (SI). When 

a sample is illuminated with a structured pattern through the micro-
scope objective, the high-spatial frequency illumination contrast is 
only preserved at the focal plane and, thus, modulates the in-focus sig-
nal, while the out-of-focus signal remains unmodified. Reconstruction 
algorithms take advantage of this difference in signal modulation 
to reject out-of-focus signal and retrieve in-focus information, thus 
enabling optical sectioning of 3D samples. One popular implementa-
tion of this optical-sectioning SI microscopy (OS-SIM) was proposed 
by Neil et al. (6), where three images with phase-shifted sinusoidal il-
lumination patterns are used to computationally reconstruct an op-
tically sectioned image. Powerful in practice, relatively low cost when 
compared with confocal and multiphoton fluorescence microscopy, 
and commercially available (e.g., ApoTome, Zeiss), OS-SIM is never-
theless rarely used for in vivo imaging because of several factors: the 
often low signal-to-noise ratio (SNR) of in vivo samples, the motion-
induced artifacts, and the sample-induced wavefront distortion of the 
image-forming light. Without addressing these issues, the recon-
structed images are prone to low contrast, reduced resolution, and 
severe artifacts.

Here, we describe an optimized OS-SIM method for in vivo im-
aging. We developed a new reconstruction algorithm that suppresses 
noise and corrects for sample motion. We further combined adaptive 
optics (AO) (7) with OS-SIM to measure and correct sample-induced 
aberrations. Applying our refined OS-SIM method to live mouse, 
zebrafish, and Drosophila larvae, we demonstrated high-speed, synapse-
resolving imaging of neuronal structure and function in vivo.

RESULTS
A refined OS-SIM method incorporating AO
The original OS-SIM method (6), hereby referred to as “basic OS-
SIM” takes three images I0, I1, and I2 with sinusoidal illumination 
patterns (Fig. 1, inset 1; see fig. S1 for detailed optical layout) of the 
same orientation but equally spaced phases 0°, 120°, and 240°. It 
reconstructs an OS-SIM image using Eq. (1)

	​​ I​ basic SIM​​  = ​ √ 
__________________________

   ​(​I​ 0​​ − ​I​ 1​​)​​ 2​ + ​(​I​ 1​​ − ​I​ 2​​)​​ 2​ + ​(​I​ 2​​ − ​I​ 0​​)​​ 2​ ​​	 (1)
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In this “square law detection” method, out-of-focus (unmodulated) 
signal is discarded by the pairwise subtractions, and the effects of the 
nonuniform illumination patterns are removed by summing the 
in-focus signals.

Straightforward to implement, this method nevertheless has sev-
eral limitations, as shown in an example dataset on a fixed cortical 
tissue section from the brain of a Thy1–GFP (green fluorescent pro-
tein) line M mouse (8) (raw and reconstructed images using basic 
SIM; Fig. 2, A and B). First, the squared subtractions in Eq. (1) make 
fluctuating noise all positive (“positive bias”) and decrease SNR of 
the reconstructed images (9). This particularly affects images of fine 
structures, because the attenuation of optical transfer function (OTF) 
amplitude at high spatial frequency makes their signal more sensitive 
to the presence of noise.

Inspired by HiLo microscopy (10–12), in our refined OS-SIM 
method, to suppress high-frequency noise while maintaining opti-
cal sectioning, the basic OS-SIM image was low-pass filtered with 
LP = exp[−(kx2 + ky2)/22], where kx and ky are spatial frequencies, 
and  is the standard deviation (SD) of the Gaussian function, de-
fined as the crossover frequency (Fig. 2C). To restore high-spatial 
frequency information to the image, we calculated the widefield 
image IWF as the average of the three raw images (Fig. 2D)

	​​ I​ WF​​  =  [​I​ 0​​ + ​I​ 1​​ + ​I​ 2​​ ] / 3​	 (2)

Because high-frequency information in a widefield image is es-
sentially in-focus, we high-pass filtered IWF with a complementary 
Gaussian filter (i.e., HP = 1 − LP) (Fig. 2E). As IWF averages the noise, 
it does not introduce positive bias as Ibasic SIM does. The final refined 
OS-SIM image was calculated as a weighted summation of the two 
(Fig. 2F)

	​​ I​ SIM​​  =  LP(​I​ basic SIM​​ ) +  ∙ HP(​I​ WF​​)​	 (3)

where HP and LP stand for high-pass and low-pass filtering, respec-
tively. To ensure continuity at the crossover frequency in the Fourier 
domain, we applied a scaling factor , which was related to the mod-
ulation contrast of the SI. Comparing reconstructed images of den-
drites and dendritic spines with basic and refined OS-SIM methods 
(Fig. 2, B and F), we observed that the refined OS-SIM reconstruc-
tion had substantially higher SNR and better revealed finer neuronal 
structures.

To apply OS-SIM to in vivo imaging, we also need to address 
sample motion. Often unavoidable in vivo, sample motion in SIM 
not only shifts images on the camera but also changes the relative 
phase of the illumination pattern on the sample. Because Eq. (1) as-
sumes static samples and equally spaced pattern phases, even submi-
crometer movements cause severe artifacts in the reconstructed images 
(fig. S2). Image registration aligns the three images but by itself can-
not remove all artifacts (fig. S2B), because deviations from the equal-
ly spaced 0°, 120°, and 240° illumination phase are not accounted for 
by Eq. (1). Additional phase correction of each illumination pattern 
is therefore necessary for artifact-free OS-SIM reconstruction. To 
address this issue and remove artifacts caused by rigid lateral trans-
lations, we first estimated the phase of the illumination pattern for 
each raw SI image (0, 1, and 2) with Wicker’s noniterative method 
(13, 14). We then used these estimated phases to calculate the opti-
cally sectioned image with (15)

	​​ 

​I​ basic SIM with motion correction​​ =

​   
    ​√ 

__________________________________

    ​(​I​ 0​​ − ​I​ 1​​)​​ 2​ + ​​
[

​​ ​  ​I​ 1​​ − ​I​ 2​​ ─ 
tan​(​​ ​​ϕ​ 1​​ − ​ϕ​ 2​​ _ 2 ​​ )​​

 ​ − ​  ​I​ 2​​ − ​I​ 0​​ ─ 
tan​(​​ ​​ϕ​ 2​​ − ​ϕ​ 0​​ _ 2 ​​ )​​

 ​​
]

​​​​ 

2

​ ​
​​	 (4)

After both the structural and phase shifts were corrected, we ob-
served artifact-free reconstructed basic SIM images (fig. S2D). Mo-
tion artifacts showed up as fringes in the widefield image IWF calculated 
by Eq. (2). To remove them, we applied Gaussian-shaped filters to 
attenuate ±kp and ± 2kp components of IWF, with kp being the spatial 
frequency of the SI.

Last, as in all optical microscopy techniques, image quality of 
OS-SIM is affected by optical aberrations (16). Specifically, the wave-
front of emitted fluorescence accumulates distortion on its way out of 
the sample, leading to degradation in image contrast and resolution. 
To tackle this problem, we applied direct wavefront sensing-based 
AO (17, 18). We generated a 3D-localized “guide star” in the sample 
using two-photon excitation (TPE) (19). Its emitted fluorescence was 
then descanned (20) and directed to a Shack-Hartmann (SH) sensor. 
The hexagonal lenslet array in the SH sensor divided the wavefront of 
the guide star fluorescence and focused its segments onto a camera 
(Fig. 1, inset 2). Displacements of the foci from those taken under 
aberration-free condition were used to calculate the phase slopes of 
each wavefront segment. Wavefront was then computationally re-
constructed assuming spatially continuous aberrations. We then 
applied a corrective wavefront that was opposite to the measured ab-
erration to a deformable mirror (DM) with hexagonal segments 
(Fig. 1, inset 3), which removed the sample-induced aberrations from 
the OS-SIM fluorescence before it reached the imaging camera to en-
sure diffraction-limited imaging performance. In this report, we 

Fig. 1. Simplified AO OS-SIM schematic diagram. Blue dashed polygon, OS-SIM 
module; red dashed polygon, AO module. Inset 1: Two-beam interference gener-
ates patterned illumination. Inset 2: Direct wavefront measurement with a Shack-
Hartmann (SH) sensor composed of a lenslet array and a camera. Inset 3: A 
segmented deformable mirror corrects aberration by controlling the piston, tip, 
and tilt positions of each segment. SLM, spatial light modulator; Di, dichroic mirror; 
OBJ, objective; DM, deformable mirror; MM, movable mirror. See fig. S1 for detailed 
optical paths.
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corrected the residual aberrations in the imaging system before all 
experiments; thus, all improvements in imaging quality arose from 
the correction of sample-induced aberrations.

High-resolution imaging of 3D tissue phantom and brain 
slices with AO OS-SIM
We first tested the performance of our system using 3D tissue phan-
tom. As a reference, diffraction-limited axial resolution of the system 
was measured to be 855 ± 24 nm [axial full width at half maximum 
(FWHM), averaged over five beads] using a 2D sample of 0.1-m-
diameter green fluorescent beads. We then created a 3D tissue phan-
tom by mixing 0.1-m-diameter green fluorescent beads with 1% 
agarose. Aberrations were introduced by placing a No. 1.5 cover glass 
on top of the sample with a 2° tilt (to simulate a cranial window used 
in typical in vivo mouse brain imaging experiments). Before wave-
front measurement, the correction collar of the microscope objective 
[Nikon, CFI Apo LWD 25×, 1.1 numerical aperture (NA) and 2-mm 
working distance] was adjusted to minimize spherical aberrations 
introduced by the cover glass (to <0.01-m root mean square for 
both primary and secondary spherical aberrations). Wavefront distor-
tion that could not be removed by the correction collar was measured 
by the SH sensor and corrected with the DM. We took five 4-m-
thick image stacks (at 0.1-m Z step size) of beads at 0, 50, 100, 150, 
and 200 m below the top surface of the tissue phantom, respectively, 
and compared their maximal intensity–projected widefield and OS-
SIM images measured with and without AO correction (Fig. 3, A to E).

Consistent with earlier results (21), without AO correction, the 
axial point spread functions were elongated and curved, indicating 
coma as the dominant aberration modes. At all depths, AO correc-
tion improved resolution and enhanced fluorescence signal for both 
widefield and OS-SIM images (Fig. 3, F and G). At each depth, we 
measured the axial resolution by averaging the axial FWHMs of five 
randomly chosen beads. We found that AO fully recovered diffraction-
limited resolution at all depths (without AO, 1.8 to 2.2 m; with AO, 
770 to 910 nm) (Fig. 3F). Signal enhancement by AO was 1.5 to 2× 
for widefield images and 2 to 3.4× for OS-SIM images (Fig. 3G), in-
dicating that compared with conventional widefield imaging, imaging 

performance of OS-SIM is more degraded by aberrations. This can 
be explained by the fact that widefield images contain both in-focus 
and out-of-focus information, whereas OS-SIM images contain mostly 
in-focus information, which is more sensitive to aberration. Com-
paring 3D rendered image stacks of 50-m-thick tissue phantom 
taken with widefield and OS-SIM without and with AO (movie S1), 
we observed a substantial enhancement in image contrast of the 
OS-SIM images measured with AO, suggesting that aberration cor-
rection is essential for OS-SIM in complex samples. Furthermore, 
our tissue phantom results indicated that OS-SIM, when combined 
with AO, can provide diffraction-limited optically sectioned images 
hundreds of micrometers into 3D samples.

Having confirmed the effectiveness of AO OS-SIM in improving 
image quality and rejecting out-of-focus fluorescence in the 3D phan-
tom, we imaged dendritic structures in fixed mouse brain slices 
(Thy1-GFP line M, Fig. 4), following the same procedure as above but 
with aberrations introduced by a cover glass tilted at 4°. Here, in addi-
tion to widefield and OS-SIM, the same dendritic structures were also 
imaged using a two-photon fluorescence microscope incorporated 
within the AO OS-SIM system (fig. S1B), the most commonly used 
optical sectioning microscopy method for brain tissue. AO improved 
resolution, signal, and contrast of images from all three modalities 
and allowed fine structures such as dendritic spines to be resolved 
[maximum intensity projection (MIP) images spanning 8 m in 
depth, Fig. 4, A to F; insets showing single optical sections; corrective 
wavefront, Fig. 4G]. Comparing the line intensity profiles along the 
neck of the same dendritic spines, we observed subtle but important 
differences among these imaging modalities (Fig. 4, H to J). Because 
widefield images lacked optical sectioning, AO improved both in- and 
out-of-focus fluorescence signals without providing much gain in re-
jecting out-of-focus fluorescence (Fig. 4, A, D, and H). For two-photon 
fluorescence images, AO improved resolution and signal (Fig. 4, 
B, E, and I); because the nonlinearity of TPE confined fluorescence 
generation to within the focal volume and prevented out-of-focus sig-
nal from being generated, fluorescence background signal was not 
changed substantially by aberration correction. Similar to the data 
from beads, OS-SIM images showed the most extensive improvement 

Fig. 2. Refined OS-SIM algorithm. Example dataset from fixed mouse brain slice (Thy1-GFP line M). (A) Three raw images taken at a depth of 25 m with spatially shifted 
illumination patterns. (B) Basic SIM image reconstructed with Eq. (1). (C) Low-pass (LP)–filtered basic SIM image. (D) Widefield image calculated with Eq. (2). (E) High-pass 
(HP)–filtered widefield image. (F) Refined SIM image from Eq. (3), calculated as a weighted summation of LP(Ibasic SIM) and HP(IWF). (G) Comparison of basic SIM and refined 
SIM reconstructions. (A to F) Images of a single optical section; (G) maximum intensity projection over 8 m. Scale bars, 2 m (A to F) and 5 m (G).
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in image quality. Correcting the sample-induced aberration not only 
increased the signal and resolution of the OS-SIM images but also 
resulted in much higher image contrast and eliminated reconstruc-
tion artifacts (Fig. 4, C, F, and J, and see movie S2 for another exam-
ple dataset). Comparing two-photon with OS-SIM, we found that 
they provided similar optical sectioning capacity, whereas OS-SIM 
had higher lateral resolution, resulting in sharper images of den-
dritic spines due to its one-photon fluorescence excitation (Fig. 4, 
E and F).

High-resolution in vivo structural imaging of the mouse 
brain with AO OS-SIM
Having validated our AO OS-SIM system in fixed brain slices, we 
then applied it to high-resolution in vivo structural imaging of the 
mouse brain, where correction for motion artifacts became essential. 
Following standard procedures (22), we carried out a craniotomy 
on the mouse skull and installed a glass window to provide access 
for optical imaging. We visually positioned the mouse under the 
microscope objective, so that the cranial window was close to being 

Fig. 3. System performance assessment of AO OS-SIM using a 3D phantom. The sample was made by mixing 0.1-m-diameter green fluorescent beads in 1% agarose, 
and aberration was introduced by a cover glass tilted at 2°. (A to E) (left panels) Maximum intensity projections of 4-m-thick widefield (WF) and OS-SIM image stacks 
(0.1-m Z step, 222 × 222 pixels at 86-nm pixel size), measured without and with AO taken at the surface and depths of 50, 100, 150, and 200 m, respectively. Images 
acquired by the same method (WF or OS-SIM) were normalized to the AO condition (0 to maximum intensity of the image with AO). Scale bar, 5 m. (Right panels) Rep-
resentative axial and lateral images of 0.1-m-diameter beads. Images were normalized individually (0 to maximum intensity) to improve visibility. Scale bars, 500 nm. 
(F) Averaged axial FWHM and (G) fluorescence signal enhancement (over five randomly chosen beads) with AO at different depths, respectively. Error bars: SD.
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perpendicular to the objective’s optical axis. We then adjusted the 
correction collar of the objective to minimize spherical aberrations. 
Direct wavefront sensing and full AO correction followed to com-
pletely remove sample-induced aberrations. Similar to the brain 
slice data, without AO, both widefield and OS-SIM images showed 
distorted synapses and neurites (insets 1 to 3, Fig. 5, A and B). We 
observed a marked improvement in resolution, signal, and contrast 
for both widefield and OS-SIM (Fig. 5, C and D) after AO correc-
tion (Fig. 5E). Comparing the line intensity profiles along a spine 
neck (arrow I in Fig. 5D, Fig. 5F), we observed 2.7× increase in sig-
nal of the OS-SIM image after aberration correction. Comparing 
the AO-corrected images, we saw a narrower spine neck profile for 
OS-SIM image than widefield images, because OS-SIM effectively 
suppressed out-of-focus background, which in the widefield image 
artifactually increased the apparent width of the spine neck. We also 

compared the axial profiles of a spine head (arrow II in Fig. 5D, 
Fig. 5G) and observed narrowing of its axial profile with OS-SIM. 
Our results indicated that, to apply the OS-SIM method in the mouse 
brain in vivo, aberration correction was essential.

High-resolution in vivo structural imaging of densely 
labeled zebrafish motor neurons
We next tested whether AO OS-SIM can optically section densely 
labeled samples in vivo, using the model system zebrafish larvae. In 
Isl1:GFP zebrafish larvae, Islet-1 promoter enabled the expression 
of GFP in all postmitotic motor neurons (23, 24). We imaged the 
motor neurons between the spinal cord and the hindbrain of a 
4-day-old Isl1:GFP zebrafish larva, where the fluorescence labeling 
was denser than the mouse brain structures studied in the previous 
section.

Fig. 4. Widefield, OS-SIM, and two-photon imaging of Thy1-GFP line M brain slices. (A to F) Maximum intensity projections of 8-m-thick widefield, two-photon, and 
OS-SIM image stacks (0.1-m Z step, 21- to 29-m depth, 440 × 396 pixels at 86-nm pixel size), taken (A to C) without and (D to F) with AO, respectively. For each pair of 
images, signal was normalized to the AO condition (0 to maximum intensity of the image with AO). Signal from images without AO was artificially increased for better 
visualization (ratios shown in each image). Insets are single optical sections. Scale bar, 5 m; insets, 1 m. (G) Corrective wavefront. (H to J) Line profiles across a dendritic 
spine neck [red dashed line in (F)]. a.u., arbitrary units.
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We took 100-m-thick widefield and OS-SIM image stacks of 
motor neurons from 10- to 110-m depth before and after AO. MIPs 
are shown in Fig. 6 (3D renderings after AO in movie S3). Despite 
the dense labeling, OS-SIM successfully suppressed out-of-focus back-
ground and gave rise to images of cell bodies and neurites with high 
contrast and SNR. The corrective wavefront had a strong astigmatic 
component (Fig. 6E), originating from the elongated and curved 
shape of the larval body. Whereas AO correction improved the 
widefield image quality only moderately, its impact on OS-SIM 
images was more substantial, especially for fine neural projections 
from motor neuron somata to the spinal cord (insets, Fig. 6, A to D). 

Comparing the axial profiles of a neural projection (Fig. 6, F and G), 
we observed that OS-SIM provided excellent optical sectioning, 
whereas AO improved the fluorescence signal of the structure by 
four fold.

High-resolution high-speed in vivo functional imaging at 
Drosophila larval neuromuscular junction
For half a century, Drosophila larval neuromuscular junction (NMJ) 
has been a model system to study many aspects of synaptic trans-
mission and development (25). Recently, Newman et al. (26) used a 
genetically encoded calcium indicator (GECI) GCaMP6 (27) and 

Fig. 5. In vivo widefield imaging of a Thy1-GFP line M mouse brain with AO OS-SIM. (A to D) Maximum intensity projections (MIPs) of 10-m-thick widefield (WF) and 
OS-SIM image stacks (0.5-m Z step, 20- to 30-m depth, 1024 × 1024 pixels at 86-nm pixel size), measured (A and B) without and (C and D) with AO, respectively. For each 
pair of images, signal was normalized to the AO condition (0 to maximum intensity of the image with AO). Insets (MIPs) show the zoomed-in views of structures in the 
white boxes, with all insets normalized individually (0 to maximum intensity) to improve visibility. Scale bar, 10 m; insets, 3 m. (E) Corrective wavefront. (F and G) Later-
al line profiles across a dendritic spine neck and axial profiles of a dendritic spine head [yellow arrowheads I and II in (D)], respectively. Insets are single optical sections 
obtained with AO OS-SIM.



Li et al., Sci. Adv. 2020; 6 : eaaz3870     8 May 2020

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

7 of 12

demonstrated robust quantal (i.e., single synaptic vesicle) synaptic 
imaging in vivo using the Drosophila larval NMJ. To demonstrate 
OS-SIM’s capability of capturing in vivo dynamic signals at high frame 
rate, we carried out functional imaging experiments at Drosophila 
larval NMJs using our refined OS-SIM method. We used a prepara-
tion identical to that described in Newman et al. (26), where Drosophila 
larval muscle was labeled with postsynaptically targeted GCaMP6f-
based GECI. We were able to restrict our imaging to the superficial 
muscles in the semi-intact dissected larva, while other muscle layers 
(especially those above the focal plane) provided out-of-focus fluores-
cence and optical aberrations. Additional aberrations came from the 
high-sucrose concentration saline used to immerse and maintain via-
bility of the larval preparation. Together, they made Drosophila larval 
NMJ a challenging sample for high-contrast and high-resolution 
in vivo imaging. We imaged a single focal plane in a Drosophila larva, 
which contain NMJs receiving inputs from the type Ib (larger) and 
type Is (smaller) motor neuron axons (indicated in Fig. 7B) and com-
pared the widefield and OS-SIM images measured without and with 
AO (Fig. 7, A to D), with the main aberrations being spherical aberra-
tion (Fig. 7E). AO improved both the signal and contrast of the wide-
field as well as OS-SIM morphological images (Fig. 7F). Compared 
with widefield, OS-SIM successfully suppressed the out-of-focus fluo-
rescence background, allowing us to visualize the subcellular struc-
tures of NMJs (insets, Fig. 7, A to D).

We further imaged the calcium activity of these terminals at 25-Hz 
OS-SIM frame rate (75 Hz for raw image frames; movie S4). In-
terleaving reconstruction (28) of the acquired images would allow 
75-Hz OS-SIM frame rate in functional imaging; however, 25 Hz 
was sufficient in following calcium activity reported by GCaMP6f. 
We found larger quantal responses to occur at the Is NMJs, consistent 
with previous studies (26). We extracted and compared the postsyn-
aptic calcium transients associated with spontaneous quantal release 
events (Fig. 7G). Without AO (left panel, Fig. 7G), the deteriorated 
signal and contrast of the widefield images, coupled with the presence 
of strong out-of-focus background, made it difficult to detect spon-
taneous events (see red arrowhead, Fig. 7G, for a spontaneous event 
that remained detectable). In OS-SIM images without AO, because 
of reconstruction artifacts of aberrated images, we observed large 
fluctuations in F/F that did not have normal calcium dynamic (see 
Fig. 7H for normal dynamics: faster onset, slower exponential off-
set). After aberration correction, by suppressing the out-of-focus 
background, diffraction-limited OS-SIM facilitated the detection of 
in-focus fluorescence signal changes associated with activity and gave 
rise to a ~8× larger calcium transient F/F than widefield imaging 
(right panel, Fig. 7G; Fig. 7H, average of five spontaneous events 
marked by black asterisks in Fig. 7G). Furthermore, by removing the 
often unevenly distributed out-of-focus fluorescence background and 
thus preventing it from contributing to calcium transient calculation, 

Fig. 6. In vivo widefield imaging of dense Isl1:GFP zebrafish motor neurons with AO OS-SIM. (A to D) MIPs of 100-m-thick widefield (WF) and OS-SIM image stacks 
(1-m Z step, 10- to 110-m depth, 2048 × 2048 pixels at 86-nm pixel size), measured (A and B) without and (C and D) with AO, respectively. For each pair of images, signal 
was normalized to the AO condition (0 to maximum intensity of the image with AO). Insets (MIPs) show the zoomed-in views of structures in the white box, with all insets 
normalized individually (0 to maximum intensity) to improve visibility. Scale bar, 20 m; insets, 3 m. (E) Corrective wavefront. (F and G) Axial profiles of the structure in 
red dashed ovals in (A) to (D).
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OS-SIM allowed us to accurately measure the amplitudes of calcium 
transients. Since calcium transient amplitudes are proportional to 
neural activity level [e.g., action potential firing rate (27)], with AO 
OS-SIM, it is now possible to compare the in vivo activity in differ-
ent structures quantitatively.

DISCUSSION AND CONCLUSION
With SI, widefield microscopy is capable of optically sectioning 3D 
samples and providing high-resolution high-contrast images. The 
applications of OS-SIM using the standard image reconstruction 
method (6), however, have been mostly limited to ultrathin samples. 

Fig. 7. In vivo functional imaging of quantal releases at the NMJs of a Drosophila larva with AO OS-SIM. (A to D) Averages of widefield (WF) and OS-SIM image 
sequences (frames without calcium activity) of Ib and Is NMJs expressing GCaMP6f (8 s of recording, at a depth of 20 m, 492 × 492 pixels at 86-nm pixel size), measured 
(A and B) without and (C and D) with AO, respectively. For each pair of images (including insets), signal was normalized to the AO condition (0 to maximum intensity of 
the image with AO). Insets show the zoomed-in views of structures in the white box. Scale bar, 5 m; insets, 2 m. (E) Corrective wavefront. (F) Lateral line profiles across 
the structure in the insets (D, along the red dashed line). (G) Calcium transients from eight regions of interest [orange regions of interest in (A)]. Calcium transients 
obtained from widefield images were artificially increased by eight times for better visualization. (H) Averaged calcium transients over five events [black asterisks in (H)] 
measured with AO OS-SIM and widefield.
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To apply OS-SIM in vivo, we developed new reconstruction algo-
rithms to improve SNR and correct motion-induced artifacts. Figure S3 
(A and B) compares images reconstructed with basic and refined SIM 
methods, respectively, from the same sets of raw images (after motion 
and AO correction) as in Figs. 4 to 7. For all samples tested, refined 
SIM gave rise to superior contrast, resolution, and SNR, with the largest 
improvements observed for in vivo preparations, where their denser 
fluorescence labeling led to substantial out-of-focus fluorescence. 
Whereas basic SIM reconstruction produced noisy images, making it 
difficult to visualize neurons or resolve synapses (fig. S3A), our refined 
SIM reconstruction gave rise to crisp images with much improved 
SNR (fig. S3B).

To apply high-resolution microscopy to in vivo samples, we need 
to correct sample-induced optical aberrations. Using two-photon–
excited guide star and direct wavefront sensing to measure sample-
induced aberrations and correcting them with a DM in the fluorescence 
emission path, we found that, compared to widefield fluorescence 
images, OS-SIM images are more sensitive to the existence of aberra-
tions. Signal, contrast, and optical sectioning increase markedly after 
AO correction, even for superficial structures of in vivo samples. For 
in vivo calcium imaging at Drosophila larval NMJ (Fig. 7), the pres-
ence of aberrations introduced severe artifacts, indicating that AO 
correction can be essential for quantitative microscopy measurements 
of physiological events. For the samples we tested, aberrations were 
time invariant during the course of imaging; as a result, a one-time 
wavefront distortion measurement and correction, which took typi-
cally 2 to 3 min including time spent on switching the optics between 
the AO and SIM paths, ensured accurate and high-quality hours-long 
structural or functional recordings. In addition, AO correction at a 
single plane was able to provide signal improvement throughout the 
whole volume for our acquired image stacks (fig. S5).

Light sheet microscopy is another widefield approach that achieves 
fast fluorescence imaging with optical sectioning (29). Its standard 
dual-objective design has the excitation light coming from the side of 
the sample and the detection objective orthogonal to the illumination 
plane, which poses constraints on sample mounting and is not com-
patible with in vivo imaging of large samples such as the mouse brain. 
The oblique plane illumination geometry uses a single objective for 
both plane illumination and fluorescence collection (30, 31), which 
facilitates its application to a wider range of samples. However, it re-
quires two additional objectives to reimage the illuminated plane onto 
a camera and compromises on achievable spatial resolution. Com-
pared with OS-SIM, light sheet microscopy is therefore more complex 
in implementation. But because its optical sectioning ability originates 
from physically restricting the excitation volume rather than computa-
tionally extracting photons emitted from the objective focal plane, light 
sheet microscopy would perform better in densely labeled samples. 
Same as in OS-SIM, light sheet microscopy of either geometry suffers 
from sample-induced aberrations when applied in vivo. Direct wave-
front sensing AO with two-photon–excited guide star, an aberration-
correction strategy identical to the one implemented here, was applied 
to lattice light sheet microscopy for imaging subcellular dynamics in 
multicellular organisms (32). Applying aberration correction to the 
oblique plane illumination geometry has yet to be demonstrated. How-
ever, optimal correction over the entire FOV is more challenging in 
this geometry, because fluorescence emission from the oblique image 
plane experiences more field position–dependent aberrations.

Applying OS-SIM to optically opaque samples at depth remains 
challenging due to tissue scattering, which deteriorates both the con-

trast of the SIs and the emitted fluorescence images. Longer excitation 
and emission wavelengths reduce scattering and therefore can extend 
the imaging depth of widefield fluorescence microscopy methods 
including OS-SIM in vivo (33). The development of near-infrared 
proteins (34–36) would not only benefit OS-SIM imaging depth but 
also provide guide stars for accurate AO measurement at depth (17), 
where aberration correction is even more critical. When such probes 
mature into routine usage, we expect that our refined OS-SIM method 
would play a major role in interrogating the structure and function 
of biological systems in vivo.

MATERIALS AND METHODS
AO OS-SIM optical implementation and data analysis
The AO OS-SIM system had two working modes (fig. S1): OS-SIM 
mode and TPE for AO (TPE-AO) mode. A movable mirror (MM) 
in the light path was used to switch between the two modes. In the 
OS-SIM pathway (fig. S1A), SI was created at the sample plane and 
widefield fluorescence was recorded at the SIM camera. The output 
beam from a 488-nm continuous laser (Coherent, Sapphire LPX 488, 
400 mW) was expanded 12 times by three beam expanders (one 3×, 
Thorlabs, GBE03-A; two 2×, Thorlabs GBE02-A) after being modu-
lated by an acousto-optic tunable filter (AOTF; AA Opto-Electronic, 
AOTFnC-400.650-TN). Beam polarization was rotated to vertical by 
an achromatic half-wave plate (HWP; Bolder Vision Optik, BVO 
AHWP3) before a polarizing beam splitter (Thorlabs, PBS251), 
maximizing beam power reflected to the spatial light modulator (SLM), 
and a second HWP was placed between the polarizing beam splitter 
and the SLM (Forth Dimension Displays Ltd., QXGA-3DM), maxi-
mizing diffraction efficiency of the SLM. The SLM was positioned 
in conjugation to the sample plane. The polarization of diffracted light 
was further controlled by an HWP mounted in a fast rotator (FR, 
Finger Lakes Instrumentation, A24021) to ensure maximum inter-
ference and, thus, illumination contrast at the sample plane. A phys-
ical mask was placed at the focal plane of the first lens (L1, FL = 150 mm) 
after the SLM, exclusively selecting the two first-order diffraction 
beams. The mask was then imaged onto the objective (Nikon, CFI 
Apo LWD 25×, 1.1 NA and 2-mm WD) back focal plane with a pair 
of lenses (L2-L3, FL = 125 and 400 mm), allowing the two beams 
to interfere at the sample plane, generating a harmonic patterned 
illumination. A dichroic mirror (D2, Semrock, Di-R405/488/561/ 
635-t3–25 × 36) was placed between L3 and the objective, reflecting 
illumination and transmitting emitted fluorescence. Emitted fluo-
rescence was collected with the same objective, whose back focal 
plane was relayed to the DM (Iris AO, PTT489) by a pair of lenses 
(L4-L5, FL = 400 and 175 mm). The DM-reflected fluorescence was 
then focused and imaged on the SIM camera (Hamamatsu, Orca 
Flash 4.0) by 3 lenses (L6-L7-L8, FL = 300, 85, and 75 mm).

For the TPE-AO pathway (fig. S1B), a guide star in the sample 
was two-photon excited, and its emitted fluorescence wavefront was 
measured to obtain sample-induced optical aberration. The output 
beam from a Ti:sapphire laser (Coherent, Chameleon Ultra II) was 
expanded by a beam expander (2×, Thorlabs, GBE02-B) after a Pockels 
Cell (ConOptics, 302 RM). The TPE beam was scanned with a pair 
of galvanometer mirrors (Cambridge, H2105) optically conjugated 
with a pair of lenses (L12-L11, FL = 85 mm). A pair of achromatic 
lenses (L10-L9, FL = 85 and 300 mm) conjugated the galvos with the 
DM. Emitted TPE fluorescence first followed the same path as in the 
OS-SIM mode and was reflected by the same DM. The MM controlled 
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by an electric nanopositioning stage (SmarAct, modular control sys-
tem) was placed to reflect the fluorescence after the DM. After being 
descanned by the galvanometer pair, the fluorescence was reflected 
by a dichroic mirror (D3, Semrock, Di03-R785-t3-25×36) and relayed 
to an SH sensor by a pair of lenses (L13-L14, FL = 60 and 175 mm). 
The SH sensor was composed of a lenslet array (Advanced Microoptic 
Systems GmbH) and a camera (Hamamatsu, Orca Flash 4.0) placed 
at the focal plane of the lenslet array. Shifts of SH pattern spots were 
used to calculate wavefront distortion. This information was then 
used to control the DM and correct the measured aberrations. The 
TPE-AO pathway also allowed two-photon imaging (Fig. 4, B and E) 
when a dichroic mirror (D1, Semrock, Di02-R785-25×36) was placed 
into the light path. Emitted fluorescence was reflected by D2 and fo-
cused on the photomultiplier tube (PMT, Hamamatsu, H7422-40).

In all experiments, before measuring and correcting sample-
induced aberrations, we performed system correction for the micro-
scope’s own aberrations coming from imperfect and/or misaligned 
optical components. System aberrations were measured in the OS-SIM 
pathway using the phase retrieval approach based on the Gerchberg-
Saxton algorithm (37), and system aberrations were then corrected 
by the DM. After system correction, we switched to the TPE-AO 
pathway and scanned the TPE over an aberration-free guide star 
(10 m by 10 m area), a single 2-m bead on a glass slide (see the 
“Beads sample on glass slide” section). The SH camera recorded an 
array of images (SH pattern) of this aberration-free guide star, and 
this pattern served as the SH “reference pattern.” When measuring 
sample-induced aberrations, we scanned the TPE laser (typically over 
10 m by 10 m to 20 m by 20 m area) in the sample plane of inter-
est over fluorescent structures (e.g., a soma in the mouse brain) and 
recorded another SH pattern. We then calculated spot shifts from the 
SH reference pattern and derived local wavefront slopes. Wavefront 
was then computationally reconstructed assuming spatially continu-
ous aberrations. Then, an opposite corrective wavefront pattern was 
applied to the deformable to cancel the sample-induced aberrations 
before image formation on the SIM camera.

In our optimized OS-SIM technique, we captured three images 
with spatially shifted sinusoidal interference illumination patterns 
to reconstruct one SIM frame. The spatial frequency of the stripes, 
kp, was most often chosen to be half of the cutoff frequency of the 
optical system, k0, to maximize its optical sectioning strength. When 
imaging the zebrafish larvae with strong background fluorescence, 
we reduced kp to 0.125 k0 to increase the depth of field of the mod-
ulation so that the modulated signal was more easily detected. All 
other experimental parameters were listed in table S1.

For data analysis, we followed the flowchart in fig. S4. When an-
alyzing in vivo imaging data, we first performed two to three rounds 
of image registration by maximizing the cross-correlation of each 
frame with their averaged image in the Fourier domain. Then, for 
each spatially registered frame, we used noniterative Wicker phase 
estimation (13), and from the three raw frames, we calculated a motion-
corrected SIM image Ibasic SIM using Eq. (4). We generated a wide-
field image IWF by averaging three raw SI images, and when imaging 
live animals, we corrected motion artifacts by applying Gaussian-
shaped filters to attenuate ±kp and ±2kp components of IWF. The final 
refined OS-SIM image resulted from a weighted summation of the 
low-frequency component of Ibasic SIM (with a Gaussian low-pass fil-
ter with SD ) and the high-frequency component of IWF (by a com-
plementary Gaussian high-pass filter) scaled by a factor . The value 
of , the crossover frequency, was chosen to balance artifact sup-

pression and optical sectioning. Larger  means that we take more 
information from the basic SIM image, while small  means more 
information from the widefield image, which typically has higher 
SNR than the basic SIM image. When imaging samples with high 
SNR such as fixed brain slices and zebrafish motor neurons, we used 
larger  ( ≈ 0.5 kp) to better exploit the optical sectioning capability 
from the basic SIM image. When imaging noisy samples, we used 
smaller  (0.15 to 0.3 kp) to sacrifice optical sectioning for better im-
age quality. The scaling factor  weights IWF to ensure a smooth am-
plitude transition from a low-frequency component (from Ibasic SIM) 
to a high-frequency component (from IWF). The value of  was deter-
mined by the modulation depth (i.e., the contrast of the SI), which can 
be either precisely calculated using the correlation-based algorithm 
(38) or empirically estimated by final image quality. In our experi-
ments, the scaling factor was set to be 1.0 for fluorescence beads, 0.8 
for mouse brain and zebrafish, and 0.5 for fly larva. Computationally, 
on an Intel Xeon E3-1231 v3 CPU (central processing unit) (3.40 GHz) 
and 16-GB RAM (random access memory), computing one SIM im-
age (512 × 512 pixels) took ~0.3 s for registration, ~0.2 s for parameter 
estimation, and ~50 ms for SIM reconstruction.

3D bead sample preparation and imaging
Five microliters of stock solution of 0.1-m-diameter fluorescent 
beads (ThermoFisher Scientific FluoSpheres Carboxylate-Modified 
Microspheres, yellow-green fluorescent 505/515) was mixed with 
4 ml of 1% aqueous agarose solution. This mixture was then poured 
onto a glass-bottomed petri dish (MatTek No. 1.5 coverslip, 0.16 to 
0.19 mm thick) and was allowed to solidify at room temperature. 
Beads were imaged through the No. 1.5 coverslip. Tilting of the 3D 
beads sample was controlled by a 2D goniometer platform (Thorlabs, 
GNL 10).

Beads sample on glass slide
Fluorescent beads of 2 m in diameter (ThermoFisher Scientific 
FluoSpheres Carboxylate-Modified Microspheres, yellow-green 505/ 
515) were two-photon excited and imaged in an aberration-free sys-
tem, and the resulting pattern on the SH sensor was used as a refer-
ence for aberration measurement. The stock solution was diluted to 
1:500 in deionized water and then added on a microscope glass slide 
precoated with poly-l-lysine hydrobromide (10 mg/ml; Sigma-Aldrich, 
P7890). The same method was followed to prepare 0.1-m fluores-
cent bead sample for diffraction-limited axial resolution measure-
ment (1:10k dilution).

Animal experiments
All experiments involving animals were approved by the Animal 
Care and Use Committee at the University of California, Berkeley. 
Detailed materials and methods are available below.

Fixed mouse brain slices preparation
A Thy1-GFP line M transgenic mouse (the Jackson laboratory, stock 
007788) was used for preparation of brain slices. After being deeply 
anesthetized with isoflurane (Piramal), a standard transcardial per-
fusion was performed first with phosphate-buffered saline (PBS; 
Invitrogen) followed by 4% paraformaldehyde (PFA; Electron Mi-
croscopy Sciences). The mouse brain was collected and immersed in 
2% PFA and 15% sucrose in PBS solution overnight at 4°C. The im-
mersion solution was then replaced with 30% sucrose in PBS, and the 
brain was stored at 4°C. After 24 hours, the whole mouse brain was 
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cut to 100-m-thick slices on a microtome (Thermo Scientific, Microm 
HM430). Brain slices were immersed in PBS and then placed on mi-
croscope glass slides, and allowed to dry for 45 min. Cover glass 
(Fisherbrand, No. 1.5, 0.16 to 0.19 mm thick) with mounting medium 
(Vectashield Hardset Antifade mounting medium, H-1400) was then 
placed on top of the glass slides with brain slices. Slices were ready for 
imaging after the mounting medium completely hardened. During im-
aging, brain slice samples were placed on a 2D goniometer platform 
(Thorlabs, GNL 10).

Cranial window implantation and in vivo mouse imaging
All mice (Thy1-GFP line M, the Jackson laboratory, stock 007788) 
were at least 9 weeks old at the time of cranial window installation. 
Mice were deeply anesthetized under isoflurane (2.0% by volume in 
O2) during the whole process of cranial window implantation. A 
3.5-mm-diameter craniotomy was created over the left cortex with 
dura intact. A cranial window was made by gluing (Norland 68 Optical 
Adhesive) together a glass ring (with inner diameter of 3 mm and 
outer diameter of 4.5 mm) and a glass disk (with diameter of 3.5 mm), 
both laser cut from standard microscope cover glass (Fisherbrand, 
No. 1.5, 0.16 to 0.19 mm thick). The cranial window was embedded 
into the craniotomy and was glued onto the skull by Vetbond (3M 
Vetbond). Then, a titanium head-bar was fixed on the skull with 
Vetbond and fast curing orthodontic acrylic resin (Lang Dental Mfg). 
In vivo imaging was conducted in mice under isoflurane anesthesia 
(0.5 to 1.0% by volume in O2) immediately after surgery.

Zebrafish care and preparation
Transgenic zebrafish Tg(isl1:GFP) (24) was a gift from D. Schoppik. 
Larval zebrafish were treated with phenylthiourea (PTU) from date 
of birth to prevent growth of pigment. Four days after fertilization, 
zebrafish larvae were mounted dorsal side up with 1.4% agarose in 
a glass-bottom petri dish for imaging. Zebrafish was imaged from 
the top of the petri dish through regular E3 media (made with In-
stant Ocean) without any cover glass.

Drosophila larvae preparation
We used transgenic Drosophila third instar larvae expressing a post-
synaptically targeted GECI based on GCaMP6f, which is expressed 
in Drosophila larval muscle throughout development [genotype: 
w1118;OK6-Gal4/UAS-CpxRNAi (BDSC line #42017);MHC-CD8-
GCaMP6f-Sh/+]. Before imaging, larvae were dissected using a tra-
ditional semi-intact fillet preparation in HL3 solution (concentration: 
70 mM NaCl, 5 mM KCl, 0.45 mM CaCl2·2H2O, 20 mM MgCl2·6H2O, 
10 mM NaHCO3, 5 mM trehalose, 115 mM sucrose, and 5 mM 
HEPES, with pH adjusted to 7.2). During imaging, the larval fillet was 
maintained in HL3 containing 1.5 mM CaCl2·2H2O and 25 mM 
MgCl2·6H2O.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/19/eaaz3870/DC1

View/request a protocol for this paper from Bio-protocol.
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