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Medicine in the Era of Artificial Intelligence
Hey Chatbot, Write Me an H&P

A third of the way through my internship I had already
navigated my fair share of challenging experiences—
manual disimpactions, pronouncing my first death, chas-
ing down a delirious former college linebacker patient
after he made a break for the exit. But there is nothing
quite so demoralizing as spending all night stabilizing
somebody who is critically ill only to sit down at 4 AM to
face a blank note template. So I fired up a chatbot and
typed into the search bar, “Write a history and systems-
based assessment for a middle-aged man admitted to
the MICU for acute hypoxemic respiratory failure…”

Of course, I only fantasized about using a chatbot
to write a history and physical (H&P) that night; but given
the rapid development of artificial intelligence (AI) lan-
guage learning models and chatbots, health care, like the
rest of society, is on the verge of a seismic transforma-
tion. Moreover, rather than worry about my job being
taken over by robots, I am hopeful about the future of
AI and the practice of medicine. To better understand
why, it is worth reflecting on a typical afternoon in the
life of a medical intern.

1:27-2:26 PM: The discharge. Fortunately, the dis-
charge summary can count (for billing purposes) as the
day’s note. However, you still spend 20 additional min-
utes on the discharge instructions—a different sum-
mary written in patient-friendly language that reviews
their hospitalization, medication changes, and upcom-
ing appointments.

2:27-2:31 PM: Interruption No. 1. You receive an alert
that a clinic patient’s hemoglobin A1c came back at 8.3%,
necessitating that you draft a notification letter explain-
ing that they have diabetes, which you will discuss at their
next visit.

2:32-3:42 PM: Working. In other words, this in-
volves answering pages, making phone calls, and catch-
ing up on notes.

3:43-3:49 PM: Interruption No. 2. A different pa-
tient needs a letter for his employer, so you stop what
you were doing to compose a personalized, yet nonde-
script document that is compliant with the Health In-
surance Portability and Accountability Act, explaining
that he has been hospitalized and will require a week off
from work to recover.

3:50-4:44 PM: Writing more notes.
4:45-5:12 PM: Interruption No. 3. A third patient’s in-

surance company is requiring that you complete a pre-
authorization form for her cardiac magnetic resonance
imaging, and you wonder why you must manually de-
vote the better part of half an hour to filling out infor-
mation that could so easily be automatically pulled from
her medical record.

5:13-5:58 PM: Sign out. And with the last 40 min-
utes of your day, you painstakingly update the sign-out

tab with everything that occurred in the 11 hours since
you arrived that morning, to-dos for the cross-cover resi-
dent, and contingencies for the night team.

Extant AI-assistant programs and rapidly develop-
ing chatbots are incredibly sophisticated, and as physi-
cians have already begun to demonstrate on social
media,1 they might soon be able to reliably perform test
result notifications, work letters, prior authorizations,
and the like—the mundane necessities that not only cu-
mulatively consume valuable time, but are a substan-
tial contributor to physician burnout.2 Projecting a bit fur-
ther into an AI-enhanced future, imagine that instead of
writing discharge instructions, I could ask a chatbot to
“create a synopsis of the patient’s hospital course, writ-
ten in Cantonese at a sixth-grade reading level.” With the
time saved, I could step away from the computer, go to
the patient’s room, and explain the most salient fol-
low-up items face-to-face, prepped with materials that
are compatible with best practices in health literacy.3

Likewise, these programs might help actualize the ad-
mirable intentions behind the provisions in the 21st Cen-
tury Cures Act that have given patients access, but not
accessibility, to their jargon-laden electronic medical rec-
ords (EMR).4 In this world, when a clinic patient logs into
their EMR’s web portal, “cirrhosis c/b HE” could be ac-
companied by a helpful hyperlink to the following (which
is an excerpt of a chatbot’s response to my query “What
does ‘cirrhosis c/b HE’ mean?”):
• “Cirrhosis” - a condition in which the liver becomes

scarred and cannot function properly.
• “c/b” - this stands for “complicated by,” meaning that

the patient's cirrhosis is complicated by the following
condition:

• “HE” - hepatic encephalopathy, a condition in which the
brain becomes damaged due to liver failure. It can cause
confusion, changes in personality, and difficulty walk-
ing and speaking.

• Therefore, the phrase “cirrhosis c/b HE” means that the
patient has cirrhosis of the liver, which is complicated
by hepatic encephalopathy, indicating that the pa-
tient has a serious, long-standing liver condition and
brain damage due to liver failure.

On a slightly longer time horizon, I can envision some
combination of speech recognition and language learn-
ing technology augmenting a substantial amount of rou-
tine medical charting: transcribing and narrativizing a pa-
tient’s history; scanning the EMR to supplement an out-
of-date problem list; synthesizing old notes,
prescriptions, and pharmacy refill information to do a
medication reconciliation; pulling in previous assess-
ments and plans for long-standing chronic conditions;
autopopulating the sign-out tab with important labs and
imaging results. Clinicians will have a responsibility to su-
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pervise the AI (as attending physicians supervise their trainees) but
will be left to manually complete only those tasks and documenta-
tion that require nuance and advanced medical knowledge.

However, my excitement is tempered by a healthy dose of skep-
ticism. For instance, consider the example of more analog technol-
ogy. Despite their initial promise, the effect of medical scribes on
health care quality, patient satisfaction, and physician productivity
and burnout has been decidedly mixed.5 One might counter that,
leveraging the power of big data, AI’s potential is limitless. Never-
theless, we should remain open to the eventuality that, like medi-
cal scribes, AI will similarly underdeliver, or that its implementation
in health care might be slower and the initial use cases more circum-
scribed than the proponents hope.

Additionally, the current EMRs—with their templates, smart
phrases, and clinicians’ tendency to liberally copy and paste—
already stagger under the weight of “note bloat.” How can we en-
sure that AI-generated text makes the medical record more, not less,
legible?

Furthermore, I share the concern that machine learning will en-
trench and perpetuate health disparities,6 as the EMR is plagued by
“chart lore,” stigmatizing language, and implicit and explicit bias. Fur-
thermore, with the US Food and Drug Administration announcing

that it will regulate clinical algorithms in the interest of
antidiscrimination,7 the specter of medicolegal risk looms over the
wider adoption of AI in health care.

Finally, these programs are not sentient, they simply use mas-
sive amounts of text to predict one word after another, and their out-
puts may mix truth with patently false statements called
hallucinations.8 As such, physicians will need to learn how to inte-
grate these tools into clinical practice, defining clear boundaries be-
tween full, supervised, and proscribed autonomy. Just as I do not
routinely count the little boxes when determining a heart rate, in-
stead trusting the computer-generated electrocardiogram report,
I always meticulously scrutinize the waveform before activating the
catheterization laboratory for an ST-elevation myocardial infarc-
tion.

We should be clear-eyed about the risks inherent to any new
technology, especially one that carries existential implications. And
yet, I am cautiously optimistic about a future of improved health care
system efficiency, better patient outcomes, and reduced burnout;
a future where AI enables us to get back to the reason why we de-
cided to pursue medicine in the first place—to get up from the com-
puter and back to the bedside.
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