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Abstract 

Ultrafast Dynamics in Condensed Matter Studied with Attosecond Extreme Ultraviolet 

Transient Reflectivity 

by 

Christopher J Kaplan 

Doctor of Philosophy in Chemistry 

University of California, Berkeley 

Professor Stephen R. Leone, Co-Chair 

Professor Daniel M. Neumark, Co-Chair 

 

The advent of attosecond pulse duration light sources has enabled the study of 

fundamental light-matter interactions. Condensed matter systems are of particular interest, as 

they are often significantly impacted by many body interactions, and thus provide a natural 

environment for the observation and study of such interactions in the time domain. In this 

dissertation, an apparatus for extreme ultraviolet (XUV) transient reflectivity is described, and 

several studies on ultrafast dynamics in solids are performed.  In the first chapter, background 

on ultrafast spectroscopy, light matter interaction, and reflection from surfaces is provided, 

giving the necessary underpinnings for the subsequent discussion. In the second chapter, the 

development and capabilities of the constructed XUV transient reflection apparatus are 

reviewed. Additionally, the static refractive index of germanium (a commonly employed 

semiconductor), is recovered from multi angle reflection measurements. In the third chapter, 

femtosecond dynamics in germanium are studied by XUV transient reflection. The results are 

analyzed and interpreted in the context of the existing optical literature. In the fourth chapter, 

preliminary attosecond resolved measurements in germanium are presented, and the results are 

tentatively interpreted in the context of light dressed states. In the fifth chapter, attosecond 

dynamics of core excitons in magnesium oxide (MgO) are studied. The results are analyzed and 

interpreted as a light induced modification of excitonic coherence. This body of work is 

intended to establish XUV transient reflectivity as a technique for study of solid-state systems 

and to provide example studies in two representative systems, a semiconductor and an insulator.   

 



 “For me, it is far better to grasp the Universe as it really is than to persist in delusion, however 

satisfying and reassuring.” – Carl Sagan 
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Chapter 1: Introduction 

1.1 Ultrafast spectroscopy 
Understanding how matter behaves on an ultrashort timescale is of critical importance to 

chemistry and physics [1]. In condensed matter, as well as gas phase systems, equilibrium 

properties such as electrical and thermal conductivity, optical properties, and magnetic behavior 

are in large part determined by a delicate balance between a staggering number of competing 

ultrafast processes [2].  

From a more fundamental perspective, the ability to study processes on an ultrafast 

timescale allows interrogation of chemistry on its natural timescale. The most fundamental 

processes of chemistry, electronic and nuclear motion, occur on the ultrafast timescale. The 

period of an electron in the first Bohr orbit around a hydrogen atom has a period of 152 as, [3] 

(1 as = 10-18 s), while the vibrational period of an H2 molecule is 8 fs (1 fs = 10-15 s)  [4]. 

Consequently, a proper understanding of the basic processes in chemistry and condensed matter 

physics requires investigation of processes on their native, ultrafast timescales.  

The ability to probe femtosecond processes was heralded by the 1999 Nobel Prize to 

Ahmed Zewail, for “studies of the transition states of chemical reactions using femtosecond 

spectroscopy" [5]. Zewail’s work – much of which used optical and infrared pulses to probe 

ultrafast dynamics – granted access to femtosecond processes, including vibrational dynamics 

and snapshots of reactions in real time [6,7].  

Subsequently, the ability to probe attosecond dynamics was ushered in by the creation of 

attosecond duration extreme ultraviolet (XUV) pulses by high harmonic generation 

(HHG) [8,9]. The proliferation of HHG into the fields of the physical sciences has ushered in an 

attosecond revolution that has allowed researchers for the first time to probe electronic 

interactions on their natural timescale, which shows great promise for future investigations  [10].   

 

 

 

 



1.1.1 Pump-probe spectroscopy 
One of the most powerful methods of investigating ultrafast dynamics in the time 

domain is the pump-probe technique. In a pump-probe experiment, two ultrashort events, 

typically laser pulses from a mode locked laser, are used to first excite, and then interrogate 

dynamics of an ultrashort process of interest.  

 An example experiment is shown below Figure 1. In Figure 1, a stronger pump (red) is 

used to induce some non-equilibrium dynamics in a sample. Changes in reflectivity of a time 

delayed probe pulse (blue) are then measured as a function of time delay ( ). Because the 

reflectivity of the probe is ultimately linked to the optical response of the material, (see section 

1.2.3 for details), the interaction of the probe with the sample reports on the ultrafast response of 

the sample.  

In pump-probe experiments, the time delay  is typically created using an optical 

interferometer to produce an optical path difference between pump and probe, taking advantage 

of the known speed of light. Consequently, instability of the interferometer can lead to loss of 

Figure 1: Example pump-probe experiment. A pump (red), incudes dynamics in 
a sample, which are subsequently probed by measuring the reflection of a time 
delayed probe (blue). 



temporal resolution. Generally speaking, the time resolution of a pump-probe experiment is 

determined by a number of factors including experimental geometry, detection method, and 

importantly, the temporal duration of the pump and probe pulses. 

The specific example in Figure 1 relies on detection of the reflectivity of the pump, 

termed transient reflectivity. However detection can be based on a number of methods including 

transmission (transient absorption) [11], photoelectrons (transient photoemission) [12], or even 

nonlinear mixing between pump and probe (transient wave mixing) [13]. Each specific variant 

of pump-probe spectroscopy comes with strengths and weaknesses, for example, transient 

absorption requires measuring transmitted light though a sample, which can be challenging or 

impossible for optically thick samples. Nevertheless, pump-probe methods are ubiquitous and 

have shown incredible promise for interrogating ultrafast processes [14].  

   

1.1.2 Ultrafast process in solids 
In solids, ultrafast excitation and subsequent relaxation of the excited material occur on a 

number of different timescales. The initial excitation occurs on a sub-femtosecond 

timescale [15] and is characterized by extremely rapid changes of electronic populations 

mediated by a wide variety of mechanisms [16–19] depending on the intensity of the exciting 

pulse and the electronic structure of the system. Directly following excitation, electronic 

screening of the excited carrier distribution occurs on a few femtosecond timescale [20]. On this 

timescale, ultrafast photodoping can result in renormalization of the electronic structure of the 

sample [21]. Subsequently, on the 10-100 fs timescale, excited carriers exchange energy and 

momentum via carrier-carrier scattering, beginning the formation of a thermal distribution [22]. 

Thermalization is then accelerated on the >50 fs timescale by carrier-phonon scattering, as 

carriers exchange energy and momentum with the lattice via a number processes involving 

carrier-phonon coupling, resulting in intervalley scattering [23,24] and a nonequilibrium 

population of phonons. Subsequently, on the ps timescale, the phonons generated by intervalley 

scattering may decay, and the excited carriers begin to experience diffusion [25,26]. Finally, 

carriers can recombine radiatively (via fluorescence on the ns timescale  [27]), or non-

radiatively (via Auger recombination on the ps-ns timescale  [28]). Of the processes described 

above, relaxation and thermalization can be reasonably accessed by femtosecond resolution 



measurements and have been studied extensively. In contrast, dynamics that occur during initial 

excitation requires attosecond resolution to be studied. Consequently, this regime has been 

investigated substantially less.  

 

 

1.1.3 High Harmonic Generation 
Attosecond duration XUV or soft X-rays are readily generated by up-conversion of 

optical or near infrared (NIR) light through a highly nonlinear process known as high harmonic 

generation (HHG). HHG is based on the interaction of a strong laser field with a nonlinear 

medium (typically a noble gas) and can described by the semi-classical 3-step model [29,30], 

illustrated in Figure 2.  

In the first the step, the laser field modifies the atomic coulomb potential (grey, dashed), 

yielding a new potential (black), through which the electron can tunnel. In the second step, the 

electron is accelerated by the electric field, and it propagates freely picking up kinetic energy. In 

the third step, when the field reverses sign, the electron can recombine with the parent ion, 

releasing its kinetic energy in the form of a high energy XUV photon. 

Under the 3-step model, the cutoff energy of the emitted harmonics Ec33 is given by: 

     (1.1) 

where Ip is the ionization potential of the medium, and Up is the ponderomotive energy.  Since 

, where I and  are the intensity and wavelength of the driving field, respectively, 

equation 1.1 provides a guideline for tuning the emission energy of HHG radiation. Many 

Figure 2: 3 step-model of high harmonic generation. 1: IR field (red) modifies the atomic coulomb potential, allowing an 
electron to tunnel ionize. 2: Electron freely propagates under electric field. 3: Electron recombines with parent ion, emitting a 
high-energy XUV photon.   



groups have demonstrated the production of HHG radiation from the UV into the soft X-ray 

regimes [31,32].  

Because only certain emission times will successfully lead to recombination, the 

resulting XUV radiation is emitted as attosecond bursts [33] every half cycle of the driving field. 

If XUV emission is somehow restricted to a single optical cycle, the resulting XUV light 

provides an isolated attosecond pulse, which can be used for attosecond resolution experiments. 

A large body of work is devoted to gating techniques, which restrict XUV emission events and 

allow the production of isolated attosecond pulses in the XUV and soft X-ray regimes [34–36]. 

 

1.2 Core-level spectroscopy 
The XUV radiation created by HHG is energetic enough to liberate core level electrons, 

and as a consequence, XUV spectroscopy offers a number of benefits over traditional, optical 

spectroscopies. Because atomic core orbitals are separated in energy by 10 s or 100 s or eV, 

XUV and other core level spectroscopies provide element-specific information and can also be 

sensitive to spin state, orbital character, and oxidation state [37–39]. Because of the nature of the 

HHG process, tabletop generation of XUV by HHG allows access to this wealth of information 

with attosecond temporal resolution.  

   

1.2.1  Electronic structure of solids 
 Because a solid is composed of ~1023

 interacting atoms per cm3, the electronic structure 

of a solid differs substantially from that of an isolated atom or small molecule.  The electronic 

structure of an extended solid can be described by the solutions of the time independent 

Schrödinger equation (1.2) 

         (1.2) 

If the system possesses translational symmetry, i.e. if  with spatial period  , 

then the electronic wave functions (solutions to the eigenvalue problem in 1.2), can be  

represented as a so called Bloch wave [40] 



 )      (1.3) 

Here, the factor ) has the same periodicity as the crystal, and  parametrizes the wave 

vector (spatial frequency) of the wave function. The admissible  values span the Brillouin 

zone, ], with a spacing of , where L is the length of the crystal. Because L is 

taken to be very large in a macroscopic solid, the corresponding energy eigenvalues ) form a 

quasi-continuous distribution, called a band. Since electrons are fermions, under equilibrium the 

filling of bands can be described by a Fermi-Dirac distribution [2], with the distribution centered 

at the so called Fermi-Energy. 

 The precise form and occupation of these bands determines the electronic properties of 

the solid. At certain energies there may be no allowed  values, leading to a band gap between 

the occupied valence band and the unoccupied conduction band. Solids can be classified as 

metals – which have no band gap and are electrically conductive (resistivity  1x10-8
 ), 

insulators – which have a band gap >>  and are electrically insulating (resistivity  1x1013
 

), or semiconductors – which have a moderate band gap and are moderately electrically 

conductive (resistivity  1 ) [41]. 

 The Schrödinger equation (1.2) can be approximately solved under different regimes, 

corresponding to different physical situations. In systems with substantial delocalization, such as 

metals or semiconductors, a delocalized basis is used. This choice implicitly assumes that the 

system can be represented as a nearly free electron gas experiencing perturbations due to the 

periodic potential of the lattice. In more localized systems, such as ionic insulators, the solutions 

to equation 1.2 are represented as a linear combination of local functions similar to atomic 

orbitals [42], implicitly treating the extended solid as an extended chemical bond. The specific  

dependence of ), called a dispersion relation, is then determined by the overlap of the local 

basis functions on adjacent atoms. In valence states, which can have substantial overlap between 

adjacent lattice sites, ) can show strong  dependence.  Core states, by contrast, which have 

negligible overlap between adjacent lattice sites, have energies that have almost no  

dependence.  

 



1.2.2 XUV absorption 

 When a high energy photon interacts with matter, it can induce an electronic transition, 

resulting in an electric polarization of the material. Using time dependent perturbation theory, to 

first order the probability that a photon with energy  will induce a transition from some initial 

state   (at energy Ei) to a final state  (at energy Ef), can be approximated by Fermi’s 

Golden Rule  [43] 

 

    (1.4) 

In equation 1.4,  is the interaction Hamiltonian, and  is the density of final states. In the case 

of small , the electric dipole approximation allows replacement of   with the electric dipole 

operator   [44]. Assuming single particle transitions, , , and  can be taken to be a 

core-hole state, a ground state, and the initial density of states and equation 1.4 can be replaced 

with 

     (1.5) 

for some constant M so long as  is slowly varying as a function of energy. Because 

of the extremely flat dispersion of core orbitals, the density of core states reduces to a delta 

function, and Eq. 1.5 simply becomes the symmetry projected density of states. Because the 

absorption cross section , equation 1.5 indicates that XUV absorption, loosely 

speaking, probes the symmetry projected density of states.  

 

1.2.3 The XUV dielectric function and observables 

The electric polarization induced when an electric field interacts with matter, described 

in the previous section, can also be described by the electric susceptibility [45] (equation 1.6) 

     (1.6)  

where  is the polarization density,  is the permittivity of free space, and  is the incident 

electric field. In condensed matter, which can support both free and bound charges, the more 

relevant quantity is electric displacement  

     (1.7) 



where the proportionality constant  is the dielectric function, which describes the electric 

displacement for a given electric field. Because  may be out of phase with ,  is 

complex, where the real part describes the in phase response of the electric displacement, and 

the imaginary part  describes the out of phase response. 

The dielectric function describes the polarization response of a material to an electric 

field. Consequently, it is intimately related to processes such as absorption, reflection, and 

refraction, which all depend on the polarization of a material in response to an electric field. For 

a nonmagnetic material, the complex valued refractive index  is related to the dielectric 

function 

    (1.8) 

where  and  are the real and imaginary parts of the refractive index. 

When an electric field  travels from vacuum to a material with refractive index 

interface  it experiences a phase shift due to polarization of the material, and 

consequently part of the field may be absorbed, part reflected, and part transmitted (Figure 3). 

If  is non zero, the phase shift will be complex, and the intensity of the field will decay within 

Figure 3: An incident electric field (black), with the reflected field (blue), and transmitted field (red). The
transmitted field is attenuated due to absorption in the material.   



the material by a factor of , where z is the distance into the material,  is the absorption 

coefficient, 

        (1.9) 

and c is the speed of light. Because the imaginary part of the refractive index determines the 

attenuation of light in a solid,  is known as the extinction coefficient.  

The polarization of the material can also result in a reflected field, the intensity of which 

is given by the Fresnel equations. At normal incidence, the Fresnel equation for the reflected 

intensity of a field incident from vacuum onto a material with refractive index  is 

     (1.10) 

where Ir is the reflected intensity and I0 is the incident intensity. The quantity in Equation 1.10, 

is known as the reflectivity and it may in practice differ from the true observed reflected 

intensity (reflectance) due to surface scattering, imperfections in the interface, or other 

phenomena. Accordingly, 1.10 is only strictly valid for an optically thick, infinitely smooth, 

infinitely sharp interface. In the case of a rough interface, the Debye-Waller correction has been 

shown to provide accurate results [46], while for multilayer structures, a matrix formalism has 

been developed to account for multiple reflections [47].   

 

1.2.4 Advantages of XUV reflection  
From Equation 1.10, it is apparent that reflectivity is sensitive to the complex dielectric 

function of a material, and thus in principle it provides all the same information as an absorption 

experiment. Additionally, previous work has shown that reflectivity can be sensitive to surface 

morphology, and it can provide selective surface or bulk sensitivity depending on the angle of 

incidence [48,49]. 

XUV reflectivity provides several key advantages over an absorption measurement. 

Because XUV absorption requires measuring transmitted light, its scope is limited to very thin 

films (often ~50 nm). These samples can be challenging to fabricate and suffer from high defect 

densities, low thermal conductivity, and may be difficult to characterize. As a consequence, 

results from XUV absorption in solids can be difficult to generalize into physical insights about 

the system of interest, and the results may often be more representative of the specific defect 



structure of the material than the true underlying physical process [21]. XUV reflectivity 

overcomes these limitations by allowing investigation of optically thick, single crystal 

materials [50,51].  

 

1.2.5 Lorentz-Drude model  
In some cases [52], the electric polarization of a material can be phenomenologically 

described as that of a simple classical, damped harmonic oscillator. From Newton’s second law, 

the relevant equation of motion [53] is given: 

    (1.11) 

Where P is the polarization density,  is the damping constant,  is the resonant frequency, q is 

the elementary charge, m is the mass, N is the number of oscillators participating, and E is the 

driving field. Solving equation 1.11, inserting into equation 1.7 and substituting , 

gives the following result for the dielectric function: 

     (1.12) 

In equation 1.12,  is the static background dielectric function. The dielectric function shown 

above, known as the Lorentz-Drude model, is a widely used model for understanding and 

modeling dielectric functions in an array of materials [52].  

 

 

 

 

 

 

 

 

 

 

 



Figure 4: Real (black) and imaginary (red) parts of hypothetical Lorentz-Drude 
dielectric function. 

 

 

 

 

 

 

 

 

 

 

 

An example Lorentz-Drude dielectric function is shown in Figure 4. The imaginary part (red), 

shows a characteristic lineshape near resonance that is approximately (though not quite) 

Lorentzian (1/1+ 2). In contrast, the real part shows a characteristic “dispersion” lineshape near 

resonance. Clearly, in the large  limit, (as is approximately the case for XUV and X-ray 

regimes),  approaches a constant real value, and the imaginary part vanishes.  

 

1.2.6 Absorption and reflection: An intuitive comparison 
According to equation 1.10, when  is small (as is generally the case in the XUV or X-

ray regime), R drops substantially. Counterintuitively, Equation 1.10 also implies that strongly 

absorbing materials (with large ) reflect more light. For materials in which  becomes very 

large, (such as metals in the low frequency regime), R approaches unity, and the transmitted 

beam is attenuated within one or two wavelengths into the material. For small , equation 1.10 

implies that at normal incidence, reflectance and absorption spectra look qualitatively similar; 

however this is only very approximately true and becomes less correct when moving from 

normal incidence to more grazing angles. 



The complex nature of the relationship between reflectivity and absorption can be clearly 

seen by examining the normal incidence reflectivity and the absorption for two different 

Lorentz-Drude oscillators Figure 5. In one model with low extinction coefficient (left), 

reflectivity and absorption strongly resemble one another. In another model with higher 

extinction coefficient and core dielectric function, reflectivity shows a characteristic dispersion 

shape, while absorption still shows a single characteristic (though no longer Lorentzian) peak. 

The present discussion illustrates that because of the complex relationship between reflectivity 

and absorption, the simple correspondence between XUV absorption and the density of states 

does not hold for reflectivity and the density of states. Consequently, detailed analysis of XUV 

reflectivity is required to extract information about the dielectric function, and the microscopic 

information it reports on.  

 

1.2.7 Bulk vs surface sensitivity of reflectivity 
The expression in equation 1.10 is derived by solving Maxwell’s equations assuming an 

infinitely sharp discontinuity at the interface. As such, it implicitly assumes that all reflection 

occurs at the interface, suggesting that reflectivity probes only the dielectric function at the 

interface, and is 100% surface sensitive. In real systems, the surface and bulk dielectric function 

may differ substantially due to a number of factors, including the breaking of the translational 

symmetry [54] that is assumed in the derivation of equation 1.3, the presence of topologically 

Figure 5: Extinction coefficient (red) and normal incidence reflectivity (black) for two different Lorentz-Drude oscillator 
models, in which reflectivity resembles (left) absorption, and differs from (right) absorption. Parameters used Left: 

 = 1, 0.5, 1, 0.1 respectively. Right:  = 16, 4, 1, 0.1 respectively.  



protected surface states [55], or the surface preferential excitation of the sample in a pump-probe 

experiment. Consequently, the question of how sensitive reflectivity is to the surface or bulk 

dielectric function is of great interest in interpreting reflectivity results. Several studies have 

investigated reflectivity from an inhomogeneously excited solid to determine the effective probe 

sensitivity depth [48,56,57]. In one study  [48], the authors use perturbation theory to solve the 

wave equation for a spatially dependent dielectric function of the form  

    

       (1.13) 

where   is the bulk dielectric function,  is the surface dielectric function, and   is a 

parameter that describes the “steepness” of the dielectric function change near the surface. In the 

limit of small , the changes in the optical constants occur very close to the surface, and we 

would expect the reflectivity to resemble that of the bulk dielectric function . Conversely, in 

the limit of large , the dielectric function changes slowly within the material, and we expect the 

reflectivity to resemble that of the surface dielectric function . By assuming linear 

polarization and normal incidence, the authors show that the observed reflectivity smoothly 

transitions between these two regimes as  is varied. They define an effective sensitivity depth 

of  where the measured reflectivity is halfway between that of the bulk and surface 

values. They show that  

  (1.14) 

where  is the probe wavelength, and   is the complex valued refractive index of the bulk. Note 

that  is always less than or equal to the penetration depth of the probe , and can in 

fact differ by over an order of magnitude. For example, in Germanium at 31 eV, the probe 

penetration depth is approximately 53 nm, while = 3 nm. The above discussion is of course 

only valid for normal incidence, but at non-normal incidence,  should scale linearly with the 

projection of the propagation vector along the surface normal. Additionally, this discussion is 

only strictly valid for low excitation. For a full analytical treatment valid in any regime, 

see  [56,57]. These studies illustrate that XUV reflectivity is in general substantially more 

surface sensitive than would be suspected based on the probe penetration depth.   

 

 



Chapter 2: Experimental apparatus for XUV 

transient reflectivity and recovery of static 

refractive index 

Some content and figures of this chapter are reprinted or adapted with permission from Peter 

M. Kraus, Eric M. Gullikson, L. J. Borja, Scott K. Cushing, Michael Zürch, and Hung-Tzu 

Chang. 

 

“Retrieval of the complex-valued refractive index of germanium near the M4,5 absorption edge,” 

J. Opt. Soc. Am. B., [Under Review], (2019) 

 

In the first part of this chapter, the instrumentation developed to implement XUV 

transient reflectivity is described. The resulting design allows provides excellent temporal and 

energy resolution, and allows study of ultrafast dynamics in highly ordered crystalline solids. In 

subsequent chapters, studies of ultrafast dynamics in solids are described in more depth. 

 In the second section, the complex valued index of refraction of germanium in the 

extreme ultraviolet (XUV) is measured by multi angle reflectance of synchrotron radiation. The 

resulting index of refraction is higher resolution than previously measured values. It reveals new 

structures attributed to transitions from the 3d core orbitals to the Σ5,2
c and the X5,2

c conduction 

bands. Additionally, it is shown that the problem of total external reflection, which renders multi 

angle reflectance measurements insensitive to the refractive index at grazing incidence, can be 

overcome by employing measurements at angles of incidence away from the critical angle.   

2.1 Experiment overview 

The apparatus used in this work (Figure 6) consists of an 800nm Ti:sapphire laser, which 

is used to generate high harmonics  (HHG), a toroidal focusing mirror, a sample, a variable time 

delay line, a variable line spaced grating, and an X-ray CCD camera to detect the reflected 

signal from the sample.  The carrier-envelope phase (CEP) stabilized 800nm Ti:sapphire laser 



(1.8mJ 1kHz) is spectrally broadened in a Neon filled hollow core fiber (1 Bar) to yield a white 

light continuum spanning 550-1000 nm. The pulses are compressed using a set of dielectric 

chirped mirrors (Ultrafast Innovations) and 2mm of ammonium dihydrogen phosphate 

(ADP) [58], yielding compressed pulses with 3.5fs temporal duration, as characterized by 

dispersion scan. [59] Few-cycle compression is a prerequisite for generation of an XUV 

continuum, which greatly enhances signal to noise over the required large XUV bandwidth in 

the experiment. The resulting NIR and characterization are shown below in Figure 8. Briefly, 

the pump pulse (bottom left, red curve), is frequency doubled using a beta barium borate (BBO) 

optic, yielding a frequency doubled spectrum (bottom left, blue curve). The doubled frequency 

is then modified by introducing wedges of known dispersion, yielding a second harmonic 

spectrum as a function of wedge insertion (top left panel). A reconstruction algorithm then 

retrieves the phase and electric field of the linear spectrum, indicating a short pulse of 3.7 fs 

(FWHM). 

The compressed output is split with a 60:40 beam splitter. Sixty percent of the energy 

(480 μJ) is used to generate the probe via HHG. High harmonics are produced by focusing into a 

Xe gas target with backing pressure ~24mTorr, yielding continuous harmonic spectra from 25-

40 eV. The resulting XUV spectrum is shown in Figure 7. The spectrum is highly continuous 

Figure 6: Experimental apparatus for pump-probe transient reflectivity. A time delayed XUV pulse probes transient reflectivity in 
single crystal germanium, after excitation with a few cycle NIR pump pulse. 



and shows strong CEP dependence, indicating that the XUV probe is a near isolated attosecond 

pulse.  

Residual NIR from the generation process is removed with a 100 nm thick Al filter. The 

XUV probe is then focused onto the sample using a grazing incidence gold-coated toroidal 

mirror.  The remaining 40% pump of the energy is time delayed using a retroreflector on a 

piezostage and recombined collinearly with the probe using an annular mirror.  The NIR pump 

pulse is focused to 200 μm (FWHM) diameter onto the sample, and the XUV beam is focused to 

~20 μm (FWHM) diameter.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Figure 7: CEP dependence of XUV spectrum from HHG in Xe. Left, XUV spectrum for CEP values between 0 and 2π. Right: CEP 
values at π/2 and π allow turning of HHG spectrum from discrete to continuous.  

Figure 8 Characterization of pulses using Dispersion Scan. (a) Measured second harmonic intensity as a function of wedge 
insertion. (b) Retrieved second harmonic intensity using simulated pulse. (c)  Pump spectrum (red), phase (blue) and polynomial 
fit of phase (black line). (d) Retrieved pulse intensity has a duration of 3.7 fs FWHM. 



2.1.1 Calibration of XUV spectrometer 

Because the sample is part of the beam path in a reflectivity measurement, accurate 

calibration of the XUV spectrometer is essential, and the calibration must be performed any time 

the sample is moved. A motorized gas cell can be inserted approximately 1 inch before the 

sample, allowing observation of atomic absorption lines in neon  [60] between 45-48 eV and 

argon [61]  between 26-29 eV. These lines are used for an energy calibration of the spectrometer 

by a linear fit of pixel vs wavelength [62].  

 

 



 

 

Example XUV transmittance spectra through Ne and Ar shown in Figure 9(top) show 

sharp atomic transitions corresponding to separate Rydberg series of 2p excited states in Neon, 

and 3s excited states in Argon, which have previously been assigned.  [63,64] The resulting 

calibration obtained Figure 9(bottom)  provides a linear relationship between pixel and 

wavelength, as would be expected from diffraction under small angles. Additionally, 

Figure 9(Top) Transmitted XUV spectra through gas cell containing Neon (red), and Argon (blue), showing
atomic absorption lines used for energy calibration. (Bottom) Linear wavelength calibration obtained (black,
dashed), from fit of atomic peak positions (red, scatter).  



determining the resolution by deconvoluting the natural line shapes of the atomic absorption 

lines in argon with the spectrometer resolution as described in Ref.  [62]. We found our 

resolution to be 40 meV at 28 eV. 

 

2.1.2 Implementation of reflection beam path 

Implementing the reflectivity setup shown in Figure 6 required modification of a 

previously functioning absorption beam path. A top down view of the experimental chamber of 

the previous absorption beam path is shown in Figure 10. Briefly, the XUV beam generated by 

HHG is transmitted through a thin film sample mounted on an XY translation state, dispersed 

with an aberration corrected variable linewidth XUV grating, and imaged on a CCD.  

The newly implemented reflectivity beam line is shown in Figure 11. In this 

configuration, the previous sample mount has been replaced with a mount which allows for 

rotation as well as XY translation. The beam path is then corrected by reflection off of a 2nd 

reflection off of an Au mirror with known reflectivity, dispersed with a new XUV grating, and 

imaged on a CCD. Implementing these changes involved minimal modification to the existing 

beam path, allowing for quick experimentation and iteration with multiple designs. 

 

 

 

 

 



 

 

Figure 10: Top down view of experimental chamber of previous absorption beam path. XUV (purple), transmitted through sample
on XY stage is dispersed with XUV grating and imaged on CCD. 

Figure 11: Top down view of experimental chamber of newly implemented reflectivity beam path. XUV (purple) is reflected off of 
sample on rotation mount with XY translation, corrected by a 2nd reflection off of an Au mirror, dispersed with XUV grating and imaged 
on CCD. 



2.1.3 Time referencing for attosecond temporal stability 

In order to maintain subfemtosecond temporal stability, a gas phase temporal 

referencing scheme, similar to previously published methods is adopted [65]. The motorized 

gas cell used for energy calibration allows for evaluation and stabilization of the pump-probe 

time delay. Passive stability of the setup is verified by recording time-dependent four wave-

mixing signals by exciting the autoionizing states of neon around 45 eV with XUV/NIR 

pulses, perturbing the induced polarization decay with a time delayed NIR pulse. The 

simultaneous excitation of neon with XUV/NIR pulse is achieved by removing the aluminum 

filter after the HHG target. The transient is shown in Figure 12a. Clear oscillations with 

frequency of 1.6 eV (2.6 fs period) are present due to the simultaneous excitation of 2s inner 

valence electrons into 3s and 3d valence states by XUV/NIR pair, which are then probed by 

the second NIR pulse that couples the 3s and 3d valence states by a one photon transition to 

the common final 3p state. Here, the 2.6 fs oscillations serve as a verification of the passive 

stability of our setup.  

Long-term stability for carrying out measurements over many hours is ensured by 

measuring a transient Argon autoionization line transformation near 28 eV, as shown in Figure 

12b. The sharp rise of the line shape change is fit with an error function (Figure 12c) and can 

be used to detect the center of the rise time with an accuracy that is given by the sampling 

frequency. This delay correction scheme allows for a permanent absolute time referencing 

Figure 12: Transient absorption measurement of gas transients for time-delay referencing: (a) Collinear four wave mixing 

signal in the Neon 2s→3p transition, which is used for verifying passive stability  of the setup. (b) Transient absorption 

measurement of 3s excitations to autoionizing np states in argon for time-delay referencing. (c) Lineout (blue line) of the 3s→5p 

transition at 28.02 eV. The fit (red line) to the rise of the transient feature (ROI shown as dotted orange line) is used for delay 

referencing. 



over many hours, and gives real time feedback on the current pump intensity and pump-probe 

overlap through the transient changes in the optical density at the energy of the autoionizing 

line. Gas transients are recorded after every sample measurement over the full delay range, 

which amounts to a transient measurement ever 5-10 minutes. Many sample scans (10-100) 

are typically averaged to obtain a satisfactory signal-to-noise ratio.  

 

2.2 Recovery of static refractive index of Germanium 

The complex refractive index describes the linear optical properties of a material, directly 

providing the reflection of light from a surface and the absorptivity of the material [66]. The 

refractive index is intimately tied to the electronic structure of solids; in the visible wavelength 

regime, it reports on transitions from the valence to conduction band, while in the extreme 

ultraviolet (XUV) or X-ray regimes, it probes transitions from core states into the conduction 

band. The current industrial development of extreme ultraviolet lithography at 13.5 nm will 

eventually require the extension of existing optical metrology techniques into the extreme 

ultraviolet [67,68]. Such techniques require knowledge of the broadband complex refractive 

index. Because of the element-specific nature of core-conduction band transitions, XUV 

absorption, and the corresponding complex valued refractive index provide a wealth of 

information with high sensitivity to atomic number, spin state, and orbital character [38,69,70]. 

Additionally, as attosecond time-resolved measurements in solids become more 

common [15,18,19], there is increased interest in studying XUV refractive indices [50,51,71] as 

the center frequency of attosecond pulses necessarily lies in the extreme ultraviolet part of the 

spectrum. These properties make attosecond pulses very attractive for studying element-specific 

core-to-valence excitations, allowing the tracking of ultrafast oxidation state changes  [72] and 

charge transfer processes [73,74]. Analysis of these measurements relies heavily on high quality 

refractive indexes in the XUV spectral range, which may not be available because synchrotron 

studies typically focus on harder x-rays.   

Germanium (Ge) is a ubiquitous semiconductor, with diverse applications ranging from 

sensors to photovoltaics [75,76]; it has more recently been studied extensively using XUV time 

resolved spectroscopies to follow both electrons in the conduction band and holes in the valence 

band [21,50,77]. In these studies, carrier dynamics were tracked near the Ge M4,5 absorption 



edge from ~28-33 eV, and analysis required knowledge of the complex-valued dielectric 

function in this spectral range. The complex valued dielectric function of germanium has been 

retrieved in the visible to near-ultraviolet part of the electromagnetic spectrum through full 

ellipsometry of reflected light from a Ge surface  [78,79] and the results have been related to 

underlying valence-to-conduction band transitions [80]. Characterization of the dielectric 

function at higher photon energies up to 25 eV was achieved through combined reflectance and 

transmittance measurements in combination with a Kramers-Kronig transform  [81–83].   

The complex refractive index of germanium in the XUV was previously obtained through 

multi-angle reflection measurements  [84] and by Kramers-Kronig analysis of atomic 

photoabsorption cross sections [85]. Both studies revealed the clear signature of the Ge M4,5–

edge around 29.5 eV, but lacked the energy resolution required to observe more detailed 

structure above the edge. Another study obtained more detailed high-energy structures in the 

normal incidence reflection spectrum of Ge [86], but it did not retrieve a refractive index for 

those energies. In this work, we employ multi angle reflectance measurements to recover the 

complex-valued refractive index of germanium around the M4,5–edge, providing access to the 

high energy structures previously observed in Ref  [86], giving access to several new structures, 

and allowing unambiguous assignment of the features present. 



 

2.2.1 Materials and methods: 
Germanium single-crystal wafers of 500 μm thickness, <100> orientation, with surface 

roughness less than 1 nm, were purchased commercially from University Wafers and stored 

under nitrogen until use. In Ref.  [87] it was found that the oxide of Ge grows by less than one 

nm during one day, which minimizes possible surface contamination that could affect the 

measured refractive index. The absolute reflectance was characterized at the synchrotron 

facilities of the Advanced Light Source (ALS) (Beamline 6.3.2) at the Lawrence Berkeley 

National Laboratory (LBNL) by measuring the reflectance at six different angles of incidence 

(60, 65, 70, 75, 80, 85 with respect to the surface normal) for s-polarized XUV light. The 

reflectivity setup has been described elsewhere [88]. Beamline 6.3.2 uses a variable line spaced 

Figure 13 Experimentally measured Reflectance of Ge at 60°, 65°, 70°, 75°, 80°, and 85° from the normal at room 
temperature. R2

 shows quality of the overall recovery fit for the refractive index based on the data from each angle, obtained 
using equation 1 (see text).   



plane grating and slit to select wavelengths with a wavelength precision 0.007% and  a width of 

Δλ/λ=0.0123%. The beam is then focused onto the sample in a 10 μm x 300 μm spot size and 

reflectance is measured with an uncertainty of 0.08% in steps of 0.09 eV. The measured 

reflectance is shown below in Figure 13. The measured reflectance generally decreases with 

increasing angle of incidence. Moreover, there is a sharp drop and subsequent rise near 29.5 eV, 

which has previously been assigned to the Ge M4,5 absorption edge attributed to transitions from 

the spin orbit split 3d5/2, 3/2 core levels to the conduction band. 

2.3 Results and discussion 

2.3.1 Recovery of refractive index 

The complex refractive index  of a material in the XUV is typically written as 

, where  is the real part of the refractive index and , is the imaginary 

part. In general,  describes the phase shift of the incident light per cycle, while  describes the 

attenuation of the incident light per cycle. The absolute reflectance for s-polarization is given 

by the modified Fresnel equation: 

 

 (2.1) 

 

 

Here  is the angle of incidence measured with respect to the surface normal and  is the 

Debye Waller factor, which describes the attenuation of the reflected beam due to scattering at an 

interface with roughness σ, for incident light with scattering vector . [89] Under 

our conditions, σ=1 nm and   ranges from 0.9-0.99. Consequently, surface scattering has a 

fairly small effect on the reflectance.  

In order to retrieve the refractive index, a numerical nonlinear least-squares solver is 

employed to iteratively reconstruct  and  using equation 2.1 and the reflectance at the 6 

different angles shown in Figure 13. The quality of the fit, assessed by the coefficients of 

determination R2 shown in Figure 13, is above 0.98, indicating that equation 2.1 can well 

describe the reflection behavior of the sample. To calculate the uncertainty in the recovered 

 



refractive index, the revival algorithm used to recover  and  is run on , where  is 

the set of measured reflectances  ,  

, and  is the uncertainty in the reflectance measured at 

angle  [90,91]. In this work,  was taken to be 0.08% of   based on the previously 

measured error of the beamline  [88].  Because each of the six components of  can take on 

two possible values , the recovery algorithm was run 26=64 times, once for each possible 

value of . Error bars were taken from the recovered  and  values maximally displaced from 

the refractive index associated with   The resulting refractive index, 

and corresponding uncertainty is shown in Figure 2. The mean errors for  and  (0.06% and 

5.9% respectively), differ by two orders of magnitude, indicating that this procedure is much 

more accurate for  than . (See section 2.3.3 for details).  

 

The resulting refractive index recovered from the multi angle fit is shown in Figure 14, along 

with reference values obtained from previous studies  [84,85] . Overall, the results obtained in 

this work agree quite well with those obtained by Henke et al.  [85], and agree reasonably with 

Figure 14 Retrieved complex refractive index. A) Retrieved   (red, solid) compared to previous studies, along with error (red, 
shaded). B) retrieved n (blue, solid), compared to previous studies, along with error (blue, shaded). 



the results obtained by Feuerbacher et al.  [84]. The recovered  values show a sharp jump at 30 

eV, which has been previously assigned, as noted, to the M4,5 absorption edge. The subsequent 

drop in  above 35 eV is consistent with core hole effects, which reduce the absorption cross 

section above the resonance due to scattering of the conduction band wave functions with the 

core-hole created by the XUV photons [92].  Additionally, there is a corresponding dispersive 

feature in  that is also present in previous work. The recovered  and  values show the 

presence of multiple structures between 30 and 45 eV that have not been previously observed in 

the XUV refractive index. These are discussed in more detail in Sec. 2.3.3 Because  and n 

ultimately both report on the same process, namely polarization of the material by the incident 

XUV light,  and n are not independent. As a result, given knowledge of one quantity (n or , 

the other can in theory be found via the Kramers-Kronig relations [93]. Accordingly, comparison 

of the measured n or  with the n or  obtained by the Kramers-Kronig transform provides a 

useful check for self-consistency of our results. To evaluate the results for self-consistency, we 

applied the Kramers-Kronig transforms to the  and n in Figure 2a, yielding  and , and 

computed the mean RMS error , and , yielding =0.027 

and . For comparison, the same values obtained from Kramers-Kronig analysis of 

Henke et al.'s work were  and . Accordingly, our  and n are reasonably 

consistent with the Kramers-Kronig relations, within expected error. 

 

 

2.3.2 Analysis of Recovery 

To analyze the accuracy with which  and  can be determined from multi angle 

reflection data, we define the sensitivity function in the same manner as previous work  [50,84] 

                        

                                      (2.2)              

 

 



where Rs is the Fresnel reflectance (2.1) and f stands for  or . This function is the ratio of error 

in reflection to the error in the XUV optical constants, which thus provides an estimation of the 

sensitivity of the recovered refractive index to fluctuations in the input reflectivity. The 

corresponding sensitivity functions are shown in Figure 15. Because , we show the relative 

sensitivity (Sf) instead of absolute sensitivity, ( ), to highlight the relative sensitivity for 

these disparate quantities, however analysis of absolute and relative sensitivity show the same 

behavior.    

Overall,  (Figure 15a) is at least an order of magnitude less than  (Figure 15b), 

indicating that the reflectivity measurements are much more sensitive to  than . This result 

explains the two-order of magnitude difference in the errors associated with the recovery of  

and . Generally speaking , therefore we attribute the relatively lower sensitivity of 

the reflectivity to  as being due to the low  value of germanium in this wavelength regime. 

Interestingly,  shows a local minimum in sensitivity, which varies from 60-72° across the 

entire energy region surveyed. The local minimum is extremely close to the XUV critical angle 

of germanium, which is also 60-72° in this wavelength regime. Indeed, when 

=   [94] is plotted along with  and  (red line, Figure 15), it is apparent that for 

Figure 15 Sensitivity functions for Sk and Sn.  Absolute values of the sensitivity functions Sk  (A) and Sn (B) as a function of 
photon energy and angle of incidence. Estimated critical angle (  red dashed line) traces out region of low Sk and marks 
onset of large Sn. 



. This result can be easily explained by the fact that for , an 

evanescent wave forms, and the incident beam experiences total external reflection. As a result, 

the natural attenuation of the beam due to the complex phase shift associated with  becomes 

less significant compared with the already present attenuation of the evanescent wave. 

Consequently, this work suggests that accurate determination of  via multi angle reflection 

requires angles of incidence . In contrast,  shows no local minimum near , and 

grows substantially with less grazing angles of incidence, thus requiring , indicating 

that accurate determination of  requires angles of incidence lower than . This analysis 

reveals that grazing angle reflection may lead to poor determination of  and  in the XUV, due 

to the possibility of total external reflection, and it indicates that, in this system, measurements 

near  are relatively insensitive to . 

2.3.3 Analysis of Refractive Index 

The structures observed in the recovered  (Figure 14a), are highlighted in Figure 16a. 

Single peaks at 30.3 eV, 31.36 eV, 38.69 eV and 41.29 eV as well as doublet structures at 

33.1/33.67 eV, and 34.45/35.12 eV are apparent. Of these structures, those at 31.36, 38.69 and 

41.29 eV have not been observed previously. 

As previously mentioned, the abrupt rise of  at 30 eV is due to the onset of the M4,5-

edge from 3d-core states into unoccupied states in the conduction band.  Because the 3d-core 

states have an essentially flat dispersion, near the M4,5-edge, peaks in  correspond to regions of 

the  conduction band structure that have both flat dispersion (high joint density of states with 

respect to the core levels), and high p-character (as dictated by angular momentum selection 

rules for the XUV transition) [21,50]. 

Because the 3d-core states are spin-orbit split by 0.6 eV, peaks in  should occur as 

doublets spaced by 0.6 eV. To analyze the peaks in  for evidence of doublet structure, the 2nd 

derivative of  with respect to energy is shown below in Figure 4b (black).  The doublet spacing 

of 0.6 eV present in the 2nd derivative (black) reveals that the single peaks at 30.3 and 31.36 eV 

in  are in fact doublets with this splitting. This suggests that the peaks at 30.3 and 31.36 eV in  

originate from transitions from the core states into single regions of the conduction band. The  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 16 Recovered  with assigned transitions in band structure. A) Recovered  with specific transitions. 
B) 2nd  energy derivative. Vertical bars spaced by 0.6 eV, corresponding to the 0.6 eV spin-orbit splitting of the 
3d core levels. C) Band structure showing example transitions from 3d core levels. 



peak at 38.69 eV, by contrast, shows no doublet structure within the noise, indicating that it may 

not originate from a single transition. The lack of a doublet structure in the peak at 38.69 eV 

could however by due to the weak nature of this transition.  

In order to assign the features in Figure 16a, we use the energies of the peaks and 

consider angular momentum selection rules, along with the results a band structure adapted 

from [21], which are shown below in Figure 4c. The resulting assignments are summarized in 

Table 1.  The peak at 30.3 eV is assigned to transitions into the mostly p-character Δ6
c band, as 

the band structure calculations show this band to be 0.97 eV above the valence band maximum 

(VBM), which is known to be 29.3 eV above the 3d3/2 core level, yielding an expected energy of 

30.27 eV for this transition. This assignment is similar to structures observed in near-normal 

incidence reflectance measurements in Ref. [86], but has not previously been observed in the 

complex refractive index. The peak at 31.36 eV is assigned to the mostly p-character Σ5
c
 band, 

which has a flat region 2.1-2.3 eV above the VBM, giving an expected transition energy of 31.4-

31.6 eV with respect to the 3d3/2 core level. This assignment stands in contrast with previous 

work on XUV reflectance [84], which was unable to resolve this transition and instead assigned 

it to a broadened transition at 32 eV. The doublet at 33.1/33.67 eV is assigned to transitions from 

the spin-orbit split core states into the L4,5,6
c bands, which have high p-character and should 

occur at 4 eV above the VBM, (at 33.3 eV with respect to the 3d3/2 core level). The doublet at 

34.67 eV is tentatively assigned to the Σ5,2
c band, which occurs at 5.4 eV above the VBM (34.7 

eV above the 3d3/2 core level). The peak at 38.69 eV is assigned to the high p-character X5,2
c 

band, which is 9.4 eV above the VBM, yielding an expected transition energy of 38.7 eV. 

Despite having a relatively large density of states, this peak is extremely weak in the recovered 

. The weak peak 41.29 eV roughly matches in energy with higher lying X bands, which have 

appreciable p-character density of states between 11.58-12.6 eV above the VBM, corresponding 

Table 1: Observed structures in  and assignments 
Peak Energy (eV) Band Assignment % p-character 

30.30 Δ6
c 46 

31.36 Σ5
c 45 

33.10 L4,5,6
c 76 

33.67 L4,5,6
c 76 

34.45 Σ5
c 71 

35.12 Σ5,2
c 71 

38.69 X5,2
c 93 



to an expected transition energy of 40.88-41.89 eV, however due to the weak nature of the peak 

and the imperfect match with any specific band, this transition cannot be unambiguously 

assigned. 

2.4 Conclusion 

The high resolution complex-valued refractive index recovered in this work allows 

determination and assignment of many structures, which have not previously been observed in 

the refractive index. Further, this work reveals several new structures that have not been 

observed by any method, and these are assigned to the Σ5,C  and the X5,2,C bands.  Finally, our 

analysis indicates that multi angle reflection is much more sensitive to  than . This issue is in 

part attributed to total external reflection at the critical angle. Observation and assignment of 

these features will pave the way for analysis of time-resolved XUV studies in germanium. This 

work constitutes a substantial improvement on the previously available refractive index of 

germanium in the XUV, and it paves the way for future XUV studies of dynamics by transient 

reflectivity in germanium. 

 

 

 

 

 

 



Chapter 3: Femtosecond XUV transient 

reflectivity of Germanium 

Some content and figures of this chapter are reprinted or adapted with permission from 

Christopher J. Kaplan, Peter M. Kraus, Andrew D. Ross, Michael Zürch, Scott K. Cushing, 

Marieke F. Jager, Hung-Tzu Chang and Eric M. Gullikson. 

 

“Femtosecond tracking of carrier relaxation in germanium with extreme ultraviolet transient 

reflectivity,” Phys. Rev. B 97, 1–9 (2018) 

 

 

Extreme ultraviolet (XUV) transient reflectivity around the germanium M4,5 edge (3d 

core-level to valence transition) at 30 eV is advanced to obtain the transient dielectric function of 

crystalline germanium [100] on femtosecond to picosecond time scales following 

photoexcitation by broadband visible-to-infrared (VIS/NIR) pulses. By fitting the transient 

dielectric function, carrier-phonon induced relaxations are extracted for the excited carrier 

distribution. The measurements reveal a hot electron relaxation rate of 3.2 ± 0.2 ps attributed to 

the X-L intervalley scattering and a hot hole relaxation rate of 600 ± 300 fs ascribed to 

intravalley scattering within the heavy hole (HH) band, both in good agreement with previous 

work. An overall energy shift of the XUV dielectric function is assigned to a thermally induced 

band gap shrinkage by formation of acoustic phonons, which is observed to be on a timescale of 

4–5 ps, in agreement with previously measured optical phonon lifetimes. The results reveal that 

the transient reflectivity signal at an angle of 66◦ with respect to the surface normal is dominated 

by changes to the real part of the dielectric function, due to the near critical angle of incidence of 

the experiment (66◦–70◦) for the range of XUV energies used. This work provides a methodology 

for interpreting XUV transient reflectivity near core-level transitions, and it demonstrates the 

power of the XUV spectral region for measuring ultrafast excitation dynamics in solids. 



 

3.1Introduction 

 Understanding the electronic response of  solids to ultrashort laser pulses is crucial for 

developing efficient optoelectronics, [95] hot carrier solar utilization, [96] and other 

semiconductor based devices. Recently, extreme ultraviolet (XUV) transient absorption was 

shown to be capable of simultaneously recording separate electron and hole dynamics in 

nanocrystalline germanium thin films in a single measurement. [21,97] This work confirmed 

intervalley scattering rates and revealed the time-scales of carrier-recombination at defect-rich 

grain boundaries of nanocrystals through a Shockley-Read-Hall mechanism. These results 

highlight the ability of XUV transient absorption to provide a spectrally resolved probe of 

complex dynamics in solids. [11,15,98] However, electron and hole relaxation kinetics measured 

in these films were ultimately limited by the high defect density in the thin film samples, and the 

results were not characteristic of the intrinsic, high purity, material itself. This discrepancy 

highlights drawbacks of XUV transient absorption in solids, namely that it can only be applied to 

very thin films (<100 nm). These thin films are difficult to obtain and can be of questionable 

relevance to representative semiconductors, due to their low thermal conductivity and defect rich 

structure. Developing a tool to provide a spectrally resolved, sub-femtosecond probe of carrier 

dynamics in well-defined, single crystal samples remains a significant challenge in unraveling 

ultrafast processes in solids. 

In contrast to absorption, XUV reflectivity allows spectroscopic access to dynamics in 

optically thick, well-defined samples, greatly extending the set of systems in which XUV 

spectroscopy can be applied. [99–103] Static XUV reflection spectra from high harmonic 

sources have been demonstrated and shown to provide excellent surface sensitivity. [49,104] 

Quite recently, XUV transient reflectivity (XUV TR) was used for time-resolved spectroscopic 

observation of surface electron dynamics in metal oxides. [51] This work highlighted the 

sensitivity of reflectivity to the full dielectric function , including both 

the dispersive part , and the absorptive part . Despite these advances, questions such 

as the relative sensitivity of XUV TR to electronic or lattice dynamics, and the role of the real vs 

imaginary parts of the dielectric function have yet to be explored.  These questions are made 



more difficult by the fact that few XUV TR experiments to date have been performed on single 

crystal samples. Accordingly, comparison of XUV TR to the wide body of optical transient 

reflectivity in single crystal semiconductors is difficult.  

To surmount these challenges, here we develop XUV transient reflectivity to measure the 

time-resolved XUV dielectric function of single crystal germanium, a widely employed group IV 

semiconductor. By monitoring reflectivity around the Ge M4,5 absorption edge subsequent to 

excitation with a few-cycle 800 nm pump pulse, the XUV core-level transitions provide a 

spectrally resolved, ultrafast probe of carrier dynamics in the valence and conduction bands. The 

time-resolved XUV dielectric function is retrieved from the data, allowing spectral separation of 

electrons, holes, and band shift contributions to the observed transient reflectivity. Analysis of 

the recovered transient dielectric function reveals that the XUV TR signal contains information 

from both the real and imaginary parts of the dielectric function and that the real part is more 

significant at the reflection angle chosen. Further, kinetic analysis of the retrieved dielectric 

function allows extraction of electron, hole and lattice relaxation timescales. The measurements 

reveal a hot electron relaxation rate of 3.2±0.2 ps attributed to the Χ–L intervalley scattering and 

a hot hole relaxation rate of 600±300 fs ascribed to intravalley scattering within the heavy hole 

(HH) band, both in good agreement with previous work. An overall energy shift of the XUV 

dielectric function is assigned to band gap renormalization due to the formation of acoustic 

phonons, which is observed to be on a timescale of 4±1 ps, in agreement with previously 

measured optical phonon lifetimes.  

3.2 Methods 

3.2.1 Transient Reflectivity 

The apparatus (Figure 17) consists of an 800 nm Ti:sapphire laser, which is used to 

generate high harmonics  (HHG)  [105], a toroidal focusing mirror, a Ge(100) sample, a variable 

time delay line, a variable line spaced grating, and an X-ray CCD camera to detect the reflected 

signal from the sample.  



In the experiment, a NIR (near infrared) 5-fs pulse, spanning a bandwidth from 550-1000 

nm, is focused collinearly with a time-delayed subfemtosecond XUV pulse created by high 

harmonic generation (HHG) [105] onto a single crystal germanium [100] wafer (Figure 17) at an 

angle of 66° from the normal. This angle was constrained by the geometric configuration of the 

apparatus, but the value is fortuitous because it is near the critical angle in the XUV wavelength 

range of interest, which will be discussed further below. While the apparatus has the capability to 

measure subfemtosecond processes, the results here focus on the many-femtosecond to 

picosecond timescales to perform an analysis of the transient reflectivity dielectric function and 

carrier-phonon processes in germanium. The NIR pulse photoexcites carriers across the direct 

band gap of germanium (0.8 eV, indirect gap 0.66 eV), yielding a carrier density of ~ 3 x 1020 

cm-3 (Figure 17), which corresponds to an excitation of 0.6% of the germanium atoms. The 

resulting excited carrier distribution is then probed via transitions from Ge 3d (J=5/2 and 3/2, 

spin-orbit splitting 0.57 eV) core states to unoccupied states in the valence and conduction 

bands [106] by measuring the transient reflectivity defined as 

, where   and  are the intensity of reflected signal from the static 

(unpumped, 0), and excited sample (pumped, p), respectively. The Ti:sapphire amplifier 

produces 1.7 mJ, 25 fs pulses at a 1 kHz repetition rate. The pulses are then compressed to sub 5-

fs duration (corresponding to less than 2 optical cycles) and 800 μJ pulse energy using self-phase 

modulation in a neon-filled hollow core fiber and chirped mirror compressor (Ultrafast 

Innovations optics). Few-cycle compression is a prerequisite for generation of an XUV 

continuum, which greatly enhances signal to noise over the required large XUV bandwidth in the 

experiment. The usable compressed pulse bandwidth extends from 550-1000 nm, and the pulses 

are characterized using a dispersion scan [107] showing a pulse duration of <5 fs. The 

compressed output is split with a 60:40 beam splitter. Sixty percent of the energy (480 μJ) is 

used to generate the probe via HHG. High harmonics are produced by focusing into a Xe gas 

target, yielding continuous harmonic spectra from 25-40 eV. Residual NIR from the generation 

process is removed with a 100 nm thick Al filter. The XUV probe is then focused onto the 

sample using a grazing incidence gold-coated toroidal mirror.  The remaining 40% pump of the 

energy is time delayed using a retroreflector on a piezostage and recombined collinearly with the 

probe using an annular mirror.   



 

 

 

 

The NIR pump pulse is focused to 200 μm (FWHM) diameter onto the sample, and the XUV 

beam is focused to ~100 μm (FWHM) diameter. Single crystal germanium [100] wafers, 

undoped, were obtained from commercial sources. Any ambient oxide is not removed. The static 

(unpumped) dielectric function of the sample was measured by fitting reflectivity measured at 6 

angles with synchrotron radiation, s-polarized, to the Fresnel equations [45], as described in the 

previous chapter. 

 

 

Figure 17: Femtosecond Transient Reflectivity in germanium. (a) A time delayed XUV pulse  probes transient reflectivity in 
single crystal germanium, after excitation with a few cycle NIR pump pulse. (b). The NIR pump promotes electrons from the valence 
band (red) to the conduction band (green). Subsequently, reflectivity of the XUV probes the excited carrier distribution via 
transitions from 3d core states to the valence and conduction bands at the M4,5 edge. (c) Static reflectivity of germanium at 66° angle 
of incidence, s-polarization. (d). Raw transient reflectivity data measured, with marked reflectivity features 1, 2 and 3 as described in 
text.  



3.2.2 Kinetic Modeling 

To model the kinetics of the time-resolved dielectric function (discussed later), the carrier 

dynamics were compared to a 3 temperature model (3TM) adapted from previous 

work  [108,109] which includes the effects of carrier diffusion, Auger recombination, and the 

spatial dependence of the carrier distribution.  

 

       (3.1) 

          (3.2) 

 (3.3) 

       (3.4) 

     (3.5) 

 

In equations 3.1-3.2, ne is the excited carrier density, Da is the temperature dependent ambipolar  

electronic diffusion coefficient of germanium [110], D0 is the ambipolar electronic diffusion 

coefficient at room temperature, [25] Ta  and To are the temperatures of the acoustic and optical 

phonon baths, Te is the excited carrier temperature, is the auger recombination rate, [111] 

and  is a source term, (a hyperbolic secant squared pulse with 5 fs full width at half max, 

with 800 nm wavelength). In equations 3.3-3.5, Ce, Co, and Ca refer to the heat capacities of the 

electronic, optical phonon, and acoustic phonon baths respectively, , , and  refer to the 

electron-phonon, and phonon-phonon coupling times. Additionally, Ca is the thermal diffusion 

coefficient of germanium. The heat capacity of the acoustic phonons is modeled using an Debye 

model with a Debye temperature of 374 K. [112] 



The resulting carrier density profile obtained from the model is shown in Figure 19. The carrier 

density shows dynamics expected for an inhomogeneously excited sample. Initially, the carrier 

density profile shows an exponential decay as a function of depth, due to attenuation of the pump 

in the material. Rapidly, diffusion causes a reduction in the steepness of the depth profile, and 

Figure 19: Simulated time dependent carrier density profile within sample, obtained from model described in 
section 3.2.2. Surface carrier density shows rapid decay in time due to auger recombination, and diffusion of the 
excited carrier distribution into the bulk. 

Figure 18: Simulated temperature dynamics obtained from model. (Left), electron temperature, (middle) optical phonon temperature, 
(right) acoustic phonon temperature. 



auger recombination causes further depletion at the highest density regions (the surface). 

The resulting carrier, optical phonon, and acoustic phonon temperatures are shown in Figure 18. 

The 3 temperature system shows well documented behavior in which the pump laser rapidly 

excites the carrier bath, which then cools by scattering with optical phonons via deformation 

potential scattering on a sub picosecond timescale [113–115], which then subsequently transfer 

energy to the acoustic phonon bath on a multi picosecond timescale. 

3.3Results and Discussion  

3.3.1 Transient Reflectivity 

The static reflectivity spectrum shown in Figure 17c, is characterized by a sharp decrease 

and subsequent increase of the reflectivity around the Ge M4,5 edge (29.2, 29.8 eV), 

corresponding to transitions from the 3d5/2,3/2 core states into unoccupied states in the valence 

and conduction bands. The onset of the reflectivity increase around 30 eV mimics the evolution 

of the imaginary part of the refractive index, i.e. the absorbance of the material.  

The transient XUV reflectivity changes,  as a function of pump-probe delay and 

reflected photon energy are shown in Figure 17d. The transient features observed can be broadly 

classified as follows: a decrease in reflectivity from 28-29 eV that persists for at least 10 ps 

(feature 1), an increase in reflectivity from 29-30 eV (feature 2) that decays within 3 ps, and a 

pair of features at 30.1 eV, and 30.7 (feature 3) that gradually grow in on a many-picosecond 

timescale.   

Ultimately, the transient features in Figure 17d need to be linked to the pump-induced 

creation of holes in the valence band (below 29.2-29.8 eV), electrons in the conduction band 

(above 29.8-30.4 eV), and the subsequent relaxation processes [21]. Both features 1 and 2 lie 

below the formal onset of the conduction band (29.8 eV), requiring a detailed analysis (discussed 

below) to make this link and to spectroscopically assign features 1, 2 and 3. The analysis also 

considers the 3d spin-orbit splitting of the major features due to electrons and holes. 



3.3.2 Decomposition of transient reflectivity into carriers and energy 

shift 

The recorded transient reflectivity (Figure 17a) results from changes in the real and 

imaginary parts of the dielectric function of germanium due to state-blocking by excitation of 

both electrons and holes and energy level shifts due to changes in core-hole screening and 

phonon dynamics. In order to disentangle and recover these separate effects from the XUV 

transient reflectivity data, we start with the premise that the changes to the dielectric function can 

be fit by sum of a few complex oscillator terms.  Thus, a fit of the transient reflectivity data is 

made via equation 3,6 to an excited state transient dielectric function,  , of the following 

form: 

 

 

   (3.6) 

where      and   represent contributions to the dielectric function from global 

shifts and the carriers (electrons + holes) respectively. In equation (3.6),  is the ground state 

dielectric function (measured by multi angle reflection), and  describes the impact 

of global shifts to the excited state dielectric function, which physically correspond to energy 

shifts of the core-level or the unoccupied conduction band states. The two Lorentzian terms are 

Lorentz-Drude oscillators, one for the electron and one for the hole contributions to the excited 

state dielectric function. The Lorentz-Drude model is frequently used to model the dielectric 

function in the optical, UV, or XUV frequency ranges  [113,116]. 

The two oscillators are described by the parameters , , , , , and , 

which include the amplitude, central frequency, and width of excited electron and hole induced 

changes to the dielectric function. At each time-delay point the broadband transient reflectivity 

signal is fit to equation (3.6), giving a parameterization of the excited state dielectric function in 

 
 

 

 



terms of electron, hole, and global shift contributions, and allowing separation of the transient 

contribution from each term. 

Previous work accounted for the spin-orbit splitting of the core-hole by deconvolving the 

dynamics under the assumption that the 3d5/2 and 3d3/2 core states give rise to a statistical 

distribution of transient features, with ratios 3:2 [21,77]. In the presented model, this would be 

accounted for by splitting each oscillator into two components, spaced by the spin-orbit splitting 

(0.57 eV), with a set amplitude ratio of 3:2. Fitting using this model is unable to match the 

Figure 20: Transient Reflectivity Modeling and Decomposition.  (a) Electron contribution to   computed from dielectric 
function fit in equation 3.1. (b) Hole contribution to   computed from dielectric function fit. (c) Shift contribution to   
computed from dielectric function fit. (d) Total recovered   computed from dielectric function fit. 



experimental data. This could be due to the broad nature and complex shape of the M4,5 

transition, especially in the dispersive part of the dielectric, [106] and it will be shown below that 

the real part of the dielectric function dominates the reflected signal at the specific angle used 

here. There could also be a non-statistical branching ratio from the two spin-orbit core-level 

states [117–119]. Both of these could result in the M4,5 being experimentally better fit by single, 

broadened transitions, one each for electrons and holes. Consequently, we use only two 

oscillators, one for the electrons, and one for the holes, to model changes to the dielectric 

function near the M4,5 edge. As shown below, this simple model provides a very good 

description of the observed dynamics, further justifying the simplifying assumption of a single 

oscillator each for electrons and holes.  

The extracted reflectivity contributions for the holes, electrons and shifts (Figure 20a-c) 

allow assignment of the features in the experimental data. The total recovered transient 

reflectivity (Figure 20d) closely tracks the experimental data (Figure 17d) indicating that the 

model captures the dynamics present. The transient reflectivity contributions of both holes and 

electrons show a dispersive line profile at each time delay. This dispersion line has opposite 

signs for electrons and holes, and it changes sign at the center energy of the carriers, resulting 

from the fact that the electrons and holes have opposite effects on available states for XUV 

transitions. Holes contribute a depletion from 28.3 to 29 eV and an increase from 29 to 31 eV, 

which narrows, but persists for the entire 10 ps duration of the measurement (Figure 20a). 

Electrons contribute an increase from 28.3 to 30 eV and a depletion from 30 to 31.5 eV, which 

decays within approximately 4 ps (Figure 20b). The global shift contributes a depletion below 

29.9 eV and an increase above 29.9 eV, which gradually increases on a longer timescale. 

Interestingly, both the electron and hole  contributions in Figure 20a,b show 

broadband changes spanning from a 3.2 eV range from 28.3 to 31.5 eV, including changes 

within the band gap region ~29-30 eV. This is because  is sensitive to both  in addition to 

. Previous work has observed changes to the dispersive  in the gap region of semiconductors 

following interband excitation. [120] Accordingly, we attribute  in the gap region to pump-

induced changes in . 

 



3.3.3 Assignment of the time resolved dielectric function 

The transient dielectric function,   was recovered from the fit 

of the experimental data to equation 3.6 and is shown in Figure 21a and Figure 21b. The real 

part, 
 
 shows a transient depletion from 29-30 eV right at the M4,5 edge, persisting for 4 ps, 

and an increase below 29 eV, which persists out to 10 ps. The imaginary part, 
 
  shows a 

persistent increase from 28.5 to 29.3 eV (just below the M4,5 edge), and a transient depletion 

from 29.9 to 31 eV (just above the M4,5 edge), which is replaced by an increase growing in 

within around 4 ps. Both 
 
and 

 
shift toward the M4,5 edge (29.6 eV) on a multipicosecond 

timescale.   

To aid in assignment of the features in the transient dielectric function, the carrier 

contributions to the transient dielectric function ( =  ) are shown in 

Figure 21c,d. Comparing the carrier contributions to the total contributions reveals that most of 

the features of and  near the M4,5 edge come from the carrier contributions to the 

transient dielectric function. Indeed, the depletion in  below 29 eV and transient increase 

from 29-30 eV are well captured by the carrier contribution, . Similarly, the increase 

below 29.6 eV and depletion above 29.8 eV present in  is almost entirely captured by 

features in the carrier contribution, .  

Near the Ge M4,5 edge, the XUV dielectric function is dominated by direct, interband 

transitions from the 3d core-levels, to unoccupied states in the valence and conduction 

bands. [86,121] Accordingly the imaginary part of the linear dielectric function can be written 

as [122],          

(3.7) 



 

where e is the electron charge, m is the electron mass, Pfi , is the transition dipole matrix element 

between the initial and final states, Jfi  is the joint density of states, f runs over all unoccupied 

states, and i refers to the 3d core states. Inspecting equation 3.7 reveals that carriers created by 

the pump  can modify the XUV dielectric function either through state blocking (represented as a 

change in the joint density of states) or though renormalization of the 3d core hole potential 

manifesting as a change in the transition matrix element and the joint density of states). 

Consequently, the amplitude 
 
can be directly related to modifications of the density of states 

(i.e. state blocking by an excited carrier distribution), weighted by the transition dipole moment. 

Figure 21 Recovered Time resolved dielectric function: (a) Transient dispersive 
 
retrieved from model. (b) Transient 

absorptive  retrieved from model. (c) Carrier contribution to  retrieved from model. (d) Carrier contribution to  
retrieved from model, showing carrier center energies of electrons (red line), and holes (blue line), respectively. 



Because  is directly related to the change in XUV absorption of the material [123], we 

can interpret the transient features in near the band edge as arising from state blocking 

of the M4,5 transition by photoexcited carriers. The NIR pump promotes electrons from the 

valence band (VB) to the conduction band (CB), creating holes in the VB. The electrons in the 

CB reduce the available density of states for transitions from the 3d core-levels, resulting in the 

transient depletion of  from 30-31 eV (Figure 21d). Similarly, holes in the VB increase the 

available density of states for core-level transitions, resulting in a positive  below the band 

edge. The assignment of  features to state blocking is supported by recent XUV transient 

absorption in germanium in which similar state blocking contributions were observed near the 

M4,5 edge. [21] 

3.3.4 Enhanced sensitivity to  

To better understand the relationship between the measured transient reflectivity in 

Figure 20d and the recovered transient dielectric function, we computed the transient reflectivity 

contributions from the measured real and imaginary parts of the transient dielectric function 

(Figure 22a,b). For example, the imaginary contribution (Figure 22a) was computed as follows: 

                  

(3.8) 

where  and  are the (static) ground and excited state dielectric functions from equation 3.6. 

Despite the fact that dispersive  and absorptive  are both of similar magnitudes, the 

majority (74 ± 10 %) of the ΔR/R signal observed over the range of 28.3-31.5 eV can be 

attributed to the  (real) contribution (Figure 22a). The  (imaginary) contribution (Figure 

22b) by contrast is smaller, contributing only 26 ± 10 % of the reflectivity changes from 28.3-

31.5 eV. The insensitivity of the measured transient reflectivity signal to 
 
near the M4,5 edge 

can be explained by examining dR/d   and  dR/d , which are shown in Figure 22c. For small 

Δ  the magnitude of the computed derivatives in Fig. 4c provides an estimate of the sensitivity of 

the transient reflectivity to the real and imaginary parts of the dielectric function. Over the range 

of 28.3 to 31.5 eV, dR/d contributes 72% of the total derivative, indicating that relative 

sensitivity of ΔR/R to  can be mainly explained by the static ground state dielectric function. 

 



Interestingly, due to the zero crossing at 29.8 eV, from 29.7 to 29.9 eV contributes less than 

5% to the total derivative, indicating a substantial lack of sensitivity to  in this region. 

More intuitively, the lack of sensitivity to  at 29.8 eV can explained by the fact that at 

this energy, the angle of incidence is near the critical angle for germanium. This is illustrated in 

Figure 22d, which shows dR/d , computed as a function of the angle of incidence (heat map), 

overlaid with the critical angle (red line), computed as , where n is the real part of the 

ground state refractive index (recovered from the multi angle fit described in the SI). 

Interestingly, the critical angle closely tracks the zero of dR/d , indicating that dR/d can be 

selectively tuned to greater or lower values by changing the angle of incidence nearer or further 

from the critical angle. Consequently, near-critical-angle transient reflectivity allows for 

selective sensitivity to   in many systems. In light of recent work demonstrating that the real 

part of the index of refraction shows enhanced surface sensitivity [51], the prospect of selective 

probing through the dispersive  provides a promising approach to achieve enhanced surface 

sensitivity with XUV transient reflectivity. 



Figure 22 Sensitivity of Transient Reflectivity to 
1
: (a) ΔR/R computed with static 

 1
 and transient 

 2 
retrieved with 

model. (b) ΔR/R computed with static 
 1 

and transient 
 2

. (c) Red, dR/d
 2 at experimental angle of incidence (66), computed 

from static dielectric function, showing zero at 29.8 eV. Grey, dR/d
 1 

at experimental angle of incidence (66), computed from 

static dielectric function, showing no zero. (d). Heatmap: dR/d
 2 as a function of angle of angle of incidence, computed from 

static dielectric function. Red line: critical angle for XUV computed from static dielectric function, clearly tracking the zero of 
dR/d

 2. 

 

3.3.5 Carrier and phonon thermalization kinetics 

The dielectric function extracted in Figure 21a,b allows determination of carrier dynamics 

initiated by the NIR pump. The electron and hole positions, extracted by the fit to equation 1, are 

shown in Figure 23a, along with bi-exponential fits. Both features show a rapid shift toward the 

band edge, (τ1= 600±300 fs for holes, τ1=400±300 fs for electrons), followed by slower shifts 

toward the respective band edges (τ2=4.8±0.7 ps for holes, τ2=5.5 ±1.2 ps for electrons), which are 

similar within experimental error. 



The timescale of the initial rapid decay of the carrier features toward the band edge is consistent 

with thermalization of the hot carrier distributions by carrier-carrier and carrier-phonon scattering 

following excitation with the pump. Because these dynamics have been studied in detail recently in 

the XUV, [21] and thoroughly in the past, [110,115,124] we only provide a brief discussion here. 

For holes, thermalization is dominated by intravalley scattering within the heavy hole band, which 

should occur on a timescale of approximately 600 fs. [115] Consequently, we assign the 600 fs hole 

relaxation time to intravalley scattering within the HH band. For electrons, the rapid decay toward 

the band edge is dominated by intervalley scattering from the Γ and L valleys to the X valley, due to 

its high density of states.  [115,124] Accordingly, we attribute the 400 fs timescale to electron 

thermalization, mediated by Γ-X and L-X intervalley scattering. Note the large error bars on this 

number specified above. 

The timescale of the slower shifts toward the respective band edges (τ2=4.8 ps for holes, τ2=5.5 

ps for electrons) is too slow to be attributed to thermalization of the excited electronic distribution 

(as seen Figure 23a), which has been observed to occur in <1 ps. [125] Instead, we propose that the 

slower carrier shifts track the renormalization of the band gap by acoustic phonons created by 

electron-phonon and phonon-phonon scattering. [126] Initially, the pump produces an excited 

electron distribution with nearly 8000 K of excess kinetic energy. These carriers should then 

thermalize via carrier-phonon scattering (~10s-100s of fs), resulting in a buildup of optical 

phonons. [24] Optical phonons then decay via anharmonic decay into 2 lower-energy acoustic 

phonons. [127] The resulting acoustic phonons then modify the band gap via either electron-phonon 

coupling, or thermally induced lattice expansion. [128–130] The observed timescales are 

inconsistent with previous work which observed thermally induced lattice expansion in Germanium 

on a much longer time scale (75 ps). [131] Accordingly, we attribute the band gap shrinkage to 

renormalization by acoustic phonons, which results in the apparent movement of the carrier 

energies in Fig. 4a toward the band gap. In this case, we can then identify the time constants of 4.8 

ps and 5.5 ps (similar within error) as decay times for anharmonic decay of an optical phonon into 2 

acoustic phonons. Our measured decay times match well with LO lifetimes of 4 ps, previously 

measured in Ge. [26] Accordingly, we attribute the 4.8 and 5.5 ps timescales to decay of the LO 

phonon population, which tracks the thermally induced bang gap shift. 

 



Lineouts along the maximum of the electron and hole features from 3d are incorporated into 

Figure 23b, showing the decay of the electron and hole contributions to the absorptive . Both 

contributions decay rapidly, although the decay cannot be well fit with a single exponential. By 

definition, the carrier contribution to 
 
 is directly proportional to excited carrier density, weighted 

by the XUV transition dipole element (equation 3.6), hence decay of the transient dielectric function 

modification reports on two processes: depletion of the excited carrier distribution and intervalley 

scattering of the carrier distribution between regions of different XUV oscillator strengths. 

The fact that the electron- and hole-induced dielectric changes (Figure 23b) show substantial 

decay within 10 ps means that surface recombination cannot explain the kinetics observed, as 

carrier recombination is observed to occur on the μs timescale. [132] To further understand the 

origin of the electron and hole kinetics, we modeled the spatial evolution of the excited carrier 

distribution after excitation (SI), including Auger recombination, and a temperature dependent 

diffusion constant. [25,108–110,112] Because the pump is much larger than the probe, diffusion 

parallel to the surface of the wafer is neglected, and only diffusion normal to the surface is 

considered. [110] By assuming that 
 
 is proportional to the surface carrier density, our 

simulations (blue solid line in Figure 23b) recreate the hole kinetic trace (blue circles) using an 

initial carrier density of 3x1020 cm-3. Based on the agreement with simulations, we attribute the 

depletion of the hole signal to diffusion of holes out of the probe interaction region, in conjunction 

with Auger recombination, in which an electron and hole recombine and transfer excess energy to 

another electron or hole. These results agree with previous work in germanium, in which carrier 

diffusion was shown to play a substantial role in hole bleaching on a 6 ps timescale. [110]  

By contrast, the electron contribution to 
 
decays more rapidly and is almost entirely gone 

by 3 ps. This depletion cannot be explained by a combination of diffusion and Auger 

recombination, as both of these processes should lead to a persistent signal for over 10 ps. Previous 

studies have shown that initial excitation in germanium results in rapid transfer of population from 

the Γ–Χ  valleys, via deformation potential interaction (~200 fs), followed by slow transfer of 

population of electrons from Χ–L within ~3 ps [110,115]. Because the L valley is mainly Ge 4s 

character, while the Χ valley is mainly Ge 4p character, XUV transitions from the 3d core state to 

the L valley are forbidden by angular momentum selection rules, while transitions to the Χ valley 

are allowed. [21] Thus, electron scattering from the Χ to the L valleys should result in a depletion of 



electron signal. Accordingly, we model the depletion of the electron contribution to  by 

considering Auger recombination, diffusion, and a single exponential decay representing Χ-L 

intervalley scattering Figure 23b, red line. This allows extraction of an Χ–L population transfer time 

constant of 3.2±0.2 ps, which is in good agreement with previous results. [115] 

The transient band shift extracted from equation 2 is shown in Figure 23c. It is fit with a 

combined step function and biexponential decay and rise of the redshift (note negative numbers on 

the graph) with time constants of 1.8±0.4 ps and 4.0±1.0 ps. The timescale of the rapid initial 

redshift is too rapid to distinguish in the longer time experiments emphasized here, and it is 

accordingly attributed to a carrier induced dynamic redshift of the conduction band due to screening 

by carriers. [133] The observation is additionally supported by a similar carrier induced dynamic 

redshift in XUV transient absorption in germanium. [21] Previous work has shown that the redshift 

of the conduction band should scale as the cube root of the excited carrier density. [134] 

Accordingly, the 1.8 ps decay of the redshift is thus attributed to a depletion of carriers, via Auger 

recombination and diffusion. Because the rate of Auger recombination goes as n3, (where n is the 

carrier density) initially, recombination is relatively faster, and it slows down as recombination 

occurs. Accordingly, the recovered 1.8 ps timescale retrieved for the band shift should not result in 

complete depletion of the carriers within 1.8 ps, and this is consistent with the observation of 

excited carriers out to 10 ps.  Finally, the 4 ± 1.0 ps growth of the redshift is attributed to band gap 

renormalization by the  population of acoustic phonon modes, which matches previously measured 

optical phonon lifetimes. [135] Within error, the agreement of the 4 ps redshift with the 4.8 and 5.5 

Figure 23: Kinetics Extracted from Dielectric fit  (a) Electron (red) and hole (blue) positions (central energies) obtained from equation 
3 with bi-exponential fits. The electron position stops at 4 ps due to depletion of electron signal. (b) Δε2  obtained for electrons (red) and 
holes (blue) with fits from model (see text) (c) Red shift extracted from modeled dielectric function, along with biexponential fit. 



ps timescales shown in Figure 23a provides further support to the assignment of these processes to 

phonon decay, since all three timescales should ultimately report on the same process. The 

recovered time constants, their associated errors, and the assigned processes are summarized below 

in table 2.  Although the LO phonon lifetimes derived from the band shift, electron carrier center, 

and hole carrier center differ slightly, the time constants retrieved are consistent within error. The 

impact of acoustic phonon induced gap shrinkage is expected to differ for different bands [108,136]. 

Because the 4 ps timescale obtained from the band shift (Figure 23c) is obtained from a global shift 

of the entire static spectrum, it should be the most reliable, since it should average out differences in 

the valley specific band shifts. Accordingly, we take the 4 ps timescale to be the LO phonon 

lifetime, in good agreement with previous work. 

 

 

3.4 Conclusion 

XUV transient reflectivity at the Ge M4,5 edge was developed, and a framework for 

interpreting the XUV spectral changes in terms of electron, hole, and phonon contributions spectral 

contributions was reported. This framework allows simultaneous, independent measurement of 

electron, hole, and phonon thermalization processes as well as recovery of the time dependent 

dielectric function following photoexcitation. Further analysis reveals that under our experimental 

conditions near the critical angle, the XUV TR is dominated by changes to the real part of the 

dielectric function. Retrieval of the real  and imaginary  allows tracking of carrier centers of 

Table 2: Recovered time constants and assigned processes 

Time constant Error Process Source 

600 fs 300 fs Hole relaxation Carrier center 

400 fs 300 fs Electron relaxation Carrier center 

1.8 ps 400 fs Diffusion/Recombination Band shift decay 

3.2 ps 200 fs  X-L Electron scattering Electron signal decay 

4.0 ps 1.0 ps LO Phonon lifetime Band shift growth 

4.8 ps 700 fs LO Phonon lifetime Carrier center 

5.5 ps 1.2 ps LO Phonon lifetime Carrier center 



energy and relative populations, allowing independent thermalization rates to be simultaneously 

measured. Hot electron relaxation via Γ-X and L-X intervalley scattering are observed within 

400±300 fs, hot hole relaxation via intravalley scattering within the HH band are observed within 

600±300 fs, in agreement with previous work. [115] Additionally,  electron Χ–L intervalley 

scattering was observed within 3.2±0.2 ps. Band gap renormalization  by electron-phonon coupling 

via acoustic phonons, previously unresolvable in XUV absorption measurements, was observed 

within 4-5 ps, in good agreement with previously measured optical phonon lifetimes. [26] The 

agreement of the observed relaxation kinetics with those previously measured using optical methods 

highlights the fact that XUV transient reflectivity can be used quantify the carrier dynamics and 

band gap shifts in semiconductors, and the method can overcome the thin sample issues associated 

with XUV Transient absorption. The framework put forth in this work allows for rigorous 

interpretation of XUV Transient Reflectivity spectral components, and opens the door for 

attosecond investigation of ultrafast process in materials that are inaccessible by absorption 

methods. 

 

 

 

 

 

 

 

 

 

 

 

 



 

Chapter 4: Attosecond Transient Reflectivity 

of Germanium 

The interaction of coherent light with matter can modify the electronic structure of a solid 

through dressing of the band structure with photons, leading to new material properties.  Here, 

attosecond transient reflectivity is developed to allow possible observation of rapid oscillatory 

behavior in the valence and conduction bands of germanium during photoexcitation. A period of 

oscillation observed is consistent with coherent electron-hole pairs, however systematic 

experimental error cannot be ruled out as the origin of the oscillation. Additionally, other signals 

above and below the Fermi-level are observed, which may be consistent with the creation and 

population of Floquet-Bloch bands. However, without further work, these features cannot be 

definitively assigned to Floquet-Bloch bands. While definitive discovery and assignment of 

various short time dynamics are elusive,  this work lays the groundwork for future investigations 

of attosecond dynamics of semiconductors with attosecond transient reflectivity, and it identifies 

potentially interesting behavior that warrants further investigation. 

 

4.1 Introduction 

Coherent light-matter interactions in atoms and molecules can lead to hybridized photon-

matter states, referred to as laser-dressed states [137]. Dressed states are critical in the 

description of optical properties of atoms and molecules in laser fields and for the 

implementation of schemes for optical pumping and laser cooling. Recently, laser dressing of 

electronic bands in solids [138] has gained substantial interest due to the potential for 

engineering material properties. Theoretical work has described how to turn semiconductor 

quantum wells into a Floquet topological insulator by microwave frequencies [139], create 

topologically protected states in graphene under mid-infrared irradiation [140], and switch 

material properties between Weyl semimetal, Dirac semimetal, and topological insulator states 



by 800 nm laser pulses [141]. Successful demonstrations to laser-switch material properties 

include the realization of Floquet topological insulators by coupled waveguides [142], transient 

laser-induced phase transitions, [143–145] and the excitations of collective modes in 

superconductors [146]. Here, attosecond transient reflectivity is used to monitor even shorter 

real-time photoexcitation dynamics in germanium, with the intent to reveal the possible creation 

of laser dressed states, as well as the excitation of coherent electron-hole dynamics with periods 

from < 10 fs.  

Floquet-Bloch states in solids, which are replicas of the Bloch bands by integer multiples 

of the photon energy of the dressing laser pulses, were first experimentally reported on the 

surface of a topological insulator under laser irradiation [147,148]  by angle-resolved 

photoemission spectroscopy (ARPES). ARPES is extremely powerful for measuring the band 

structure as well as femtosecond to picosecond dynamics, while attosecond measurements add 

the new capability to observe real-time electron dynamics. 

 Attosecond metrology [149] has resolved electron transport and excited states lifetimes 

following XUV single-photon ionization in solids [150–152] and nanoparticles  [153,154] on 

timescales of a few tens to hundreds of attoseconds and monitored the dynamics of laser-dressed 

states in noble gases. [155–158] Strong-field induced attosecond electron dynamics by visible to 

near-infrared (VIS/NIR) pulses can lead to high-harmonic generation in solids  [31,159,160]. 

The underlying field-driven transient electron dynamics can be resolved by attosecond transient 

absorption [17]. Extreme ultraviolet (XUV) transient absorption of solids has been powerful in 

revealing transient band polarizations and Stark shifts on time scales corresponding to multiples 

of the center frequency of the VIS/NIR pump pulses  [16–18] and in observing carrier dynamics 

after photoinjection of electrons into the conduction band (CB) [11,15] However, attosecond 

transient absorption is limited to thin samples, which are rarely single crystals. The periodic 

structure of single crystals is required for the formation of the laser-dressed Floquet- Bloch 

states, due to the requirement of a periodic potential in both time, through the laser pulses (the 

eigenfunctions of which are called Floquet states), and space, through the crystal structure (the 

eigenfunctions of which are called Bloch states). 

 

 



 

 

 

 

4.2 Methods 

4.2.1 Transient Reflectivity  

 

To overcome the limitations of current attosecond and photoemission techniques, and to 

provide a new technique that can follow the full dielectric response of a solid, attosecond 

transient reflectivity in the XUV was developed as discussed above and used to monitor the 

possible coherent electron excitation dynamics in possible laser-induced Floquet-Bloch states of 

germanium. Transient reflectivity is sensitive to the real and imaginary parts of the refractive 

Figure 24 Concept of the experiment: A) Scheme of the experimental setup. B) Static XUV reflectivity of germanium. C) Band
structure of germanium. The violet arrows indicate XUV transitions. D) Spectrum of the VIS/NIR pump pulses (red) and visible
absorption spectrum (blue, adapted from ref (28)). The maxima of the absorption spectrum are assigned to specific regions in the band
structure. E) Transient reflectivity signal of germanium. Positive delays correspond to VIS/NIR pulses preceding the XUV pulses.  



index and thus monitors the complete dielectric response of the sample to external fields. In the 

experiment, intense VIS/NIR pump pulses photoexcite germanium and simultaneously dress the 

valence and conduction bands. Extreme ultraviolet attosecond pulses produced by high-harmonic 

generation at 30 eV interrogate the dynamics at the Ge M4,5 edges by promotion of electrons 

from the 3d core orbitals into unoccupied valence bands (VBs) and CBs. Transient reflectivity 

encodes spectral signatures of holes, electrons and band-gap renormalization in the transient 

reflectivity through changes of the real and imaginary part of the refractive index. 

The experimental setup shown in Figure 24a has been designed to obtain absolute 

intensity calibrated reflectivities from the sample. The static XUV reflectivity of Ge in Figure 

24b can be interpreted in a similar way as an absorbance [161]. This correspondence holds best 

for normal incidence and is approximately true for other angles, so long as the real part of the 

refractive index is near unity, which is generally the case in the XUV. The dip and sharp rise 

around 29.5 eV in the static reflection spectrum (Figure 24b) correspond to the onset of core-to-

conduction band transitions, which increases the absorption. Other maxima in the reflection 

spectra can be assigned to valleys in the CB when there is a high density of states that have p-

orbital character. The changes in curvature around 30 eV and the maximum around 30.5 eV 

correspond to the Δ1 and X1 points in the band structure in Figure 24c, respectively, while the 

maximum around 33.5 eV corresponds to the L3 valley. 

 

4.2.2 Band-Structure calculations 
Density functional theory (DFT) within the Vienna ab-initio simulation package (VASP)  

is used to calculate the band structure of germanium (Figure 24c). The same calculations were 

employed in ref. [21]. A generalized gradient approximation and Hubbard (GGA+U) approach 

were used. Details on the computational method and parameters can be found in ref. [21]. 



 

 

 
The band structure is shown in Figure 25a for completeness. The direct band gap for the same 

points in k-space is shown in Figure 25b.  The absolute density of states (DOS, black) is shown 

in Figure 25c together with the relative p-orbital (blue) and s-orbital (red) contributions.  The 

percentage of the relative orbital contributions to all energies is shown in Figure 25d. 

The absolute and relative orbital contributions to the DOS (Figure 25c,d) indicate that 

most of the VB has p-character.  Thus the XUV transitions from 3d orbitals will mainly probe 

holes in the VB. The CB has stronger s-orbital character, nevertheless hybridization of atomic 

orbitals leads to significant p-orbital contributions.  However, the regions at the Γ and L valley, 

Figure 25: Band structure, band gap and DOS of Ge(a) Band structure of Ge. (b) Direct band gap for all k points of 
the band structure shown in (a). (c) Absolute density of states (DOS)  and s-orbital (red) and p-orbital (blue) 
contributions to the DOS. (d) Relative percentage of orbital contributions to the band structure. 



where the direct band gap (Figure 25b) is directly accessible by one-photon excitation, mostly 

consist of 4s orbitals, which makes the XUV probe less sensitive to the dynamics in these 

regions of the CB. 

 

4.2.3 Assignment of the UV/VIS spectrum 
The visible absorption spectrum of germanium is shown in Figure 24d and was adapted 

from ref. [79] The assignment was based on the band structure shown in Figure 25a,b and the 

previous assignment by Brust et al. in ref. [80] . The direct band gaps from the Λ3 → Λ1 to the L3    

→ L1 transitions were found to be around 2 eV in our DFT calculations. The L3  → L1  transition 

was assigned to the rising onset of the absorption at 2.1 eV, and the Λ3 → Λ1  transition to the 

maximum at 2.3 eV in ref. [80] .The more recent measurement of the absorption spectrum 

in  [79] found the maximum in the absorption spectrum at 2.4 eV which agrees exactly with the 

center frequency of the experimentally  observed dynamics.  The direct band gaps from the X4  

→ X1  to the Σ4  → Σ1  transitions  are around 4 eV in the calculation in Fig Figure 25 . The 

maxima from 4.3 to 4.4 eV in ref. [80] were assigned to this transition.  

 

4.2.4 Data analysis of attosecond transient reflectivity signals 
For all Fourier analyses shown in the discussion, the rising part of the signal for each 

energy was subtracted by smoothing the signal at each recorded photon energy over 50 delay 

points (each delay point has a time separation of  67 as). This subtraction isolates the oscillatory 

components of the signal, which would otherwise be overshadowed by a strong and broad dc 

component that is due to the slowly rising part of the signal. Physically, this slowly rising signal 

is due to the gradual photoinjection of carries from the VB into the CB. While this method has 

merits, it also exposes the experimental analysis to artifacts. In the sections below, an analysis is 

first made and then a critique of the assessment in considered in detail. 



 

 

 

 

 

For the short-time Fourier transform, which is sometimes also referred to as Gabor  transform, a 

3rd order Gaussian time window  with 5 fs FWHM is slid along the data, and a Fourier transform 

is calculated for selected delay points of the time window as shown in Figure 26. Just as the 

Nyquist frequency poses an upper limit to the fastest resolvable oscillations given by the 

sampling interval, the Rayleigh frequency poses a lower limit, which is given by the total length 

of a time scan, or in the case of a short-time Fourier transform by the FWHM of the time 

window.  These frequencies pose the axis limits of the frequencies shown in Figure 27 e,f. 

 

Figure 26: Energy lineouts and time-window for short-term FFT Energy lineouts at various energies from the transient 
reflectivity  scans of germanium are shown. For Fourier-transforming the data, the slow rise of the reflectivity  signal, which is 
due to the gradual carrier excitation, is treated as background  by smoothing the signal over 50 data points (shown as dash-dotted 
lines) and subtracting these values for every energy prior to Fourier-transforming.  This procedure removes a strong DC component 
in the Fourier transform, which otherwise overshadows the other frequency components.  For the short-time FFT the Fourier 
transform is additionally temporally gated by the time window (black line). 



 

4.3 Results and Discussion 

4.3.1 Transient Features 

In the experiment, sub-5 fs VIS/NIR pump pulses with a spectrum spanning from 550 nm 

-1000 nm (1.2 eV- 2.3 eV, Figure 24d) centered at 680 nm (ω = 1.8 eV) simultaneously 

photoexcite carriers above the band gap (indirect:  0.66 eV, direct: 0.8 eV) and presumably dress 

the bands.  

A transient reflectivity signal over the first 50 fs after photoexcitation is shown in Figure 

24e. The spectral signatures of electrons and holes contribute to the two strong transient signals 

with opposite signs at 28 eV and 30 eV, respectively [50]. A detailed analysis shows that the 

holes have the strongest contribution to the transient signal due to their strong p-orbital character. 

Figure 27a zooms into the time delay region when pump and probe pulses are coincident 

in time at one particular laser intensity indicated in the figure, and a lower laser intensity is 

shown in Figure 27b. Fast oscillations across the whole recorded XUV spectrum from 25 eV to 

45 eV appear to be present. Energy lineouts of the reflectivity changes are shown in Figure 

27c,d. The transient reflectivities exhibit multi-frequency oscillations. Multi-frequency 

oscillations faster than 2ω (i.e. 3.6 eV, corresponding to a 1.2 fs beating) are apparent between 2 

fs and 6 fs. Oscillations at a frequency of 2ω are expected for transient polarizations and Stark 

shifts of the band structure  [17,162] or field-induced tunneling  [15], which are processes that 

follow the absolute value of the electric field of the pump pulses. Fourier transforms of Figure 

27a,b are shown in Figure 27e,f .Three strong frequency components (vertical axis) appear to be 

at 2.4 eV, 3.6 eV, and 4.5 eV in Figure 27e. In addition, these frequencies are repeated in 

multiples of the fundamental pump energy (1.8 eV) in the photon energy axis. 

First, the frequencies in the frequency (horizontal) axis are analyzed.  The frequencies at 

2.4 eV and 4.5 eV appear within the frequency-resolution of the FT almost exactly at energies 

where the visible absorption shows maxima (Figure 24d), which correspond to the energies 

where the pump pulses create the largest population  of electron-hole pairs in the Λ valleys (2.4 

eV) as well as the X and Σ valleys (4.5 eV). The initial coherence of the electron hole-pairs maps 

to an oscillation in the time domain signal with a periodicity proportional to the inverse energy 



separation. Thus the detection of frequencies commensurate with the energy of band-gap 

excitations could be interpreted as a direct observation of a coherent evolution of an electron-

hole pair. The frequency at 3.6 eV is twice the center frequency of our VIS/NIR pump pulses and 

could indicate a transient polarization of the bands.  The inset in Figure 27e shows a zoom of the 

photon energies from 29 - 32 eV for frequencies from 5 to 8 eV on a different color axis. 

Another frequency at 5.7 eV visible, which is close to the local maximum at 5.8 eV in the 

absorption spectrum corresponding to L3  → L3  excitation,  and a broad component at 7 eV is 

present, which is close to a 4ω (7.2 eV) component. 



 

Figure 27 Experimental  observation of attosecond electron  dynamics in Floquet-Bloch bands:  (a) Attosecond oscillations of 
the reflectivity changes at 8E11 W/cm2 and (b) 4E11W/cm2. (c,d) Outlines of the reflectivity changes from (a,b) for selected energies. 
(e,f) Fourier transforms of (a,b) during the main interaction between germanium and the pump pulse from 0.9 fs to 7.7 fs. 



While 2.4 eV is close to edge of our visible absorption spectrum, electron-hole pairs at 

4.5 eV can only be excited by a two- or three-photon transition. This is supported by examining 

the oscillations of the lower intensity transients in Figure 27d, the Fourier transform of which is 

shown in Figure 27f. The oscillations, and thus the magnitudes in the Fourier transform are 

weaker. Importantly, the 4.5 eV oscillation frequency, which is accessed by multiphoton 

transitions, is not present anymore. 

In the photon energy (vertical) axis, all frequencies in Figure 27e,f appear to be repeated 

by an energy separation of 1.8 eV, which is equal to the center frequency of the pump pulses. 

This could be consistent with laser dressing of all bands, which causes the occupied VB and CB 

to be repeated in multiples of the photon energy. Previously, the concepts of Floquet theory and 

laser dressing have been applied to interpret the broadening of sidebands in attosecond transient 

absorption measurements of atoms  [155–158]. This motivated the search for such features, 

although as noted below, the evidence is not yet convincing. In general, Floquet-Bloch bands are 

periodic in both energy and momentum, and the excitations of coherent electron-hole pairs add 

periodicity in time. Consequently, the strong features around 30.5 eV would potentially be 

consistent with the electron-hole pairs between the undressed VB and CB. The features at 32.3 

eV and 28.7 eV could correspond to dressing with +1 and −1 photon, respectively. The 

oscillations at the highest photon energy around 41.3 eV would correspond to dressing by +6 

photons, as indicated in Figure 27e. Interestingly, every odd multiple of the frequency pattern in 

Figure 27e (e.g. at 32.3 eV, 35.9 eV, etc.) is less intense than the even multiples  (e.g. at 34.1 eV, 

37.7 eV, etc.), which can be interpreted as a consequence of the sensitivity of XUV transient 

reflectivity to the parity of the state into which the transition occurs. The parity of the transition 

changes for dressing with an odd number of photons, which reduces the XUV transition strength 

for probing holes with p-orbital character. This effect seems to be stronger for higher intensities, 

as it is not clearly observed in Figure 27f.  

 

 

4.3.2 Error analysis and alternative explanation 
The dynamics and oscillations described in section 4.3.1, while interesting, contain some 

substantial problems, which render the claims of observation of both coherence and Floquet 



states suspect. To illustrate this, we show the lineouts from Figure 27c, extended out to 50 fs, 

Figure 28. In this plot, the oscillations at the VB (27.9-28.4 eV), and conduction band (29.8-30.2 

eV), are shown in red and blue, respectively. As is clear in the plot, the oscillatory behavior lasts 

out to 50 fs. Because the explanation described in the previous section suggests that oscillations 

within the VB and CB are due to a laser-induced coherence between the valence band and 

conduction band, the oscillations present in these bands should die out with the coherence 

lifetime of the system, which can be estimated to be around 10 fs based on photon echo 

measurements in GaAs [22]. As such, the persistence of the oscillations out to >50 fs is 

implausible. Accordingly, the oscillations at the VB and CB energies cannot be definitively 

attributed to coherences, and are likely instead due to some systematic error. More 

problematically, the oscillations that seem to be present in the VB and CB cannot be reliably 

Figure 28: Lineouts of transient reflectivity, showing oscillations lasting out to 50 fs. (Red) 27.9-
28.4eV averaged dR/R. Blue, 28.9-30.2eV averaged dR/R. 



reproduced, and are in fact absent from many datasets with higher signal to noise, as show in 

Figure 29. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Similarly, the oscillations at higher photon energies, which manifest as a series of spots 

in the vertical dimension of Figure 27e spaced by eV, possibly attributed to the creation of 

Floquet dressed copies of the original VB-CB coherence, are also suspicious. Namely, the 

Floquet dressing of the VB-CB coherence should also result in the creation of new transient 

reflectivity features in Figure 27a, and only during the time overlap of the two pulse. Because no 

such features are apparent, we suggest that the presence of oscillations at higher photon energies 

may actually be due to the same systematic error that resulted in oscillatory behavior near the VB 

and CB. The vertical  spacing of the oscillations in the vertical dimension (shown in Figure 

27e) is highly consistent with fluctuations of the high harmonic spectrum, which can result in 

periodic noise spaced by  in the energy domain. Accordingly, we cannot rule out the 

: Transient reflectivity showing no oscillations. Step size 667 as.  



hypothesis that the periodic structure of the oscillations in the vertical dimension, are simply due 

to high harmonic modulation.  

In order to confirm the assignment of the oscillatory structure observed to coherences and 

the formation of dressed states, more experiments are required. First, reproducibility of the 

oscillations at the VB and CB energies must be established, to confirm the basic hypothesized 

laser induced VB-CB coherence. Second, varying the pump wavelength while holding constant 

the wavelength of the HHG driver would allow independent testing of the creation of the Floquet 

states. Inspecting equation 4.5 below reveals that the energy of the Floquet states should depend 

on the frequency of the dressing laser. Thus, if the pump laser frequency is changed while 

holding the HHG driver constant, the spacing of the structure in Figure 27e should be observed 

to exactly match the frequency of the pump laser, and the assignment of the structure to the 

creation of Floquet states can be supported.  

 

 

4.3.3  Dressed State Calculations 
In this section a model for the laser-matter interaction with germanium is presented, to 

develop the notion of laser dressing and the production of possible Floquet Bloch bands. The 

laser-matter interaction is formulated using Floquet theory, where both the periodicity of the 

laser field is explicitly taken into account, and the periodicity due to the periodic potential of the 

crystal is considered. Laser dressing during photoexcitation would lead to the creation of replicas 

of the valence and conduction band separated by the photon energy. In addition, the replicas and 

original bands would be energetically shifted as a function of the laser intensity, reminiscent of a 

Stark effect. Solving the time-dependent problem further reveals that the laser-induced bands 

should be transiently populated during the laser-matter interaction, leading to attosecond electron 

dynamics of the photoexcited charge carriers. 

We wish to solve the time-dependent Schrödinger equation for a time-dependent 

Hamiltonian   and wave function : 

   

           (4.1) 

 

   



The time-dependent electronic Hamiltonian (atomic units are used throughout this discussion) 

for electrons in band-structure solids is 

 

                (4.2) 

 

Where the indices k and   refer to the electron wave numbers and band labels respectively. 

Further,  is the creation operator for an electron with wave number  in band , and  is 

the electron energy for a given band  and wave number k. The electric field is denoted as E(t), 

and  is the interband transition dipole moment. The two terms describe (from left to 

right), the Hamiltonian for the electronic band structure of the solid (in the following abbreviated 

as ) and the interband excitations of the electrons (also called inter-band polarizations). In 

principle, the acceleration and field-driven dynamics of the electrons within one band, called 

intra-band polarization, also occurs, which is the term giving rise to Bloch oscillations. This term 

is dominant in off-resonant dynamics driven by longer wavelengths, or in insulators with larger 

band gaps.  

We now choose a basis for the wave function in the laser field : 

 

 

                (4.3) 

Where n is an integer, which can be interpreted as the number of photons that the band structure 

is dressed with,  are time dependent coefficients, and  are the field-free wave 

functions, i.e. the bands  with energies  

Inserting this ansatz for the wave functions into equation 4.2, and multiplying by  

gives: 

 

               (4.4) 

The summation as denoted on the right hand-side represents the Fourier components of 

the full Hamiltonian. This Fourier representation of a Hamiltonian in a laser field is the Floquet 

Hamiltonian: 

 



 

 

 

 

      (4.5) 

 

This Hamiltonian can be used and substituted into Equation 4.4, leading to a set of 

coupled rate equations  

 

           (4.6) 

which are the underlying equations that are solved to compute the population dynamics shown in 

Figure 30c.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4.3.4 Floquet Model Calculations 
A schematic of laser-induced modifications of a band structure leading to the formation 

and coherent population of Floquet-Bloch bands is illustrated in Figure 30. Figure 30a zooms in 

the band structure of Figure 24c, highlighting the VB and CB. In the presence of a static DC 

electric field, the band structure would already be dressed by the Bloch frequency of the 

electrons, which describes the motion of an electron in a periodic potential under a constant 

force. In the presence of an electric field, the frequency of which is close to resonant with the 

band gap, dressing of the band structure by energies quantized in multiples of the center 

Figure 30 Simulations of electron dynamics in Floquet-Bloch bands:  (a) Field-free band structure of germanium. (b) Laser-dressed band
structure of germanium. (c) Population of all bands dressed with n photons, i.e. one line in (c) corresponds to the population of all bands in (a) with
the same color.  (d) Stark shifts of the laser dressed bands for the Λ valley  as marked in (b). 



frequency of the pump spectrum is the dominant effect. Bloch oscillations could become 
dominant for off-resonant long-wavelength pump pulses and wide band-gap insulators. The 

dressing of the band structure with low intensity pulses (i.e. in the absence of transient 

polarizations and Stark shifts of the bands) is shown in Figure 30b. Laser dressing closes the 

band gap, as new laser-dressed bands arise within the field-free band gap. This can be interpreted 

as a laser-induced  phase transition from a semiconductor to a conductor,  which is related to the 

previously demonstrated transient conductivity switching of dielectrics as described  in 

ref. [163]. 
The carrier excitation into the laser-dressed bands is calculated and shown in Figure 30c, 

and the laser-induced modifications to the band structure as a function of intensity  are shown in 

Figure 30d for a selected  point in k-space between the Λ and Γ valley. The model in Figure 30c 

reduces the band structure to five critical points carrying the highest joint density of states 

between 0 and 6 eV in the VB and CB, and it allows dressing of the band-structure with up to 20 

photons. In Figure 30c we show the populations of all bands for a given number of dressed 

photons, which corresponds to all bands of the same color in Figure 30b, in order to illustrate the 

successive population buildup in higher laser-dressed states.  Figure 30c shows populations, as 

opposed to coherences, which could be consistent with strong frequencies at 2.4 and 4.5 eV. In 

the simulations, the initial population starts in the undressed VB. This population is depleted 

when the laser field rises. Higher laser-dressed Floquet bands are gradually being populated.  

Bands that are dressed with a lower number of photons are populated before those dressed with a 

higher number of photons. The population of the Floquet-Bloch bands persists after the laser 

pulse, consistent with multiphoton excitation into higher energy CBs of the field-free band 

structure [147] and resulting in highly excited carriers. Significant population buildup in Floquet-

Bloch bands dressed with up to n = ±4 photons is shown in Figure 30c. 

During laser-matter interaction, the bands are transiently shifted in energy. Figure 30d 

shows these energy shifts by isolating the dressed and undressed VB and CB at one point in k 

space between the Γ and Λ valley with a direct band gap of 1.5 eV. In the early rising part of the 

electric field (marked as time (1) in blue in Figure 30c and d), direct single-photon excitation can 

promote carriers from the VB into the CB. When the field oscillations pass a value that exceeds a 

crossing of the Stark shifted energies in Figure 30d, the electronic populations can cross the 



bifurcation of the energy curves adiabatically or diabatically.  Diabatic crossings lead to the 

population of photon-dressed states. This causes the rise of populations for bands dressed with n 

= ±1 photons in Figure 30c (marked as time (2) in red). Multiple crossings of these bifurcations 

can cause gradual buildup of populations in those photon-dressed states. For the highest intensity 

(marked as time (3) in green), more bifurcations are crossed, and more population is transferred 

into higher photon-dressed states. If the bands are degenerate, or if more than only two bands are 

close in energy, the couplings become more complicated and will generally give rise to more 

bifurcations than those displayed in Figure 30d, which facilitates a more efficient population 

transfer into Floquet-Bloch bands dressed with a higher number of photons. If one bifurcation of 

the bands occurs in a single half-cycle, population buildup occurs in steps with a periodicity of 

2ω.  If multiple crossings occur in one half-cycle of the field, the population can bifurcate at 

several points, and oscillation components higher than 2ω become possible. The strong Stark 

shifts displayed in Figure 30d would not be directly observed as energy shifts in the transient 

signal, as all band energies of germanium (i.e. before and after XUV-probing) will shift by a 

similar magnitude, leaving the energy of the XUV transition nearly unchanged  [17]. 

Importantly,  

 

4.5 Conclusion 

Much work still remains before the assessment of the present experiments as due to 

Floquet Bloch bands and electronic coherences can be validated. If such speculation 

regarding,the results can be confirmed, it could pave the way towards coherent manipulation of 

the optoelectronic properties of semiconductor devices and possibly other materials. While the 

pulsed laser intensities employed in the current study exceed the continuous wave (cw) damage 

threshold, theoretical work has already emphasized the possibility to use cw microwave 

frequencies for laser-engineering material properties [139]. Attosecond transient reflectivity is an 

important new method in this context for investigating the electron dynamics in the newly 

formed bands. Moreover, attosecond transient reflectivity has the potential to become a 

preeminent technique in solid-state attosecond science due to its general applicability. The 

possible observation of electronic coherences in bulk single-crystalline  germanium demonstrate 

how attosecond science can be employed in the future to track electronic coherences in 



chemically and biologically  relevant systems, where coherences are speculated to be responsible 

for the efficiency in photosynthetic light harvesting. [164]  

 

 

 

 

 

 

 

 

 

 

 



Chapter 5: Ultrafast core exciton dynamics in 

MgO 

In this chapter XUV transient reflectivity is used to investigate ultrafast dynamics of 

XUV-induced polarization in MgO, a wide band gap insulator. In the first section the basic 

concepts of core-level excitons are introduced, and the particular coupling of core-level excitons 

to the lattice in MgO is described in more detail.  In the second section, the experiment is 

outlined. In the third section, a procedure for recovering the complex valued refractive index 

from reflection data is described and the static refractive index is analyzed. Subsequently, 

transient reflectivity of MgO is presented and analyzed, revealing that the underlying dynamics 

can be described as arising from an optical laser induced coherence of core-level states populated 

by the XUV pulse.  

 

5.1 Introduction 

Attosecond science has investigated core-excited state dynamics in gases, in which 

coherent electronic states near discrete resonances can be observed and controlled by a strong 

laser field [165]. Thus far, the same degree of understanding and control in solid state systems, in 

which many-body dynamics introduce substantially more complexity, has remained out of reach. 

In this work, we investigate core excited dynamics in a solid, and show that excitons –a 

quasiparticle made of one electron and one hole bound by an attractive potential –can play the 

same role as atomic resonances.  Attosecond transient reflectivity measurements are performed 

on single crystal Magnesium Oxide (MgO), a wide band gap insulator, known for its strong 

excitonic effects [166]. First, an XUV attosecond pulse excites electrons from the Mg 2p core 

states into the conduction band. Due to poor screening by the surrounding electrons, the excited 

electron is still strongly attracted to the resulting core hole, resulting in a series of discrete 

excitonic peaks. Due to the broad band nature of the attosecond pulse, multiple excitonic states 

are populated. Then, a strong 4 fs near-infrared laser pulse couples the excitonic states, resulting 



in strong lineshape modifications in the time domain. This experiment, together with theoretical 

simulations, suggests that these features are due to an 800 nm laser induced coherence between 

different excitonic states, and that the reflectivity lineshape can be continuously controlled by 

tuning the laser field strength.   

5.1.1 Excitons in solids 

 As discussed in Chapter 1, when a photon with sufficient energy interacts with a solid, it 

can initiate an electronic transition, leading to the creation of an excited electronic state. The 

resulting excited electronic state can, under some conditions lead to the formation of an exciton, 

which is an electrically neutral, quasi bound electron-hole pair stabilized by the Coulomb 

interaction between the electron and the remaining localized hole [167]. The exciton is a quasi-

particle, a fictitious entity created by the many body interaction between the excited electron and 

its environment. Consequently, excitons are not eigenstates of any Hamiltonian, and they have 

finite lifetimes [168]. The electron-hole system is in many cases spherically symmetric, and it is 

thus directly analogous to a hydrogen atom- consequently in some cases, the excitonic states are 

hydrogenic, and their energy can be approximated by [169]: 

              (5.1) 

where Eg is the energy of the electronic transition in the absence of the exciton,   is the 

exciton binding energy, n is the principle quantum number of the exciton e is the electron charge, 

 is the dielectric constant of the medium, and r is the exciton radius. Because Ex is in general a 

positive quantity, the energy given in  equation 5.1 is less than Eg, reflecting the fact that the 

electron-hole  Coulomb interaction provides stabilization. Consequently, in absorption spectra, 

excitons manifest as a series of peaks within the band gap, converging toward the conduction 

band [170]. These principles are illustrated in Figure 31. The above treatment is only valid for 

strong screening of the electron-hole Coulomb interaction, which is typically the case in 

inorganic semiconductors. 



 Because the formation of an exciton involves polarization of the medium, the exciton 

binding energy in equation 5.1 explicitly depends on the dielectric function of the material. 

Consequently, the degree of polarizability of the medium has a profound influence on the 

behavior and properties of the excitons created.  In materials with high polarizability (large 

dielectric constant), such as inorganic semiconductors, Wannier-Mott excitons are created [171]. 

Because of the highly effective charge screening in these materials, Wannier-Mott excitons are 

characterized by low binding energy, often on the order of a few tens of meV and a large spatial 

extent often on the order of 10 nm. By contrast, in materials with low polarizability (small 

dielectric constant), such as organic semiconductors, or insulators, Frenkel excitons are 

created [172]. Frenkel excitons are characterized by large binding energies on the order of 1 eV 

and small spatial extents on the order of 1 nm, and they require a different theoretical treatment 

from the one in 5.1. [173] 

 In the XUV and x-ray regime, electronic transitions occur from core levels into the 

conduction band, and accordingly, the excitons produced under these circumstances are very 

different. They are more characteristic of Frenkel excitons in that their binding energy is quite 

Figure 31: Schematic representation of exciton states within a semiconductor: Excitation from the 
valence band (VB) to the conduction band (CB) occurs at the band gap energy (Eg). The n=1, n=2, n=3, 
and n=4, states of an exciton manifest as a series of states converging toward the conduction band. The 
energy difference between the n=1 state and Eg is the binding energy of the exciton, Ex. 



high. Previous work has shown that the optical properties of some core excitons can be recreated 

using the so called Z+1 approximation, in which the atom on which the excitation occurs is 

replaced by an atom with an additional proton, and optical properties are then calculated for this 

new “impurity model” with other standard methodologies. [174,175]  

 

5.1.2 Strong lattice coupling to core excitons in MgO 

Core excitons are known to couple to phonons in many materials, resulting in a drastic 

modification of the exciton properties. The coupling of a core exciton to an optically active 

phonon has been treated theoretically by Mahan. [176] By assuming that the excited electronic 

state couples to a single phonon mode Mahan derives a time dependent dipole of the form: 

             (5.2) 

where  is the excitation frequency of the electronic transition,  is the lifetime of the 

excitation, and  is the phase induced by coupling to the phonon mode, which is given by: 

            (5.3) 

Here  is a coupling constant, N is the population of the phonon mode, and is the frequency 

of the phonon mode. According to equations 5.2 and 5.3, coupling of the excited state  to 

vibrations in the lattice results in a complex phase shift of the associated time dependent dipole, 

reducing the lifetime and in turn modifying the absorption lineshape from a simple lorentzian (in 

the absence of coupling), to a broadened form which roughly resembles a Gaussian. From this 

model, the absorption spectrum can be computed as: 

            (5.4) 

where  is the Fourier transform of equation 5.2. The effect of phonon coupling on an 

absorption lineshape is given in Figure 32, which shows calculated absorption profiles for the 

zero coupling (M0  = 0) case, and strong coupling (M0 = 1) case.  



Figure 32: Impact of phonon coupling on absorption lineshape. Black, Lorentzian absorption lineshape calculated 
from equation 5.2 with no phonon coupling (M0 = 0). Red, broadened absorption lineshape resulting from phonon 
coupling to dipole, as described by equation 5.2. For phonon coupling, the parameters  , N,γ, and  were 0.06, 
0.109, 0.37, and 1 respectively. 

 Magnesium oxide (MgO), is widely known to have strong excitonic effects at the Mg L2,3 

edge (transitions from the 2p core to conduction band). These effects have been previously 

observed in electronic structure calculations, which show that excitonic effects must be included 

in order to properly account for the experimentally observed  band structure. [175] Additionally, 

excitonic effects have been observed in x-ray absorption measurements [177], and by the 

presence of sharp peaks in x-ray reflection measurements [178,179]. Excitons at the Mg L2,3 edge 

are known to couple very strongly to an LO phonon ( = 0.06 eV), resulting in substantial 

broadening of the absorption lineshape, and a reduction of the lifetime of the L2,3 

excitation. [179,180] 



 

5.2 Experimental 

The experimental setup is described in previous chapters. A carrier envelope phase 

stabilized Ti:Sapphire laser is spectrally broadened with a neon filled hollow core fiber resulting 

in a broad band spectrum (500-1000 nm) and 900μJ pulse energy, which is compressed using 

dielectric chirped mirrors (Ultrafast Innovations). Residual third order dispersion is removed 

with 2 mm of ammonium dihydrogen phosphate [36], yielding nearly single cycle pulses with 

duration 3.5 fs, as characterized by dispersion scanning. The majority of the pulse energy (560 

μJ) is focused into an Ar containing gas cell for high harmonic generation (HHG), yielding 

continuous XUV spectra with bandwidth from 30-70 eV. Residual NIR is removed using a 100 

nm Al filter, and the transmitted XUV light is focused onto a single crystal MgO wafer 

(purchased commercially and used without modification). Reflected XUV light is dispersed 

using an XUV grating and imaged with a CCD, yielding an energy resolved reflection spectrum 

of the sample, with energy resolution ~50 meV at 50 eV. The remaining NIR (340 μJ) is time 

delayed and recombined with the XUV light using an annular mirror, with NIR intensity of 

approximately 1012 W/cm2.  

 

 

 

 

Figure 33: Experimental setup for XUV transient reflectivity of MgO. Angle of incidence 66° from normal, NIR p-polarized, XUV s-
polarized.  



 

5.3 Results 

5.3.1 Static reflection spectrum 

The static reflection spectrum of MgO 100 is shown in Figure 34. The static reflection 

spectrum shows a series of peaks at 53.4, 57.8, 60.0, and 65.37 eV, which have previously been 

observed in XUV reflectivity experiments, and assigned to Mg core-level excitons. [179] The 

first peak (at 53.4 eV), occurs below the conduction band edge, which has previously been 

measured at 53.72 eV [179], conclusively demonstrating its excitonic character and suggesting 

Figure 34 Static Reflection spectrum of MgO [100] for s polarized XUV radiation at 66° angle of incidence with respect
to the surface normal. Sharp peaks present at 53.4, 57.8, 60.0, and  65.37 eV are consistent with previously observed core
excitons. 



an approximate binding energy of 0.32 eV. This value is much larger than those found in valence 

excitons, and it is consistent with values for other core excitons in solids [181]. 

5.3.2 Recovery of the complex valued refractive index 

 In order to more carefully analyze electronic transitions underlying the static reflection 

spectrum in Figure 34, we employ modified Kramers-Kronig analysis to convert the static 

reflection spectrum into the complex valued refractive index. Because the optical properties of 

dispersion, refraction, reflection, and absorption all depend on the complex susceptibility 

function, they are not independent, and in principle, complete knowledge of one of these 

observables allows retrieval of the others. This is because the complex valued susceptibility 

function  itself is analytic. Consequently for suitably defined  the real 

and imaginary parts are linked as follows: [182] 

  (5.5) 

Where  denotes the principal part of the integral. The equations in 5.5 are known as the 

Kramers-Kronig relations, and they directly imply a large set of related equations which are 

widely applied in diverse fields such as electron energy loss spectroscopy [183], optics, [184] 

and signal processing. [185] One such equation often employed in the analysis of reflectivity 

data allows recovery of the complex reflection phase, given the reflected intensity: 

             (5.6) 

where  is the reflected intensity and is the phase of reflected light [186]. Evaluation of 

equation 5.6 requires complete knowledge of  over  which in practice is of 

course impossible. To evaluate equation 5.5, the experimentally measured reflectivity (Figure 

34) is padded with previously measured reference data [187], as shown below in Figure 35a. 

Padding the experimentally measured reflectivity data (red) with reference data mitigates the 

error that comes from applying equation 5.6 to a finite energy range  [93]. Because equation 5.6 

is derived assuming normal incidence, application to non-normal incidence does not give the 

exact phase, but instead gives a pseudophase (Figure 35b). The problem of recovering the true 

optical phase from non-normal incidence reflectance data has been solved previously, which 



allows the true phase to be recovered from the pseudophase via an analytic correction. [188] 

Once the true phase, and reflectivity are known, the complex valued refractive index can be 

obtained by solving the Fresnel equations, yielding the refractive index shown in Figure 35c. The 

retrieved real (black), and imaginary (red) part of the refractive index show peaks at 53.5, 57.7, 

60.2 and 65.4 eV, which matches closely with previously measured values for bulk excitons in 

MgO, indicating that these features are due to bulk excitons, not surface excitons. [189]  

The static refractive index retrieved in Figure 35c contains contributions from bulk 

excitons, as well as ionization from the valence band, and core level transitions into the 

continuum conduction band states. [179] To isolate and extract the excitonic contribution to the 

optical properties, the static absorption spectrum was computed using equation 1.9 and 

background subtracted with a procedure described elsewhere. [179] The static absorption 

spectrum obtained is shown in Figure 36.(black). The contribution from ionization out of the 

valence band (blue, dashed line) was obtained by fitting the pre edge absorption spectrum to the 

form , where Evb is the valence band edge (45.95 eV) taken from  [179]. The 

contribution from transitions into conduction band states (yellow, dashed lined) was obtained by 

fitting the post edge spectrum to the form , where is the conduction band energy 

(53.72 eV), taken from [179]. The contribution from transitions into higher lying conduction 

band states far away from the band edge (green dashed) was obtained by fitting the background 

between 58 and 65 eV to a broadened linear function.  After subtracting these contributions, the 

Figure 35: Kramers-Kronig Recovery of complex refractive index from reflection. A) Measured reflectivity (red), padded with
reference data  (black). B) Pseudo phase obtained from application of 5.5 to the padded data in A). C) Recovered real  (solid, black),
and imaginary (solid, red), parts of refractive index compared to previously obtained results. 



red dashed spectrum shows clear isolated peaks which allow determination of exciton linewidths 

and positions clearly.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The resulting exciton linewidths, positions and assignments are shown in table 3.  

Figure 36: Decomposition of MgO absorption spectrum. (Black, solid) absorption spectrum computed from refractive index 
obtained by Kramers-Kronig analysis. (Blue, dashed) contribution from valence band ionization. (Yellow, dashed) contribution 
from transition into conduction band.(Green, dashed) contribution from transitions into higher lying conduction bands far from 
edge. (Red, dashed) Background subtracted absorption showing remaining contributions due to exciton features. 

Table 3: Recovered exciton parameters and assignment 

Exciton  Energy (eV) Width (FWHM, eV)  Assignment 

1 53.52 0.20 Mg 3s (bulk) 
2 57.74 0.28 Mg 3s/3d (bulk) 
3 60.16 0.31 Mg 3s/3d (bulk) 
4 65.38 0.24 Mg 3s/3d (bulk) 



5.3.3 Transient reflectance of MgO 

The experimentally measured transient reflectance (described in section 5.2) is shown in 

Figure 37a. The recorded ΔR/R shows complex lineshape modification at negative time delay 

(XUV first) which persists for less than 10 fs. The lineshape modifications (shown in Figure 37b) 

Figure 37 Transient reflectance of MgO [100] measured at 66° angle of incidence, NIR p-polarized, XUV s-polarized.  B) 
Lineshape modifications during pump probe overlap change static reflectance (blue), yielding pump on spectra (red). 



are characterized by a sharpening and blueshift of peaks 1,2 and 4, as well as the creation of new 

peaks 1’, 2’ and 4’.   

The observed transient reflectivity in MgO is qualitatively different from what was 

observed in germanium (see chapters 3 and 4), suggesting that the dynamics observed have 

different underlying physical mechanisms. While the transient signals in germanium occur after 

time zero (NIR first), and persist for >10 ps, in MgO the transient modification occurs before 

time zero and lasts for less than 10 fs. This qualitative difference can be explained by contrasting 

the substantially different electronic structures of germanium and MgO. Germanium is a 

semiconductor (Egap = 0.8 eV), and thus carrier excitation dominates the optical response, 

leading to long-lived reflectivity changes after time zero, which only decays due to 

recombination of the excited carriers. In contrast, MgO is an insulator (Egap = 7.8 eV), and thus 

carrier excitation (which requires a 6 photon transition) is highly unlikely for 800 nm light. 

Consequently, the experiment in MgO allows selective observation of the NIR induced 

modification of the XUV reflection in the absence of carrier excitation. 

Transient modification of the XUV susceptibility in systems for which valence transitions 

are high energy has been long studied in gas phase systems such as Helium [165], Argon [13] 

and more recently in the solid state system SiO2. [190] In these studies, modification of the XUV 

absorption spectrum is explained as a complex phase shift applied by the NIR laser to the XUV 

induced polarization in the material. This laser induced phase shift can come about from a 

number of underlying physical mechanisms, but typically involves coupling the XUV excited 

dipole to either a continuum of states [191] or a set of discrete of states through various coupling 

schemes [192]. Because of the wide band gap within MgO, there can be no states below peak 1, 

thus the most likely coupling scheme in this system is coupling of peak 1 and 2 via an 

intermediate dark state (so called ladder coupling). The complex phase shift in the time domain 

then results in a modification of the XUV susceptibility in the frequency domain, which modifies 

observables such as absorption and reflection. In these systems the complex phase shift of the 

XUV dipole results in modification of the XUV lineshape before time zero, similar to the 

reflectivity changes observed in MgO, indicating that the observed reflectivity changes are due to 



a similar mechanism. Interestingly, in these studies the lifetime of the XUV polarization can be 

estimated by the duration of lineshape modifications.  

In order the estimate the lifetimes of the XUV polarization, the dynamics of the lineshape 

modifications are tracked by taking lineouts along the transient features. Lineouts taken at 64.15, 

57.2 and 53.7 eV, corresponding to the maximum change along features 4,2 and 1 are shown as 

red points in Figure 38a, b and c respectively. The lineouts were fit with a convolution of a step 

function, a Gaussian with 3.5 fs duration and an exponential (black line), yielding estimated 

lifetimes of 5.4, 1.7 and 1.6 fs for excitons 4, 2 and 1 respectively. Based on the linewidths of the 

states, the lifetimes can be estimated as  2.7 fs, 2.3 fs, and 3.2 fs, respectively, where  is 

the linewidth of the state. The discrepancy between lifetimes obtained from linewidths and those 

measured directly in the time domain is a direct result of the strong coupling of the electronically 

excited state to the lattice [179,193], and highlights the need for a direct time domain observation 

of XUV polarization dynamics in MgO. 



 

 

Figure 38: Lineouts along transient exciton features. A) Red, lineout along 53.7 eV, Black, convolution of 
step function, Gaussian with 3.5 fs duration and exponential with 1.6 fs duration. B) Red, lineout along 57.2 
eV, Black, convolution of step function, Gaussian with 3.5 fs duration and exponential with 1.7 fs duration.  C) 
Red, lineout along 64.15 eV, Black, convolution of step function, Gaussian with 3.5 fs duration and 
exponential with 5.4 fs duration. 



5.3.4 Power Dependence  

To more thoroughly investigate the transient features observed in reflectivity, we 

investigated the power dependence of the dynamics observed in reflectivity. As pump fluence is 

modified from 13.8 mJ/cm2 to 24.8 mJ/cm2 Figure 39, the underlying dynamics are basically 

unchanged, and still characterized by transient modification of the exciton lineshapes over the 

course of the pulse duration.  

 
Figure 39: Power dependence of transient reflectivity in MgO. ΔR/R for 24.8 mJ/cm2, 22 mJ/cm2, 19.3 mJ/cm2 and 13.8 mJ/cm2.  



The clear trends in lineshape modification are illustrated by taking lineouts of the transient 

reflectivity at -5 fs (Figure 40). This time was chosen as it corresponds to the time of maximal 

lineshape modification.  The lineouts reveal that as pump fluence is varied from 13.8 mJ/cm2 

(blue) to 24.8 mJ/cm2 (red), the lineshape modification can be continuously tuned. Interestingly, 

the feature at 53.5 eV is substantially more sensitive to pump fluence than the other features 

present, indicating that Exciton 1 may be more polarizable than excitons 2, 3 and 4.  

 

 

Figure 40: Fluence dependence of transient reflectivity at – 5 fs. Lineshape modifications can be continuously tuned as pump 
fluence is increased from 13.8 mJ/cm2 (blue) to 24.8 mJ/cm2 (red). 



5.4. Discussion 

5.4.1 Multi level model simulation of dynamics 

 The polarization lifetimes obtained from the lineouts in Figure 38 are rough estimates and 

generally speaking, extraction of polarization lifetimes from lineshape modification requires 

simulation of the relevant dynamics [194–196]. To recreate the dynamics in Figure 37a, consider 

a multilevel model which assumes the presence of 4 states: a ground state  and 2 bright states 

(  and  ) which can be populated by the XUV field. The energies of   and   are fixed at 

53.5 and 57.8 eV with respect to the ground state, mimicking the energies of excitons 1 and 2 

observed in the static spectrum. The role of the NIR is to couple   and   via an intermediate 

state   which is optically dark with respect to the ground state.  

Figure 41: Schematic view of multi-level model used in simulating dynamics. 

Using time dependent perturbation theory, the dipole moment of the system can be expressed as:  



            (5.7) 

Where  is the transition dipole operator,  is the time dependent wave function of the 

system,  is the Auger lifetime of the excited state, and  is the phonon induced phase 

described in equation 5.3. In principle equation 5.7 allows computation of the time dependent 

absorption spectrum, where the time dependence is induced by the action of the NIR field on  

. In this model, the XUV field creates a coherent superposition of ,  and , which 

then experiences phase shifts due to NIR induced latter coupling of  and  mediated through 

the dark state . Expanding (5.7) gives 

            (5.8) 

 

where  is the energy difference and is the transition dipole matrix element between states i 

Figure 42: XUV only absorption spectrum (blue points) and fit to few-state model (orange curve). Parameters 
obtained from fit:  = 53.57 eV,  = 57.76 eV, = 0.06 eV, M1 = 0.266 eV, M4 = 0.367 eV, d12 =0.05, d14 = 
-0.0818. 



and j respectively, ci is a time dependent coefficient which accounts for the non-trivial time 

evolution of  due to laser induced phase, and  is the phase due to coupling of state i to 

the lattice, as given by equation 5.3. 

 Application of the above model to the transient behavior observed requires first fitting the 

static XUV absorption spectrum, (red curve Figure 36) to equation 5.8. For the XUV -only case, 

all ci are time independent, and only d12 and d14 terms contribute. The background subtracted 

static absorption and fit obtained are shown in Figure 42. From the fit, the energies of the 

excitons are obtained as  = 53.57 eV,  = 57.76 eV, in good agreement with the peak 

positions in Figure 36, and in good agreement with previous work. [179] Using the model for the 

ground state XUV dipole parameterized by these values, excited state absorption values can then 

be calculated using (5.8). The experimental absorption spectrum during pump-probe  at – 5 fs 

 

 

 

 

 



time delay, and the resulting fit are shown in Figure 43. The resulting fit qualitatively captures 

the major dynamics induced by the NIR pulse. The blueshift of peaks 1 and 2 shown in Figure 

37b as well as the emergence of peaks 1’ and 2’ are reasonably captured by the model, indicating 

that the 4-level model is a reasonable physical description of the system. Interestingly, 1’ and 2’ 

are spaced by  from state , suggesting that they are actually light induced states(dressed 

states resulting from the photon dressing of the field free electronic structure), similar to those 

that have been observed in attosecond studies in helium [191,197]. Further analysis to determine 

this is ongoing. 

 The reasonable qualitative agreement between the model and experiment reveals that the 

experimentally measured transient reflectivity can be described as a NIR induced perturbation of 

the XUV induced dipole in MgO it and allows us to build the following physical picture: First, 

the XUV pulse coherently populates core excited excitonic states. Subsequently, these states are 

then coupled via the NIR field, leading to phase shifts of the associated dipoles, and the transient 

features observed, as well as the creation of light induced states 1’ and 2’. Finally, coherence is 

lost as the core excited states couple to the lattice, leading to the rapid dephasing of the dipoles 

within <4 fs, and the extremely rapid dynamics observed in this work. Extraction of the 

underlying dynamics will require more quantitative fit of the simulations to experiment. This 

work is ongoing.  

5.5 Conclusion 

 In this work, we use XUV transient reflectivity to provide a time domain observation of 

excitonic coherence in MgO. This work allows direct measurement of coherence lifetimes and 

describes the associated dynamics in terms of a simple, physically intuitive few level model. 

Although coherent coupling of XUV core excited states has been observed in the past [192,195], 

this work represents one of the first demonstrations of these dynamics in a solid. Accordingly, 

this work indicates that the few-level formalism that has been so successfully applied in the gas 

phase, also has relevance to solid state dynamics. This work paves the way for a deeper 

understanding of polarization dynamics in solids, and provides a convenient mechanism for 

ultrafast XUV pulse shaping, by tuning the reflectivity of an XUV mirror with a NIR field.   
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