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Zhang, Arya Mazumdar, Tajana Šimunić Rosing, “Async-HFL: Efficient and Robust Asyn-
chronous Federated Learning in Hierarchical IoT Networks”, In Proceedings of the 8th ACM /
IEEE Conference on Internet of Things Design and Implementation, IoTDI 2023

xviii



Ranak Roy Chowdhury, Jiacheng Li, Xiyuan Zhang, Dezhi Hong, Rajesh Gupta, Jingbo Shang,
“PrimeNet: Pre-training for Irregular Multivariate Time Series”, In Proceedings of the AAAI
Conference on Artificial Intelligence, AAAI 2023

Xiyuan Zhang, Xiaoyong Jin, Karthick Gopalswamy, Gaurav Gupta, Youngsuk Park, Xingjian
Shi, Hao Wang, Danielle C. Maddix, Yuyang Wang, “First De-Trend then Attend: Rethinking
Attention for Time-Series Forecasting”, Advances in Neural Information Processing Systems,
NeurIPS 2022 All Things Attention Workshop

Ranak Roy Chowdhury, Xiyuan Zhang, Dezhi Hong, Rajesh Gupta, Jingbo Shang, “Task-Aware
Reconstruction for Time-Series Transformer”, In Proceedings of the 28th ACM SIGKDD Con-
ference on Knowledge Discovery and Data Mining, KDD 2022

Xiyuan Zhang, Ranak Roy Chowdhury, Jingbo Shang, Rajesh Gupta, and Dezhi Hong “ESC-
GAN: Extending Spatial Coverage of Physical Sensors”, In Proceedings of the Fifteenth ACM
International Conference on Web Search and Data Mining, WSDM 2022

Xiyuan Zhang, Chengxi Li, Dian Yu, Samuel Davidson, and Zhou Yu, “Filling Conversation
Ellipsis for Better Social Dialog Understanding”, In Proceedings of the AAAI Conference on
Artificial Intelligence, AAAI 2020

xix



ABSTRACT OF THE DISSERTATION

Unifying Physics and Semantics for Robust Sensor Time Series Analysis

by

Xiyuan Zhang

Doctor of Philosophy in Computer Science

University of California San Diego, 2024

Professor Rajesh K. Gupta, Co-Chair
Professor Jingbo Shang, Co-Chair

The past decade has witnessed a significant growth of deployed sensors in our daily

life, covering applications from healthcare, climate modeling to home automation and robotics.

These sensors collect abundant time series data, which facilitate our understanding of various

real-life processes. However, the inherent instability of these sensors, combined with the dynamic

environments in which they operate, often results in the collection of data that is noisy, sparse,

insufficient and varied. This presents a significant contrast to the data typically encountered in

other domains such as computer vision and natural language processing. Consequently, current

data-driven models trained under controlled experimental settings often fall short of their value
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in accurate inferencing and analyses.

To address these limitations, we propose to bridge the inherent physical contextual

knowledge and external semantic contextual knowledge of sensor time series to build a more

robust analysis framework for sensor data. Specifically, we first exploit the inherent physics

principles underlying time series data — ranging from mathematical models, spatio-temporal

correlations to spectral properties — as inherent contextual knowledge. We leverage such

physics knowledge to refine raw sensor time series and enhance data quality through denoising,

imputation and augmentation. Additionally, sensor time series are often accompanied with

external label names or metadata presented as text. Therefore, we build upon the recent advances

in language modeling, to incorporate external semantic contextual knowledge from large language

models or pre-train our own domain-specific foundation models. Such semantic knowledge

further enriches sensor time series understanding and increases cross-domain robustness. Our

framework is robust and demonstrates state-of-the-art performance in multiple tasks such as

recognition, forecasting and navigation across sensing systems of various scales, from small-scale

personal healthcare monitoring, smart home automation, to large-scale smart building control,

energy management, climate modeling and beyond.
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Chapter 1

Introduction

1.1 Background

Over the past decade, there has been a substantial increase in the integration of sensors

into our daily lives, driven by the growing demand for applications such as healthcare monitoring,

smart home automation, high-accuracy motion capture in video games, and the rising adoption

of green energy technologies. According to recent news articles from Precedence Research, the

global sensor market size was evaluated at USD 204.8 billion in 2022 and is expected to hit

around USD 508.64 billion by 2032, growing at a Compound Annual Growth Rate (CAGR) of

8.40% from 2023 to 20321. Recent analysis from IoT Analytics also predicts that by 2027, there

will likely be more than 29 billion IoT connections2. Figure 1.1 visualizes the trend of global

active IoT connections and sensor market size, whose increase benefits wide range of application

domains from smart buildings, smart city, healthcare, to climate modeling, robotics and beyond.

Building on the expansive growth of sensor technology, its integration into our daily

lives has become increasingly indispensable. These devices play critical roles in automating

and enhancing decision-making processes from individual lives to large-scale industries such as

agriculture and advanced manufacturing. The data collected by these sensors is typically in the

form of time series, which is a sequence of data values indexed in time order. These time series

1https://www.precedenceresearch.com/sensor-market
2https://iot-analytics.com/number-connected-iot-devices
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Figure 1.1. The number of sensors covering diverse application domains, as well as their market
size has significantly increased over the years.

data, with its inherent temporal properties, enables a deeper understanding of the dynamics and

patterns underlying the physical world.

1.2 Challenges

Despite the invaluable insights provided by sensor time series data, several challenges

negatively impact their quality. First, the instability of sensors such as manufacturing variances

and dynamic environmental conditions contributes to the inconsistency and unreliability of the

data collected. Moreover, compared with large servers, such problems are especially prominent

in edge-deployed sensors, which directly interact with humans and the physical world and are

therefore in close proximity to the heterogeneity and instability of the real-world operating

conditions. These two factors have complicated the collection of sensor time series and result in

the following four major issues in terms of data quality (Figure 1.2):

• Noise. Sensor time series carry inherent sensor noise (Figure 1.2a). This includes random

fluctuations generated by the sensor itself or by external environmental factors, such as

electromagnetic interference or physical vibrations.

• Sparsity. This can be further categorized into temporal sparsity and spatial sparsity

(Figure 1.2b). Temporal sparsity refers to data missing in the temporal dimension, resulting

from factors such as sensor or storage failures, battery depletion and network disruption.

Spatial sparsity refers to data missing in the spatial dimension, due to physical access

2
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Figure 1.2. Major challenges regarding sensor time series quality.

constraints or the high economic costs to construct and maintain sensors at certain locations.

• Scarcity. Sensor time series, especially those involving human subjects such as health

related daily activity data, remain difficult to collect due to security or privacy concerns

(Figure 1.2c), as human subjects involved in the collection process may not consent to data

sharing or data transmission over the network.

• Variability. Sensor time series are inherently varied and display a wide variety of patterns.

For instance, in the task of Human Activity Recognition (HAR), a smartphone placed

on the upper leg exhibits distinct signal patterns compared with a smartwatch positioned

on the wrist, and devices may show varying orientations during training and deployment

phases (Figure 1.2d).

These challenges significantly undermine the quality of raw sensor data, leading to

robustness and generalization problems of data-driven models trained in controlled experimental

settings, such as those in computer vision (CV) and natural language processing (NLP), when

applied to real-world sensing scenarios.

1.3 Contextual Knowledge

Although sensor time series present quality issues as mentioned in the previous para-

graphs, they also have special properties or contextual knowledge that can be leveraged to

effectively overcome these challenges. We further divide these contextual knowledge into

inherent and external knowledge, as illustrated in Figure 1.3.
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Figure 1.3. We can leverage inherent physical contextual knowledge (left) and external semantic
contextual knowledge (right) to improve the robustness of sensor time series analysis.

Inherent knowledge refers to the physical attribute intrinsic to sensor time series data.

Given that sensor time series model real-life physical processes, they are embedded with numer-

ous explicit and implicit physical characteristics. Explicit physical principles may be represented

through explicit mathematical equations or inequalities that describe the behavior of physical

processes over time or across different variables. For example, the relationship between location

(measured by GPS sensors) and acceleration (measured by accelerometers) is captured by the

motion law, which equates the second-order derivative of location to acceleration. On the other

hand, implicit physical properties might include spatial-temporal correlations or spectral prop-

erties that cannot be explicitly represented through mathematical formulations. For example,

geo-sensors exhibit locally similar patterns in nearby locations as well as global trends, such as

the decrease in temperature with increasing altitude. Another example is that transformation

of time series data into the frequency domain can more accurately reflect seasonal patterns.

Incorporation of these physics principles help denoise, impute and augment raw sensor time

series and therefore improve the robustness of the models trained on these data.

External knowledge refers to the semantic context that is mostly extracted from other data

modalities beyond time series itself. Sensor time series data are often accompanied by labels or

metadata such as sensor locations in the form of textual information, offering an opportunity to

employ state-of-the-art natural language processing techniques to elevate the level of abstraction
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Figure 1.4. Our sensor time series analysis framework. Given input noisy and missing time series,
stage I incorporates physical context to denoise, impute, augment raw data. Stage II leverages
semantic context from LLMs or domain-specific pre-trained models to improve robustness.

and achieve uniform representations across different domains. For instance, sensor time series

data from different domains may vary in sensor configurations and environmental conditions, yet

share identical label names. Meanwhile, some domains may contain more sufficient samples

to train data-driven machine learning models compared with other domains. By integrating

semantic labels, we can identify commonalities across domains and enhance the model’s ability

to generalize from data-rich domains to domains with insufficient samples. Specifically, we

leverage the latest advancements in large language models or pre-train our own domain-specific

foundation models to improve the generalizability and robustness of sensor time series analysis.

1.4 Overall Framework

In light of these contextual knowledge, we present a robust sensor time series analysis

framework as illustrated in Figure 1.4. In the first stage, we incorporate physical contextual

knowledge to denoise [320] (chapter 2), impute missing values [317] (chapter 3) and aug-

ment [318] (chapter 4) sensor time series. The specific orders of these pre-processing steps are

flexible. The first stage refines the quality of sensor time series, preparing it for subsequent

analysis by data-driven models. In the second stage, we leverage the capabilities of existing

large language models [315, 319] (chapter 5 and chapter 6) or pre-train our own domain-specific

foundation models (chapter 7) to further extract insights using semantic contextual knowledge.
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Table 1.1. Summary of contributions and applications of our proposed robust sensor time series
analysis framework.

Context Subcategory Model Chapter Challenge Application

Physics
mathematical model PILOT Ch 2 noise inertial navigation, CO2 monitoring, HVAC control

spatio-temporal ESC-GAN Ch 3 sparsity temperature, precipitation, air quality prediction
spectral property STAug Ch 4 scarcity electricity forecasting

Semantics
LLM Survey Ch 5 scarcity general time series forecasting, classification, etc.
LLM SHARE Ch 6 scarcity human activity recognition

foundation model UniMTS Ch 7 variability human activity recognition

1.5 Contributions and Applications

We summarize our contributions and applications of the proposed framework for robust

sensor time series analysis in Table 1.1. The technical contributions in this dissertation are sup-

ported by specific implementation tools that are available on the open-source Github repository

as described in Appendix A. We also provide explanations of the notations used in each chapter

in Appendix B. More specifically,

• PILOT3 (Chapter 2) is the first generic, physics-informed denoising method that supports

different sensing applications. PILOT offers a practical denoising solution for application

scenarios where obtaining ground truth clean data or understanding the underlying noise

distribution is challenging, better representing real-world sensing environments. Extensive

experiments in three real-world applications of inertial navigation, CO2 monitoring and HVAC

control demonstrate that PILOT produces results that are closest to the clean data and most

coherent to the laws of physics, achieving state-of-the-art denoising performance. We also

deploy the model on edge devices and show real-time denoising capability.

• ESC-GAN4 (Chapter 3) addresses challenges of lack of temporal dimension information in

generating data for missing sensing stations. Extensive experiments on real-world temperature,

precipitation and air quality datasets have demonstrated the superiority of ESC-GAN in spatio-

temporal imputation over state-of-the-art spatio-temporal imputation methods, image and

3https://github.com/xiyuanzh/PILOT
4https://github.com/xiyuanzh/ESC-GAN
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video inpainting methods.

• STAug5 (Chapter 4) presents a diverse and coherent augmentation method for time series

forecasting tasks that combines information from both the frequency and time domains. We

evaluate STAug on real-world time series datasets, and the method demonstrates state-of-the-art

performance compared with existing augmentation methods.

• A survey on LLM for time series6 (Chapter 5) presents a taxonomy on various means to

transfer knowledge from large language models for time series analysis. We categorize

existing methodologies into five groups (prompting, time series quantization, aligning, vision

as bridge, tool integration), where each group corresponds to one processing stage in typical

LLM-driven NLP pipelines. We also compile a comprehensive list of existing multimodal text

and time series datasets.

• SHARE7 (Chapter 6) presents an effective Human Activity Recognition (HAR) framework

which captures knowledge across activities by uncovering information from label structures.

We also propose three label augmentation methods, each targeting at a different level, to

more effectively identify shared structures across activities. We evaluate SHARE on seven

HAR benchmark datasets and observe the new state-of-the-art performance. We also conduct

experiments under few-shot settings and label imbalance settings and observe even more

significant performance improvement.

• UniMTS (Chapter 7) introduces a unified pre-training procedure for motion time series that

successfully generalizes to various device locations, device orientations and activities. We

design a contrastive learning framework to align motion time series with corresponding

semantic meanings for activity generalization. For device location generalization, we propose

to synthesize motion time series covering various body locations and model their spatio-

temporal correlations using graph convolutional neural networks. We also design rotation-

invariant augmentation to make the model agnostic to different device orientations. Our

5https://github.com/xiyuanzh/STAug
6https://github.com/xiyuanzh/awesome-llm-time-series
7https://github.com/xiyuanzh/SHARE
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pre-trained model demonstrates state-of-the-art performance across 18 real-world motion time

series benchmark datasets, notably with performance improvement of 342.3% in the zero-shot

setting, 16.3% in the few-shot setting, and 9.2% in the full-shot setting, compared with the

respective best-performing baselines.

Overall, this dissertation effectively addresses the challenges of noise, sparsity, scarcity

and variability inherent in sensor time series, significantly improving the robustness of sensor time

series analysis systems. The resulting framework has wide applications across sensing systems

of various scales, from small-scale personal healthcare monitoring, smart home automation, to

large-scale smart building control, energy management, climate modeling and beyond.
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Chapter 2

Physical Context of Explicit Mathematical
Models

In this chapter, we introduce how to leverage physical context of explicit mathematical

models to achieve the first step in our robust sensor time series analysis framework: denoising

sensor data. While the physical context, or the physics of monitored phenomenon can be used for

a variety of tasks, we first focus on denoising as an concrete practical example of using inherent

contextual information for time series analysis.

Sensors measuring real-life physical processes are ubiquitous in today’s interconnected

world. These sensors inherently bear noise that often adversely affects performance and reliability

of the systems they support. Traditionally, denoising is a signal-processing operation based

on mathematical transformations on time series. Classic filtering-based approaches introduce

strong assumptions on the time or frequency characteristics of sensor data, while learning-based

denoising approaches typically rely on using ground truth clean data to train a denoising model,

which is often challenging or prohibitive to obtain for many real-world applications.

We observe that in many scenarios, the relationships between different sensor mea-

surements (e.g., location and acceleration) are analytically described by laws of physics (e.g.,

second-order differential equation). By incorporating such physics constraints, we can guide the

denoising process to improve even in the absence of ground truth data. In light of this, we design

a physics-informed denoising model that leverages the inherent algebraic relationships between

9
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Figure 2.1. Real-life data captured by sensors are often governed by the laws of physics.

different measurements governed by the underlying physics. By obviating the need for ground

truth clean data, our method offers a practical denoising solution for real-world applications.

We conduct experiments in various domains, including inertial navigation, CO2 monitoring,

and HVAC control, and achieve state-of-the-art performance compared with existing denoising

methods. Our method can denoise data in real time (4ms for a sequence of 1s) for low-cost

noisy sensors and produces results that closely align with those from high-precision, high-cost

alternatives, leading to more accurate, efficient and cost-effective sensor-based systems.

2.1 Introduction to Physics-Informed Sensor Data Denois-
ing

Sensors measuring various real-life physical processes have permeated our daily lives.

These sensors play a crucial role in acquiring a large amount of data in various applications such

as environmental monitoring, healthcare, smart home and building, and transportation, enabling

context inference, pattern recognition, and informed downstream decision-making. However,

because of factors such as environmental interference, electrical fluctuations, and imprecision of

the sensor itself, sensor data are naturally noisy. Such noise degrades data quality and adversely

affects performance of downstream applications.
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Figure 2.2. Three example applications of PILOT. Inertial navigation (left), CO2 monitoring
(middle), and HVAC control system (right).

To improve sensor data quality, there has been a line of research on noise reduction, from

traditional filtering approaches that rely on prior knowledge of signal characteristics in time or

frequency domain [57, 189], to more advanced machine learning methods [251, 310]. Existing

machine learning based methods typically assume availability of ground truth clean data in order

to train a denoising model in a supervised manner. However, given the inherently noisy nature

of sensors, we often do not have access to ground truth clean data in real-world applications.

In addition to supervised denoising methods, researchers have also developed self-supervised

denoising methods, mostly in computer vision applications [128, 179]. These approaches often

make assumptions for simplification (e.g., about noise distributions) that may not accurately

reflect real-world sensor data with complex correlations. Moreover, they do not leverage the

unique physical characteristics of sensor data distinct from typical image or text data.

In multiple applications, we observe that different measurement channels of sensor data

collected from real-life physical processes are often correlated and characterized by equations

rooted in well-understood underlying physics. We illustrate three example scenarios in Figure 2.1.

In the first example, the relationship between location and acceleration is captured by the motion

law, which equates the second-order derivative of location to acceleration. The second example

connects the measurements by drawing upon Ohm’s law – the ratio of voltage and current is

a constant, resistance, of the circuit. In the third example, the ideal gas law establishes a link

between pressure and temperature measurements. These three examples are merely a sample

of the numerous physics principles that govern real-life sensing systems. We build upon the

intuition that such physics-based principles among measured channels can be used as constraints
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to improve sensor denoising techniques.

To this end, we propose a physics-informed denoising method, PILOT (Physics-Informed

Learning for denOising Technique), by incorporating analytical model based on known physics

as loss functions during training. Specifically, we introduce physics-derived equations as soft

constraints as detailed in Section 2.4.1 that the denoised output from our model needs to satisfy.

We illustrate the model architecture in Figure 2.4. We intentionally add noise to corrupt the

original data collected from multiple sensors. Feeding this corrupted data as input, we train a

denoising model to remove the added noise by minimizing a reconstruction loss between the

model output and the original undistorted input. However, since the original sensor data are

inherently noisy, a reconstruction loss alone is insufficient to remove such noise. Therefore,

we introduce an additional physics-based loss to minimize physics misalignment of denoised

output. For the example of inertial navigation, the corresponding physics equations include

differential equations between position/orientation and acceleration/angular velocity. Therefore,

in this example, the physics constraint would penalize discrepancy between the derivatives

of location/orientation and the acceleration/angular velocity. Denoising processes for other

applications follow similarly via a unified mathematical formulation that we will elaborate on.

To evaluate our approach, we conduct experiments on different real-world scenarios

including inertial navigation, CO2 monitoring, and HVAC (Heating, Ventilation, and Air Con-

ditioning) control. For inertial navigation, PILOT generates denoised results that are most

coherent to physics equations, leading to the best performance in downstream inertial navigation

applications on the benchmark OxIOD dataset [36]. We collect data for the other two appli-

cations, detailed in Section 2.5.3 and Section 2.5.4. For CO2 monitoring, we have two types

of CO2 sensors–one is low-cost and very noisy, and the other is more accurate but much more

expensive. Denoised CO2 measurements from the low-cost sensors by PILOT closely match

those from the much more expensive CO2 sensors. Consequently, our denoising technique offers

significant cost savings. We observe similar advantage for HVAC control system, where our

denoised temperature data collected from low-cost noisy sensors best match those collected from
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industry-grade sensors. In summary, this chapter makes the following contributions:

• We propose a novel denoising method, PILOT, trained under the guidance of physics constraints.

To our best knowledge, this is the first generic, physics-informed denoising method that

supports different sensing applications.

• PILOT offers a practical denoising solution for application scenarios where obtaining ground

truth clean data or understanding the underlying noise distribution is challenging, better

representing real-world sensing environments.

• We collect two sensor datasets on CO2 monitoring and HVAC control, with pairs of noisy and

accurate sensor data.

• Extensive experiments in three real-world applications demonstrate that PILOT produces

results that are closest to the clean data and most coherent to the laws of physics, achieving

state-of-the-art denoising performance. We also deploy the model on edge devices and show

real-time denoising capability.

2.2 Related Work

General Physics-Informed Machine Learning. The concept of Physics Priors refers to

our understanding of the inherent principles of the physical world, taking various representations

such as differential equations, symmetry constraints, and common-sense knowledge, among

others. An emerging field, Physics-Informed Machine Learning (PIML), aims to incorporate

physics priors into machine learning models [91, 253, 116]. A line of research has been proposed

for such integration, which can be categorized into different directions: incorporating physics

priors as loss regularization [204, 208, 73, 118], imposing strict constraints into the model

architectures [252, 232, 289] or hybrid approaches [76]. In general, physics-informed machine

learning methods enhance efficacy, generalizability, and robustness of the models. However,

most works in the PIML domain evaluate on simplified synthetic datasets.

Physics-Informed Machine Learning for Sensing Systems. Several works (such as
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(b) Two Angular Velocities

Figure 2.3. (a) Original orientations. (b) Comparison of measured (imu w x) and derived
angular velocities from orientations (ori w x) in x-axis. X-axis: timestep, Y-axis: meter.

PIP [291], PACMAN [183], Reducio [30], and PhyAug [164]) employ physics in practical

settings. However, most approaches are domain-specific [119, 43, 66, 93], and miss the consid-

eration of physical relationships among different sensor measurement channels that can assist

with the denoising process. Multimodal learning methods [107, 162, 261, 316] are also relevant

topics as different modalities mutually compensate and offer enriched information, but existing

multimodal methods mostly focus on fusing multiple modalities for downstream prediction

tasks (e.g., human activity recognition) without addressing the denoising challenge. To address

this gap, we present the first physics-informed machine learning model that incorporates these

relationships into denoising sensor data, pushing the capability of what is currently achievable in

Physics-Informed Machine Learning.

Denoising Methods. Sensor data are often noisy due to intrinsic characteristics such as

thermal noise, operating point drifts, or environmental effects. Existing works have proposed

methods to denoise sensor data or adapt the model to noisy measurements [67, 140]. The

majority of these strategies, however, is custom-tailored to specific domains of application,

such as COTS WiFi based motion sensing [330], image data processing under various weather

conditions [41], speech recognition [154], and clinical data analysis [194]. Some researchers

have also proposed more general denoising approaches through traditional estimation methods,

or time-frequency domain analysis such as discrete wavelet transform [57] and empirical mode

decomposition [189]. However, traditional estimation methods such as Kalman smoother rely

heavily on the assumption of Gaussian noise and Markovian transition, but real-world physics

models such as human motion typically have a higher-order temporal correlation. These methods
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also rely on oversimplified assumptions that observed variables are conditionally independent

over time. More recent deep learning approaches [310, 251] are supervised methods that require

ground truth clean data, and they neglect the unique benefits of physics-rich real-life sensing

systems. Self-supervised denoising methods have been recently proposed to train denoising

model without access to ground truth clean data [243, 128, 103, 179, 280]. These methods are

mainly designed for the computer vision domain and make assumptions about the noise.

Real-Life Sensing Systems. There exist numerous physics-rich real-life sensing applica-

tions. In this chapter, we focus on three applications: inertial navigation, CO2 monitoring, and

HVAC systems. Inertial navigation predicts location and orientation based on IMU data, which

is prone to erroneous pose estimate rapidly over time [216]. Classic approaches incorporate

external measurements such as GNSS and camera, to periodically correct the propagated pose

value, at the cost of additional hardware and power. Recently, learning-aided approaches become

popular [217, 158, 285, 35, 95, 155, 229, 151]. CO2 monitoring monitors CO2 level to ensure

occupant comfort. Researchers have designed data collection [230] and generation [262] methods

for CO2 data. When modeling CO2 data, existing works have developed data-driven, differential

equation models [263]. Modeling CO2 levels is beneficial for occupancy prediction and energy

savings [10, 72]. HVAC Control System controls heating, ventilation and air conditioning based

on temperature and airflow measurements [18, 184]. Apart from traditional model-based meth-

ods, recently deep reinforcement learning has also shown promising performance in modeling

HVAC systems [124, 304, 281].

2.3 Preliminary

2.3.1 Problem Formulation

Clean Data. We denote the unobserved ground truth clean dataset as DX = {Xi}N
i=0

which consists of N samples. Each sample Xi ∼X ,Xi ∈ Rc×T , where X denotes the clean

data space, T denotes the number of timesteps in the sensor data, and c denotes the number of
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sensor measurement channels. Each sample Xi = [xi1,xi2, · · · ,xic]
T , where xi j ∈ RT represents

the jth sensor measurement channel for the ith sample in the ground truth clean dataset.

Noisy Data. We denote our observed noisy sensor dataset as DY = {Yi}N
i=0, composed

of N samples. Each sample Yi ∼ Y ,Yi ∈ Rc×T , and Yi = [yi1,yi2, · · · ,yic]
T , where Y denotes

the noisy data space, yi j ∈ RT represents the jth sensor measurement channel for the ith sample

in the noisy dataset.

Noise. Each noisy sample Yi is corrupted from clean sample Xi by noise εi ∼ E ,εi ∈

Rc×T , where E denotes the noise space. Specifically, Yi = Xi + εi, i = 1,2, · · · ,N.

Physics Equations. Equation g(·) describes the relationships between different sensor

measurement channels in the ground truth clean data, i.e., g(xi1,xi2, · · · ,xic) = 0, i = 1,2, · · · ,N.

Denoising Model. The denoising model is parameterized by θ and maps noisy data to

clean data by mapping f (·;θ) : Y →X ⊂ Rc×T . We incorporate the physics equation g(·) as a

constraint to optimize f (·;θ) during training.

2.3.2 Physics Principles in Sensing Systems

In this section, we introduce the underlying physics principles of three example sensing

applications: inertial navigation, CO2 monitoring, and HVAC control. PILOT leverages these

physics equations as constraints during training to better guide the denoising process. We

evaluate the denoising performance of these three sensing applications in Section 2.5. The

major difference across different applications is the specific form of the physics constraint.

Consequently, to adapt our model to new applications, the only requirement is to formulate the

equation representing the physics relationship between different sensors in the new application.

Thereafter, we can seamlessly incorporate the constraint, treat it as regularization, and maintain

a uniform approach across varying applications.

We select these three use cases to demonstrate the different capabilities of the framework

to model various physics relationships. The use cases cover different sensor types, domains,

and scales. In particular, we choose the three applications to validate that the proposed method
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is robust across different scales — from single-human interactions to building air circulation

models across many zones and users. Further, we seek to cover as many types of sensors

(IMU, Camera, CO2, airflow, temperature, etc.) as possible in these three experiments to

demonstrate the potential to generalize to various types of sensors and noise levels. Our method

can incorporate different physical laws with varying degrees of physics model complexity. We

also pick the applications where physics models are informative but imperfect due to various

modeling challenges. The selected applications are known for their dependencies on additional

measurement modalities to compensate for the imperfect physics model, such as the visual

information for navigation and IMU physics. This motivates the necessity for both learning

component based models as well as physics-based models.

Application Scenario I: Inertial Navigation

Inertial navigation aims to estimate a moving device’s position and orientation based on

IMU sensor measurements, shown in Figure 2.2 (left). The inertial navigation model takes IMU

measurements as input, and predicts locations and orientations. The ground truth location and

orientation data are captured by cameras. However, both IMU and camera data carry noise due

to factors like jittering or occlusion, posing challenges to training accurate inertial navigation

models. If we denote location, orientation (in quaternion form), angular velocity, and acceleration

as p,q,w,a respectively, then their relationships can be mathematically expressed by equations

g1(·),g2(·):

g1(a, p,q) = a−RT
q (

d2 p
dt2 −g0), (2.1)

g2(w,q) =
dq
dt
− 1

2
q⊗w, (2.2)

where Rq,g0,⊗ represent rotation matrix, gravity constant and quaternion multiplication. As a

motivating example, we randomly select 30-second sensor data from the OxIOD dataset [36] and

visualize the orientation measurements in Figure 2.3a. We note two major noise-heavy regions

around the 500th timestep and the 2500th timestep (indicated by boxed regions). Applying
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Equation 2.2, we derive the angular velocity from the orientation data, and compare it with

the angular velocity directly measured by IMU gyroscope in Figure 2.3b. The misalignment

between these two angular velocities appears around the same timesteps of noisy regions in the

original orientation data. This highlights the role of known physics to guide the learning process

of denoising models and its use in our model.

Application Scenario II: CO2 Monitoring

CO2 monitoring is of wide interest in smart building applications. An accurate zone

CO2 reading can enable transmission risk analysis [213], occupancy estimation [53], air quality

monitoring [187] for energy-saving or residence safety purposes [72]. Figure 2.2 (middle)

depicts one example placement of three CO2 sensors proximate to the air intake, outtake, and

the center of a standard office room. Assume ct ,c0,ct
in,c

t
out represent the current average CO2

concentration in the room, initial average CO2 concentration in the room, CO2 concentration

for the input airflow, CO2 concentration for the output airflow, respectively. Furthermore, let

v,V,s,nt represent the airflow velocity, room volume, CO2 emission rate per individual, and the

number of occupants in the room. Note that all these extra parameters are known information of

the environment. They may change over time, but their values at each timestep are known. Then,

we can write their relationship in the following equation g(·):

g(ct ,ct
in,c

t
out) = ctV − (c0V +∑

t
(ct

inv∆t)

+∑
t
(nts∆t)−∑

t
(ct

outv∆t))
(2.3)

Unfortunately, perfect CO2 monitoring would require deploying multiple high-resolution

and low-noise lab-level CO2 sensors, which are prohibitively expensive for a typical commercial

building consisting of hundreds of zones. By contrast, low-cost CO2 sensors are readily available

on the market with more noise and less accuracy (e.g., CCS881 as we will detail in Sec 2.5.3). We

aim to incorporate the aforementioned physics equation to denoise CO2 data collected from these
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low-cost sensors, such that data quality after denoising can match the expensive counterparts.

Application Scenario III: Air Handling in HVAC Control System

HVAC control systems manage critical parameters such as temperature, humidity, and air

quality of commercial or residential buildings to ensure thermal comfort and optimal air quality

while maintaining energy efficiency. Air Handling Units (AHUs), the core of an HVAC control

system, take in outside air and return air from zones in the building, recondition it via heating

or cooling, de-humidification, and then supply it to spaces. Downstream equipment such as

Variable Air Volumes (VAVs) may further condition the air based on factors including occupancy,

time of day, and specific temperature desired of the space. Figure 2.2 illustrates an AHU in an

example HVAC control system with both heating and cooling functionality. The AHU mixes a

certain ratio of return air from the conditioned spaces and the fresh outside air, and reconditions

the mixed air through cooling and heating coils and supply air to various spaces. We denote

the enthalpy difference across the heating and cooling coils by ∆Q. The air’s mass undergoing

reconditioning is denoted as m, its specific heat capacity as ch, the temperature of the supply air

and mix air as Tsa and Tmix, respectively. We then derive the following heat transfer equation

under the assumption of no additional heat source aside from the cooling and heating coils:

g(∆Q,m,ch,Tsa,Tmix) = ∆Q−mch(Tsa−Tmix) (2.4)

Note that air mass m can be acquired through the airflow rate (measured in Cubic Feet per

Minute, or CFM) going across the AHU. Furthermore, the air’s specific heat capacity, ch, is both

humidity and temperature dependent.

In practice, both supply air temperature and mix air temperature measurements are

subject to noise, which impedes accurate control in the HVAC system. Therefore, we incorporate

the above equation to denoise the two temperature measurements, enhancing the accuracy and

reliability of the HVAC control system.
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Phase 1
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Figure 2.4. Physics-Informed denoising model framework. During training, we manually add
noise to the original sensor data, and minimize a reconstruction loss to remove such noise. We
also integrate a physics-based loss to ensure that reconstructed data obey the law of physics.

2.4 Methodology

2.4.1 Model Framework

Noise Injection. We first follow the setting of typical supervised denoising methods

to manually inject noise and train the denoising model to remove the injected noise. Given

the unknown nature of real-world noise distributions, we first randomly sample noise from

pre-defined distributions as simulations. This process is insufficient to capture the complex noise

distributions, so we augment the model training with physics modeling process illustrated later.

When sampling the noise, we use Gaussian distribution with zero mean and variance of σ2 as

an example and compare with other noise distributions in Section 2.5.6 (Sensitivity Analysis).

Mathematically, for each sample Yi in our noisy dataset, we further sample Gaussian noise ni and

add it upon Yi to obtain data Zi with a higher degree of noise, i.e., Zi = Yi +ni,ni ∼N (0,σ2).

Note that our physics modeling component does not pose any constraints or assumptions on

the noise type. The inclusion of Gaussian additive noise is purely for simulation purposes to

facilitate the training of the denoising autoencoder.

Naive Denoising Model. The naive denoising model performs optimization without

modeling physical relationships. The denoising model takes data with manual noise injected

Zi as input, and the training objective is to output data with such manual noise removed, by
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minimizing the reconstruction loss, i.e.,

argminθEYi∼Y ,ni∼N ℓrec( f (Yi +ni;θ),Yi), (2.5)

ℓrec( f (Yi +ni;θ),Yi) = || f (Yi +ni;θ)−Yi||22. (2.6)

The naive denoising model learns how to remove noise generated from our pre-defined noise

distribution, e.g., Gaussian distribution. This is effective if the real noise follows the same

noise distribution. However, in practice, the noise distribution is often much more complex

and cannot be simply approximated by predefined patterns. As we will theoretically show in

Section 2.4.2, the naive denoising method becomes suboptimal when the real noise distribution

deviates from our pre-defined noise distributions. Therefore, we incorporate physics constraint

to enhance denoising performance, enabling the model to adapt to more complex, real-world

noise distributions.

Physics-Informed Denoising Model. Apart from the reconstruction loss in the naive

denoising model, we incorporate another physics-based loss to overcome the limitation of the

naive model. Recall in Section 2.3.1 (Problem Formulation) we mentioned that ground truth

clean data satisfy physics constraint g(xi1,xi2, · · · ,xic) = 0, i = 1,2, · · · ,N. In an ideal scenario,

if our denoising model can perfectly eliminate all noise, then the resultant output of this optimal

denoising model f (·;θ ∗) will also adhere to the physics constraint:

g( f (zi1;θ
∗), f (zi2;θ

∗), · · · , f (zic;θ
∗)) = 0, i = 1,2, · · · ,N, (2.7)

which can be simplified as g( f (Zi;θ ∗)) = 0 or g( f (Yi +ni;θ ∗)) = 0. Therefore, we can exploit

the physics constraints intrinsic to an optimal denoising model and formulate the constrained
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optimization problem as

argminθEYi∼Y ,ni∼N ℓrec( f (Yi +ni;θ),Yi),

s.t. g( f (Yi +ni;θ)) = 0.
(2.8)

Enforcing the physics equation as strict constraints makes the model difficult to optimize. Instead,

we include the constraint as a soft regularization term in the loss function. Specifically, the loss

function for the physics-informed denoising model is a combination of reconstruction loss and

physics-based loss:

argminθEYi∼Y ,ni∼N ℓ( f (Yi +ni;θ),Yi), (2.9)

ℓ= ℓrec +λℓphy, (2.10)

ℓphy( f (Yi +ni;θ)) = ||g( f (Yi +ni;θ))||22. (2.11)

The physics-based loss offers additional prior knowledge about the ground truth data and better

guides the learning process of the denoising model, especially when we don’t have access to the

ground truth distributions. We find in the experiment section that the physics constraint works

for both first-order terms and higher-order terms. Here, λ is the ratio that balances the two losses.

We find that an adaptive balancing strategy that keeps these two losses always at the same orders

of magnitude during training is empirically more effective than setting a fixed ratio, as we will

illustrate in Section 2.5.6.

PILOT Framework. We design a two-phase training framework for the final denoising

model. Specifically, we first optimize the model only with reconstruction loss as a pre-training

phase. The two-stage training ensures that training is not biased by the physics loss at the

beginning, as the initial exclusive focus on optimizing the physics loss can lead to overly

simplistic and trivial solutions, such as all-zero predictions. Two-stage training mitigates this by

serving as a warm-up period and providing better denoising model initialization. By learning to
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reconstruct the data, the model better adapts to the underlying data distribution. In the second

phase, we combine both reconstruction loss and physics-based loss to optimize the model. The

physics-based loss corrects and guides the model for enhanced denoising performance. To

choose the denoising model backbone, we keep both efficacy and efficiency in mind, ensuring

that denoising models can run on edge devices with limited compute. Therefore, we use

one-dimensional Convolutional Neural Networks (CNN) as an example, as they are relatively

lightweight with superior capability in extracting sensor features. We provide details about code

implementation on Github1.

2.4.2 Theoretical Analysis

In this section, built upon previous works in [331, 103], we analytically show that when

the inherent noise of our model input has a non-zero mean, training with naive denoising model

would be insufficient to recover the ground truth data distribution.

Corollary 1. Let y be observed noisy data corrupted from clean data x by noise ε with non-zero

mean η: y = x+ ε,ε ∼ E . Let z be manually corrupted data from y by pre-defined noise n with

zero mean: z = y+n,n∼N . Assume Ez|x(z) = Ey|x(y) = x+η , and the variance of y is σ2
y .

Then the following equation holds true:

Ex∼X ,ε∼E ,n∼N || f (x+ ε +n;θ)−x||22

= Ex∼X ,ε∼E ,n∼N || f (x+ ε +n;θ)− (x+ ε)||22

−σ
2
y +2ηEx∼X ,ε∼E ,n∼N ( f (x+ ε +n;θ)−x).

(2.12)

Since η ̸= 0, optimizing Ex∼X ,ε∼E ,n∼N || f (x+ ε +n;θ)− (x+ ε)||22 is not equivalent

to the ideal goal of optimizing against ground truth, i.e., Ex∼X ,ε∼E ,n∼N || f (x+ ε +n;θ)−x||22.

In summary, the corollary states that the naive denoising model’s optimization target fails to

1https://github.com/xiyuanzh/PILOT
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completely mitigate the inherent noises. Therefore, we incorporate physics-based loss to augment

the denoising performance, particularly when underlying noise distributions are inaccessible.

2.5 Evaluation

2.5.1 Experimental Setup

We use a one-dimensional convolutional neural network with four layers as the backbone

for our denoising model. The respective kernel sizes for each layer are set to 7,5,3,3. We use

Adam optimizer with learning rate 0.0001 and batch size 16. For each dataset DX = {Xi}N
i=0, we

first compute how well each sample aligns with the physics equation. Specifically, the alignment

for the i-th sample is the L2 norm ai = ||g(Xi)||22. We select samples with the top 50% smallest ai

as our training set. These samples align more coherently with physics equations and potentially

carry less noise. The remaining samples are used as the test set. The applications we have

studied are mostly stationary systems, so the model should be able to generalize to new test data

in practice. We conduct the experiments in PYTORCH with NVIDIA RTX A6000 (with 48GB

memory), AMD EPYC 7452 32-Core Processor, and Ubuntu 18.04.5 LTS. We also implement

our method on edge device (Raspberry Pi 4) and evaluate its efficiency in Section 2.5.7. We tune

the hyper-parameters of both PILOT and baselines to minimize loss on the training set, and then

evaluate on the test set after hyper-parameter tuning.

We compare PILOT with both statistical methods and recent deep learning denoising

methods as follows (including two self-supervised methods DIP and N2N):

• Gaussian Filter employs a Gaussian filter with standard deviation σ for the kernel to smooth

the sensor data.

• DWT [57] decomposes the signal using Discrete Wavelet Transform (DWT) and chooses the

most energetic coefficients to reconstruct the denoised signal.

• DnCNN [310] is a convolutional neural network based denoising model that exploits residual

learning and batch normalization to boost the denoising performance.
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Figure 2.5. Top: Angular velocity from IMU and from first-order derivative calculation of
orientation based on original data. Bottom: Acceleration from IMU and from second-order
derivative calculation of location based on original data. X-axis: timestep, Y-axis: meter.

(a) Location (Top: N2N, Bottom: PILOT) (b) Orientation (Top: N2N, Bottom: PILOT)

Figure 2.6. We compare PILOT with the best performing baseline N2N for qualitative denoising
performance of (a) location and (b) orientation. We also zoom in for regions with higher noise
levels for better illustration. X-axis: timestep, Y-axis: meter.

• TSTNN [251] is a Transformer-based model for end-to-end speech denoising. It is composed

of a feature-mapping encoder, a two-stage Transformer model to extract local and global

information, a masking module and a decoder to reconstruct denoised speech.

• Deep Image Prior (DIP) [243] exploits the structure of the neural network as priors for

denoising data. The method fits the model to the noisy data with early exit, so the network

captures dominant patterns while ignoring the random noise.

• Neighbor2Neighbor (N2N) [103] applies random neighbor sub-sampler on noisy data to

generate input and target for the network. It also proposes a regularizer as additional loss for

performance augmentation.

25



Table 2.1. Physics alignment results for OxIOD dataset. We bold the best and underline the
second best. PILOT aligns the best with both acceleration and angular velocity.

Model Acceleration (m/s2) Angular Velocity (rad/s)

Metrics MSE MAE MSE MAE

Original 762.6 3.7862 2.6219 0.2376
Gaussian 363.2 3.2295 1.6277 0.2161

DWT 854.9 5.4534 2.6034 0.2701
DnCNN 312.5 8.3830 0.3470 0.1896
TSTNN 3272.0 30.513 0.4184 0.4836

DIP 2153.6 33.938 0.3788 0.4013
N2N 118.7 4.5749 0.3565 0.1756

PILOT 1.8695 0.6372 0.0380 0.0690

We evaluate the performance from three perspectives. First of all, if we have collected

data of higher quality using other sources (e.g., more expensive and accurate sensors), we would

regard these higher-quality data as approximate ground truth and compute Mean Square Error

(MSE) and Mean Absolute Error (MAE) between the denoised data X̂ and the higher-quality

data X as the first metric, noted as “Reconstruction Performance”. Specifically, Reconstruction

MSE = ||X̂−X||22, and Reconstruction MAE = ||X̂−X||1. The second metric investigates

alignment of denoised data with the governing physics equations, noted as “Physics Alignment”.

Specifically, Physics MSE = ||g(X̂)||22, and Physics MAE = ||g(X̂)||1. Lastly, if the denoised

data are further applied in downstream applications (e.g., inertial navigation system), we also

evaluate “Downstream Performance” based on the metrics of interest for the corresponding

downstream task. Measuring downstream performance helps us understand the full impact of

denoising on real-world applications.

2.5.2 Application I: Inertial Navigation

Dataset

We use OxIOD [36] dataset for inertial navigation experiments. OxIOD collects ac-

celerometer and gyroscope data (100 Hz) mostly by IMUs (InvenSense ICM20600) in iPhone 7

plus. A Vicon motion capture system (10 Bonita B10 cameras) is used to record the locations and
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Table 2.2. Inertial navigation performance on OxIOD dataset with two inertial navigation models
(IONet and RoNIN). We bold the best and underline the second best.

Model IONet [35] RoNIN [95]

Metrics
vx vy vz mean v ATE RTE vx vy vz mean v ATE RTE

(m/s) (m/s) (m/s) (m/s) (m) (m) (m/s) (m/s) (m/s) (m/s) (m) (m)

Original 0.0207 0.0642 0.0093 0.0314 0.3076 0.8194 0.0180 0.0621 0.0090 0.0297 0.2472 0.6337
Gaussian 0.0249 0.0496 0.0145 0.0297 0.6111 1.8727 0.0242 0.0498 0.0147 0.0296 0.5988 1.8427

DWT 0.0266 0.0732 0.0094 0.0364 0.3142 0.8079 0.0243 0.0714 0.0091 0.0349 0.2665 0.7023
DnCNN 0.0200 0.0235 0.0144 0.0193 0.3001 0.7891 0.0177 0.0213 0.0139 0.0176 0.2476 0.6598
TSTNN 0.2857 0.3250 0.0935 0.2348 0.6496 1.6575 0.2865 0.3253 0.0938 0.2352 0.6256 1.5794

DIP 0.1971 0.2650 0.0105 0.1576 0.5759 1.5108 0.1926 0.2570 0.0101 0.1533 0.3989 1.0358
N2N 0.0246 0.0144 0.0183 0.0191 0.3151 0.8317 0.0224 0.0122 0.0182 0.0176 0.2605 0.6956

PILOT 0.0102 0.0095 0.0031 0.0076 0.2998 0.7875 0.0081 0.0078 0.0017 0.0059 0.2413 0.6309
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Figure 2.7. Downstream inertial navigation results on OxIOD dataset with RoNIN model.
RoNIN trained on denoised data of PILOT reconstructs trajectories closet to the ground truth
trajectories. X-axis: meter, Y-axis: meter.

orientations. The total walking distance and recording time of the dataset are 42.5 km and 14.72

h. The data collection protocol is designed to simulate natural pedestrian movement within an

indoor environment equipped with motion capture system. When collecting the data, a pedestrian

walks naturally inside a room with motion capture system, carrying the phone in hand, in the

pocket, in the handbag, or on the trolley.

Physics Alignment

We compare the physics alignment performance in Table 2.1. Specifically for this

application, we compute the misalignment for acceleration and angular velocity. Adapting our

experimental approach for the specificities of inertial navigation, we only denoise the location and
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orientation data, and leave IMU data in its original form. This is because the downstream inertial

navigation model’s training requires integration over the IMU, thereby inherently smoothing

and denoising the IMU data. Since our model only denoises the location and orientation data,

we model the physics relationships between the denoised location, orientation, and the original

IMU. More specifically, acceleration MSE in Table 2.1 is computed as the discrepancy between

accelerometer data from IMU (a) and the second-order derivative of the denoised location

subtracted by gravity constant and multiplied by rotation matrix (RT
q (d

2 p/dt2−g0)), as shown in

Equation 2.1. Similarly, angular velocity MSE is computed as the difference between gyroscope

data from IMU multiplied by orientation (q⊗w/2) and the first-order derivative of denoised

orientation (dq/dt), as in Equation 2.2.

From Table 2.1, we can see that while most denoising methods reduce the physics MSE

compared with original data without denoising, PILOT significantly reduces the physics MSE by

two orders of magnitude. Accompanied by these quantitative results, we also offer qualitative

illustrations in Figure 2.5. We present a visual comparison of the direct IMU measurements and

derived accelerations and angular velocities. When comparing PILOT with original and denoised

data from the best-performing baseline, we observe that PILOT-denoised data provide the best

physics alignment for both angular velocity and acceleration.

Reconstruction Performance

For the inertial navigation application, we don’t have access to ground truth location and

orientation data. Therefore, we qualitatively compare the reconstruction performance of PILOT

and the best-performing baseline in Figure 2.6. We compare the reconstruction performance for

both location and orientation, with detailed zoom-ins on regions exhibiting higher noise levels

for more clear illustration. We observe that PILOT effectively reduces the noise in the original

data, while simultaneously reconstructing results that show greater alignment and coherence

with the original locations and orientations.
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Downstream Performance

We also use the denoised data to train downstream inertial navigation model, and compare

PILOT and baselines in terms of downstream task performance. We use IMU data, denoised

location and orientation data as training pairs for the following inertial navigation models:

• IONet [35]: IONet uses deep recurrent neural networks to learn location transforms in polar

coordinates from raw IMU data, and construct inertial odometry.

• RoNIN [95]: RoNIN regresses velocity given IMU with coordinate frame normalization and

robust velocity losses.

We measure the downstream performance by the following three metrics, following

previous works [95].

• Velocity: We compute MSE of predicted velocity (x, y, and z-axis, along with the mean

velocity of all three axes).

• Absolute Translation Error (ATE): ATE is defined as the Root Mean Squared Error (RMSE)

between the entire estimated and ground truth location trajectory.

• Relative Translation Error (RTE): RTE is defined as the Root Mean Squared Error (RMSE)

over a fixed time interval. We choose 1 minute in our experiment as in previous works [95].

We compare PILOT with baselines on downstream inertial navigation task using IONet

and RoNIN (Table 2.2) as the downstream models. We can observe that PILOT best predicts

K30

CCS881

(a) Deployment on desk

K30

CCS881

(b) Deployment by vent

Figure 2.8. We connected a pair of two different CO2 sensors (K30 and CCS 881 respectively)
on a Rasberry Pi. We deploy (a) one pair on the desk in the center of the office and (b) the other
pair close to the exhaust vent to monitor CO2 level.
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(a) Example 1 (b) Example 2 (c) Example 3 (d) Example 4

Figure 2.9. We compare the CO2 denoising results of PILOT and the best performing baseline
DIP. PILOT denoises CCS881 results closet to the ground truth (K30 measurements). X-axis:
timestep, Y-axis: ppm.

the velocity and locations, regardless of the specific inertial navigation model. In Figure 2.7,

we also qualitatively compare PILOT with the best-performing baseline using RoNIN as the

inertial navigation model. We can see PILOT’s denoised data offer RoNIN the best trajectory

reconstruction relative to both the original data and that from the best-performing baseline.

2.5.3 Application II: CO2 Monitoring

Dataset Collection

In this experiment, we deployed two pairs of CO2 sensors (K30 and CCS811) in a

typical graduate student office environment. K30 is a highly accurate Non-Dispersive Infra-

Red (NDIR) CO2 sensor manufactured by SenseAir which costs $100 per unit. It features an

accuracy of ±30 ppm or ±3% of measurements and a high repeatability of ±20 ppm or ±1% of

measurements [245]. The NDIR technology [192] utilizes the unique property of CO2 molecules

— their significant absorption of infrared (IR) light in the vicinity of 4.2 µm wavelength. When a

gas sample is illuminated with light of this particular wavelength, the concentration of CO2 can

be deduced by examining the fraction of light absorbed. We regard K30 readings as the ground

truth of CO2 concentration.

In comparison, CCS811 [4] is a substantially cheaper Metal-Oxide (MOX) gas sensor,

priced at less than $10 per unit, which computes equivalent CO2 readings based on hydrogen gas

readings. A MOX gas sensor works by measuring and analyzing changes in the conductivity of

the gas-sensitive MOX semiconductor layer(s) at various gas exposure [54]. It has no verifiable
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Table 2.3. Reconstruction and physics alignment results on CO2 dataset. We bold the best and
underline the second best.

Model Recons (1×106 ppm) Physics (1×106 ppm)

Metrics MSE MAE MSE MAE

Original 1.5654 0.0020 0.1082 0.1908
Gaussian 0.6265 0.0016 0.0278 0.1019

DWT 1.5076 0.0020 0.1045 0.1846
DnCNN 1.5381 0.0020 0.1064 0.1897
TSTNN 0.0956 0.0007 0.0027 0.0498

DIP 0.0841 0.0006 0.0018 0.0308
N2N 0.4396 0.0018 0.0085 0.0789

PILOT 0.0371 0.0004 0.0012 0.0200

accuracy or repeatability guarantee and is usually not recommended for laboratory use.

For each pair of these two sensors, we connect both of them to a single Raspberry Pi

board, which collects data through UART protocol and I2C interface from K30 and CCS811

respectively, at an interval of 4 seconds. The collected readings are transmitted to a remote

InfluxDB instance for storage and further analysis. We place these two pairs of CO2 sensors as

follows. One pair is adjacent to the HVAC exhaust vent and the other pair is at the center of the

room, to capture the relevant variables in Equation 2.3 as illustrated in Figure 2.8. We set inflow

CO2 concentration in Equation 2.3 to 440 ppm based on empirical observation.

Reconstruction and Physics Performance

For the application of CO2 monitoring, data collected from high-precision K30 sensors

serve as the benchmark for calculating the reconstruction performance. We also evaluate the

physics alignment by how well our denoised data match Equation 2.3. As shown in Table 2.3,

PILOT outperforms all baselines, showcasing the lowest reconstruction and physics alignment

errors. We also qualitatively compare PILOT with the best-performing baseline in Figure 2.9.

We can observe that the denoised data by PILOT align the closest to the ground truth (K30 data)

compared with original noisy data as well denoised data from the best-performing baseline.
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(a) ∆Q (b) ∆T

Figure 2.10. Sensor deployments in HVAC systems. (a) We measure heat difference ∆Q through
the water temperature difference. (b) We measure the air temperature differences with a copper
thread averaging sensor.

2.5.4 Application III: Air Handling in HVAC Control System

Dataset Collection

We collect data points of relevant variables in Equation 2.4 from an AHU serving a

lecture hall on campus. We choose this particular AHU based on the following two criteria.

Firstly, this AHU is equipped with both heating and cooling thermal submeters (Figure 2.10a),

ensuring the availability of ∆Q in Equation 2.4. Secondly, none of the zones served by this

AHU has any reheat unit. In theory, this guarantees that our assumption holds true that heating

and cooling coils are the only heat sources. We collect the data through the campus building

management system (BMS) for 18 consecutive days, with readings taken at 1-second intervals.

We plan to collect more long-term data as a future work.

The mixed air temperature and supply air temperature are measured by copper-thread

averaging duct sensors (costing $150 for each) within the respective supply and exhaust ducts

of this AHU, as shown in Figure 2.10b. These sensors give the average temperature based on

the fact that the electrical resistance of copper changes in a predictable way with temperature

changes. However, this method is prone to inaccuracy and lacks repeatability due to challenges
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Table 2.4. Reconstruction and physics alignment on HVAC dataset. We bold the best and
underline the second best. PILOT best denoises HVAC data in terms of both reconstruction
accuracy as well as physics alignment.

Model Reconstruction (K) Physics (K)

Metrics MSE MAE MSE MAE

Original 0.9479 0.8841 50.302 6.7184
Gaussian 0.8687 0.8782 49.528 6.7003

DWT 0.8553 0.8689 48.782 6.6471
DnCNN 0.3284 0.4786 50.380 6.7241
TSTNN 2.2980 1.1980 32.012 3.7260

DIP 3.7336 1.5098 29.747 3.7410
N2N 1.1830 0.9522 31.748 3.6990

PILOT 0.1994 0.3454 14.081 3.1600

associated with maintenance and cleaning, as well as the uneven distribution of the thread within

the duct. A feasible yet costly alternative solution is to use multiple single-unit temperature

sensors evenly distributed throughout the duct. These sensors are more expensive and harder

to deploy. For evaluation, we carry this setup by deploying two dual-probe high-accuracy,

industry-level temperature sensors in the supply duct, each costing $200, and take the average of

readings from each probe to get a highly reliable ground truth temperature measurement.

Reconstruction and Physics Performance

For the HVAC control system application, we measure the denoising performance by both

reconstruction performance and physics alignment. For reconstruction performance, we deploy

high-precision temperature sensors and utilize the collected data as ground truth temperature to

assess the reconstruction performance of different denoising methods. For physics alignment,

we compute the MSE and MAE between ∆Q and mc∆T in Equation 2.4. As shown in Table 2.4,

PILOT achieves state-of-the-art performance and shows the lowest errors for both reconstruction

performance and physics alignment. We also provide qualitative comparisons to supplement our

evaluation. Figure 2.11 showcases two example reconstructions of supply air temperature data.

Denoised data from PILOT exhibits the best alignment with the ground truth data compared with
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(a) Example 1 (b) Example 2

Figure 2.11. Two example reconstructions for supply air temperature. PILOT’s outputs best
align with the ground truth compared with original noisy measurements and the best- performing
baseline. X-axis: timestep, Y-axis: K.

(a) Example 1 (b) Example 2

Figure 2.12. Two example alignment between ∆Q and mc∆T . PILOT achieves the closet
alignment compared with original data and the best baseline. X-axis: timestep, Y-axis: K.

original data, as well as the best-performing baseline DnCNN. In Figure 2.12, we also present

two examples of physics alignment. We see that denoised data of PILOT best align with the

physics equation compared with original noisy data and the best-performing baseline DIP.

2.5.5 Ablation Study

To study the effects of different components of our model, we separately remove the

physics-based loss, reconstruction loss, and pre-training phase, and evaluate PILOT in Table 2.5.

For Inertial Navigation System (INS), we compare the physics alignment of both acceleration

(MSEa, MAEa) and angular velocity (MSEw, MAEw). For CO2 monitoring and HVAC control,

we compare both reconstruction (MSErec, MAErec) and physics alignment (MSEphy, MAEphy).

We note that by removing the physics-based loss, PILOT degenerates to a naive denoising

model, which is not sufficient to capture the complex noise distribution in real-world sensor

data. Therefore, compared with PILOT, MSE and MAE of both reconstruction and physics
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Table 2.5. Ablation Study of PILOT. We bold the best and underline the second best. Removing
either physics-based loss, reconstruction loss or pre-training phase would negatively affect the
performance, demonstrating the effectiveness of all three components.

Task Metrics w/o lphy w/o lrec w/o pre-train PILOT

INS

MSEa 316.5 259.1 20.70 1.8695
MAEa 8.342 8.759 2.2930 0.6372
MSEw 0.3579 0.2845 0.1380 0.0380
MAEw 0.1899 0.3352 0.1291 0.0690

CO2

MSErec 0.4641 0.0568 0.0724 0.0371
MAErec 0.0139 0.0051 0.0074 0.0047
MSEphy 0.0194 0.0021 0.0023 0.0012
MAEphy 0.0781 0.0264 0.0330 0.0200

HVAC

MSErec 0.3314 0.5314 0.2686 0.1994
MAErec 0.4709 0.6128 0.4670 0.3454
MSEphy 50.22 14.69 14.469 14.081
MAEphy 6.713 3.263 3.203 3.1600

alignment increase after removing the physics-based loss. We also observe that a higher degree

of precision in the physics model and higher frequency sensor data sampling (resulting in fewer

synchronization errors), lead to larger performance improvements. For example, the relationships

in inertial navigation physics are more precisely captured than with CO2 or temperature systems,

and the IMU sensors are sampled at higher frequencies than CO2 sensors. Correspondingly, we

observe greater performance gains from employing physics equations than other applications.

Secondly, reconstruction loss is important as it facilitates the model’s ability to learn data

distribution. In its absence, the model may potentially generate trivial outputs that, while

satisfying physics constraints, neglect the actual data distribution (e.g., outputs of pure zeros).

Lastly, the pre-training phase serves as an essential warm-up period to help the model better

adapt to the underlying data distribution. To summarize, the physics-based loss, reconstruction

loss, and pre-training phase collectively contribute to the overall efficacy of the model, and their

presence is crucial for optimal performance.
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Figure 2.13. Performance analysis on the ratio of reconstruction loss over physics-based loss.
Adaptive loss ratio yields better performance compared with fixed ratios.
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Figure 2.14. Performance analysis on the types of manually injected noise for the reconstruction
process. Applying random noise performs better than zero masking.

2.5.6 Sensitivity Analysis

Balance between Reconstruction Loss and Physics-Based Loss

In our experiments, we adopt an adaptive strategy to adjust the ratio between reconstruc-

tion loss (lrec) and physics-based loss (lphy) during training. Denote the ratio as λ = lrec/lphy.

More specifically, for each iteration, we compute the mean value of the reconstruction loss,

and adaptively adjust λ such that (λ · lphy) aligns with the same order of magnitude as lrec.

Consequently, this adaptive approach avoids overemphasizing either the reconstruction loss

or physics-based loss throughout the entire training process. To validate the effectiveness of

adaptive loss ratios, we compare PILOT with its counterparts trained with fixed loss ratios,

varying from 0.1, 1 to 10. As shown in Figure 2.13, adaptive loss ratio (denoted as “ADA”)

yields the best performance compared with different fixed ratios.

Manually Injected Noise Types

We also study the effect of different noise types injected for optimizing the reconstruction

loss. In our experiments, we use Gaussian noise as an example injected noise. We compare

PILOT with its counterparts trained with manually injected uniformly distributed noise, as well
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Table 2.6. Efficiency Analysis on Raspberry Pi 4.

Metrics Params Size Inference Time CPU Usage

Efficiency 270K 284 KB 4 ms 25%

as manually injected zero masks. As shown in Figure 2.14, injecting random noise (Gaussian or

Uniform noise) performs better than applying zero masking, as random noise aligns closer to

real-world noise distribution compared with zero masking. Moreover, the model is less sensitive

to the particular noise types applied, such as Gaussian noise or uniformly distributed noise.

2.5.7 Efficiency Analysis for Edge Devices

As many denoising methods for sensor data run on edge devices, we explore the time

and memory efficiency of PILOT in Table 2.6 using Raspberry Pi 4 as an example edge device.

We deploy the inertial navigation denoising application through the Tensorflow Lite framework

on Raspberry Pi 4. For time efficiency, PILOT can denoise a sequence of 100 readings (corre-

sponding to a sequence of 1 second) within 4 milliseconds, performing real-time denoising. To

ensure the reliability of our evaluation, this experiment has been repeated a thousand times to

obtain the average inference time. For memory efficiency, PILOT is a lightweight CNN model

with just 270K parameters and 284 KB model size. Moreover, it demonstrates an average CPU

utilization of only 25% during the entire inference process. In summary, PILOT is both time

efficient and memory efficient for real-time operations on edge devices.

2.6 Discussions and Future Work

In this section, we discuss potential future directions of PILOT.

Broader Applicability to Other Sensing Systems. For PILOT to work, we, of course,

need a well-understood and verified physical model that accurately models relationships among

important observed variables. Such models may be complex as the “order” of physical models

increases with their complexity to model various conditions and corner cases. It is, however,
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possible to combine such physics-based models with well-characterized numerical simulation

models that achieve similar effect: for instance, model of semiconductor device versus a BSIM3

simulation model used in SPICE simulators [46]. We note that apart from the three applications

we have explored, in practice numerous sensing systems have underlying physics relationships,

and we recognize this opportunity for extended exploration in future work. We discuss a few

potential use cases as some examples for the model’s wider applicability:

• Power System. In a power system, the most classical Ohm’s law describes the relationships

between power, current and voltage. Electronic devices measuring current or voltage are

often subject to environmental disruptions, such as temperature fluctuations, resulting in

measurement noise. Utilizing physics priors like Ohm’s Law, PILOT can offer a promising

solution to mitigate these noise-related inaccuracies.

• Weather Monitoring. Weather monitoring and forecasting involve calculations with respect to

air pressure, temperature, wind speed, etc. These properties can be modeled as fluid dynamics

problems, which are often characterized by the Navier-Stokes equations linking velocity and

pressure. Environmental sensors responsible for capturing data like wind speed or pressure are

susceptible to noise originating from environmental influences or sensor sensitivity. PILOT can

leverage physics-based priors such as the Navier-Stokes equations to denoise these collected

data, enhancing the accuracy of weather monitoring.

• Localization in Autonomous Systems. In autonomous systems, we employ a combination

of GPS, Lidar, Radar and IMU sensors to localize autonomous driving cars or drones. These

sensor readings can be noisy due to atmospheric effects, multipath propagation, etc. PILOT is

capable of applying the laws of motion (e.g., acceleration is the second derivative of location)

to denoise location data collected from these multiple sources.

Uncertainty Quantification. Our future work also includes incorporating uncertainty

quantification (UQ) into the denoising process. The integration of UQ aims to provide a holistic

understanding of noise structure, delivering not just a point estimate for the denoised data but

also the model’s confidence in that estimate, avoiding overconfident and potentially inaccurate
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inferences. The integration may also help quantify the effects of denoising with respect to the

precision of the model or synchronization errors. Uncertainty quantification can be achieved by

adopting a probabilistic approach to extend the current model architecture to output not just a

single denoised signal but a distribution over possible denoised signals.

FPGA Acceleration. We have implemented our denoising method on edge devices like

Raspberry Pi and demonstrated its time and memory efficiency. To take this step further, we plan

to explore hardware acceleration as Field-Programmable Gate Arrays (FPGA) co-processors to

explore the possibility and cost of such edge inference. With FPGA’s reprogrammable nature, we

have the flexibility of prototyping and testing different configurations and parameters for the best

possible performance and efficiency. Furthermore, FPGA allows us to seamlessly transition from

prototype to subsequent production of Application-Specific Integrated Circuit (ASIC), which

enable us to scale up our solution while reducing power consumption and production costs.

2.7 Summary

In this chapter, we present a physics-informed denoising method, PILOT, as the first step

in our robust sensor time series pipeline. We build upon the insight that measurements from

different sensors are intrinsically related by known underlying physics principles. This approach

allows the model to harness these physics constraints as guidance during training to improve

denoising process. This paves the way for a more practical denoising solution, especially given

the frequent challenges associated with acquiring ground truth clean data in sensing systems or

understanding underlying noise patterns. Extensive experiments show the efficacy of PILOT in

removing sensor noise across three representative real-world sensing systems. PILOT produces

denoised results for low-cost sensors that align closely with high-precision and high-cost sensors,

leading to a cost-effective denoising approach. PILOT is also lightweight and can enable

real-time denoising on edge devices.

Chapter 2 incorporates material from the publication “Physics-Informed Data Denoising
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for Real-Life Sensing Systems”, by Xiyuan Zhang, Xiaohan Fu, Diyan Teng, Chengyu Dong,

Keerthivasan Vijayakumar, Jiayun Zhang, Ranak Roy Chowdhury, Junsheng Han, Dezhi Hong,

Rashmi Kulkarni, Jingbo Shang, Rajesh Gupta, published in Proceedings of the 21st ACM

Conference on Embedded Networked Sensor Systems (SenSys 2023). The dissertation author

was primary investigator and the lead author of this paper.
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Chapter 3

Physical Context of Spatio-Temporal Cor-
relations

After removing the noise, the sensor time series might still contain missing values which

negatively affect the model robustness. In this chapter, we present the second step of imputing

missing values in our framework by leveraging physical context of spatio-temporal correlations.

Scientific discoveries and studies about our physical world have long benefited from

large-scale and planetary sensing, from weather forecasting to wildfire monitoring. However,

the limited deployment of sensors in the environment due to cost or physical access constraints

has lagged behind our ever-growing need for increased data coverage and higher resolution,

impeding timely and precise monitoring and understanding of the environment. Therefore,

we seek to extend the spatial coverage of analysis based on existing sensory data, that is, to

“generate” data for locations where no historical data exists. This problem is fundamentally

different and more challenging than the traditional spatio-temporal imputation that assumes

data for any particular location are only partially missing across time. Inspired by the success

of Generative Adversarial Network (GAN) in imputation, we propose a novel ESC-GAN. We

observe that there are local patterns in nearby locations, as well as trends in a global manner (e.g.,

temperature drops as altitude increases regardless of the location). As local patterns may exhibit

at different scales (from meters to kilometers), we employ a multi-branch generator to aggregate

information of different granularity. More specifically, each branch in the generator contains 1)
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Figure 3.1. Our task of extending spatial coverage: based on the sparse sensory measurements
over time in (a), we aim to extend its coverage to the entire globe as shown in (b).

randomly masked 3D partial convolutions at different resolutions to capture the local patterns and

2) global attention modules for global similarity. Next, we adversarially train a 3D convolution

based discriminator to distinguish the generator’s output from the ground truth. Experiments on

three geo-sensor datasets demonstrate that ESC-GAN outperforms state-of-the-art methods on

extending spatial coverage as well as traditional spatio-temporal imputation.

3.1 Introduction to Extending Spatial Coverage of Physical
Sensors

Wide-scale deployment of environmental geo-sensors have advanced our understanding

of our ecosystem and its evolution. These sensors enable us to observe the very fabric of our

surrounding physical world. For example, outdoor thermometers detect seasonal patterns and

annual shift in temperature to help understand global warming [55]; rain gauges measure the

precipitation level for hydrological modeling, flood forecasting, and agricultural purposes [2];

magnetometers monitor the earth’s magnetic field, helping advance magnetosphere studies [79].

While valuable, a critical limitation of these geo-sensors is that each of them covers only

a fraction of the total area, and it is impossible for a majority of them to cover the entire planetary

surface. Constructing and maintaining sensing stations incurs high costs, and many locations are

often inaccessible due to physical access constraints such as harsh environmental conditions and

urban development. Consequently, sensors are sparsely distributed across the globe, limiting
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Figure 3.2. An overview of our ESC-GAN: The multi-branch generator takes as input missing
maps, and the generator produces grid maps with all the missing grid cells recovered. We feed
the recovered and ground-truth maps to the discriminator for a real or fake classification.

deeper understandings of large-scale phenomena. Figure 3.1a shows an example of the limited

availability of magnetic field monitoring stations on the earth.

In this chapter, we seek a cost-effective approach to extend the spatial coverage of existing

planetary sensory data without deploying additional sensors. We name this task as extending

spatial coverage (ESC) of sensor data. To be specific, our goal is to “generate” data at locations

where no historical values are ever recorded and extend the spatial coverage to the entire globe (as

illustrated in Figure 3.1b). To formulate the ESC problem, we assume the entire globe (denoted

as D) is gridded into m×n cells. Given the data from a set of observed or partially observed grid

cells DO (i.e., where we have sensory measurements), we aim to generate data for the remaining

unobserved grid cells DU = {D\DO}.

The ESC problem faces unique challenges and opportunities:

• Complete lack of temporal dimension information. In ESC task, we have no prior data or

knowledge for unobserved grid cells. Therefore, traditional (spatio-)temporal imputation

models, which assume data are partially missing in the temporal domain [165, 28, 159, 311,

292, 168], cannot solve the ESC problem. Spatial imputation methods can be applied to each

time snapshot separately [104, 38, 80, 225]. They, however, miss the temporal trends from

observed grid cells. Spatio-temporal interpolation methods [138, 139, 233, 8, 274], on the
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other hand, do not sufficiently exploit the spatio-temporal properties (e.g. global context and

multi-scale structure) for imputation.

• Existence of global context. Sensors at a distance might exhibit similar readings due to

similar geographical contexts (e.g., similar landform) [292]. This complements the first law

of geography (“...near things are more related than distant things”) [239] and inspires us to

explore global contexts. Solutions to image and video inpainting [147, 296, 32, 258] typically

consider only local context (e.g., patterns in nearby pixels), and thus cannot capture global

patterns. It is necessary to combine global and local context views of the spatio-temporal data.

• Multi-scale structure. Spatio-temporal data often exhibit multi-scale structures. Specifically,

while fine-grained data of a particular cell can reveal accurate and detailed local patterns,

coarse-grained data distributed across a large area present a “macro” view, which is less

sensitive to local missing information. Therefore, we need to jointly consider coarse-level

information for completeness and fine-level information for accurate modeling.

We propose a novel framework ESC-GAN to address all these challenges. Figure 3.2

illustrates our proposed model architecture. ESC-GAN comprises a generator and a discriminator

following the Generative Adversarial Network (GAN) framework [82], as GAN has been widely

used to model the complex distribution in spatio-temporal data [165, 166, 159, 141, 238, 322].

For the generator, we leverage local 3D partial convolutions together with global attention

modules to focus on both local (e.g., patterns in nearby locations) and global (e.g., phenomena

that exist regardless of location) contextual information. We also design a multi-branch encoder

for aggregating information of different granularity. The discriminator is composed of 3D

convolutional layers. Extensive experiments on three geo-sensor datasets have verified the

effectiveness of ESC-GAN under different missing data scenarios. Moreover, as our model does

not impose any additional constraints or assume any domain knowledge, it can also be applied to

other spatio-temporal problems like urban environment monitoring, traffic estimation, etc.

In summary, we explore a challenging task of extending spatial coverage, where we

attempt to generate data at locations with no historical observations. We have analyzed the
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unique challenges and opportunities, which guide our model design. Our main contributions are

summarized as follows:

• We propose a novel ESC-GAN framework that can address all identified challenges.

• We leverage 3D partial convolutions to learn the local correlations in both spatial and temporal

dimensions, global attention modules to capture global contextual information, and a multi-

branch encoder to exploit information of different granularity.

• Extensive experiments on three real-world datasets have demonstrated the superiority of ESC-

GAN over all the compared methods, including state-of-the-art spatio-temporal imputation

methods, image and video inpainting methods.

3.2 Related Work

Spatio-Temporal Data Imputation. For traditional spatio-temporal imputation, existing

approaches mainly include statistical models and deep generative models. Statistical models

include filling with zero, mean of existing values, filling with last observation, regression-

based models [7], MICE [24], Matrix Factorization [182], k-nearest neighbours [104], tensor

factorization [44], multi-view learning method [292]. Deep generative models have so far shown

promising results with different sequential neural network based models [34, 28, 159, 168] and

generative adversarial network (GAN) [82] based models [165, 166, 238, 141]. These methods

typically assume partial missing in the temporal domain.

For spatial missing data imputation, existing approaches are mainly statistical, e.g.

inverse distance weighting [38], matrix factorization [174, 80], variogram modeling [225].

These methods miss modeling the temporal trend from available locations.

Meanwhile, existing spatio-temporal interpolation methods do not sufficiently exploit

properties of spatio-temporal data (e.g. global context and multi-scale structure) [138, 139, 233,

8, 274]. Miao et al. propose a pyramid dilated spatial-temporal network for learning crowd

flow representations, but the model is designed for forecasting task and only learns temporal
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attention [175]. Tang et al. infer traffic volume of observed regions through joint modeling of

dense and incomplete trajectories [237]. However, their method is uniquely focused on trajectory

data and is not directly applicable to other domains. We propose to jointly model spatial and

temporal dependencies, learning from both local and global patterns. Our model is applicable to

a wide range of spatio-temporal problems.

Image and Video Inpainting. Image or video inpainting aims to reconstruct missing

regions in an image or video frame. Unlike conventional convolution neural network that

treats all the pixels equally as valid pixels, Partial Convolution and Gated Convolution based

methods assign different weights to different input pixels to reduce color discrepancy and

blurriness [147, 296, 32]. To synthesize different image components for image inpainting, Wang

et al. propose a multi-column network to extract features at different levels [258]. However,

these approaches, which are specifically designed for image and video inpainting, cannot achieve

satisfactory results on our ESC task, as spatio-temporal data contain more complex correlations

and stochastic properties compared with images. These methods also only exploit local features,

while our model jointly models local and global patterns exhibited in spatio-temporal data.

Global Attention. Convolution neural network has been successful in image or video

processing, but convolution by nature is a local operation. Attention mechanism [15] has enabled

a model to gain a global view of the input data. In particular, self-attention [248] draws global

dependencies between input and output based solely on the attention mechanism. Self-attention

calculates response at one position based on weighted sum of values from all the other positions,

and has shown impressive results in sequential task like machine translation and sequence

generation. Non-local model is further introduced to bridge the gap of applying self-attention to

image and video tasks [256, 306, 29, 293]. We follow the attention module in [293] to capture

global context in spatio-temporal data, and further combine it with multi-scale structure.
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3.3 Preliminary and Problem Formulation

In the extending spatial coverage (ESC) problem, we aim to learn to generate data at

locations where data are completely missing at all timestamps t = 1, . . . ,T . Formally, we denote

a grid cell as Si j, where i = 1, . . . ,m and j = 1, . . . ,n. Let X ∈ Rt×m×n denote the data, and

M ∈ {0,1}t×m×n denote the corresponding masking matrix. If Mt,i, j = 1, it means Si, j is valid

at time t (i.e. we have data in grid cell Si, j at time t); otherwise, Si, j is invalid at time t (i.e.

data is missing in cell Si, j at time t). Let Φ denote the set of missing timestamps. In the ESC

problem, we do not have any data available in certain grid cells. Therefore, assuming Si, j is a

grid cell that is unobserved, we have Mt,i, j = 0 for all timestamps t ∈ Φ = {1, . . . ,T}. Given

data observed at other locations {Xt,i, j|Mt,i, j = 1} for t = 1, . . . ,T , our goal is to generate data

for all the unobserved grid cells and output a complete set of grid cells {X̃t,i, j} at all timestamps

t = 1, . . . ,T . This is in contrast to the traditional spatio-temporal imputation problem, where a

given missing grid cell Si j is only partially unobserved, i.e., Mt,i, j = 0 for t ∈Φ⊆ {1, . . . ,T}.

3.4 Methodology

As illustrated in Figure 3.2, ESC-GAN comprises a generator of UNet-like structure [210]

and a discriminator consisting of multiple 3D convolutional layers. The generator combines

local partial 3D convolution with global attention module in multiple branches. We next detail

our ESC-GAN framework.

3.4.1 Randomly Masked 3D Partial Convolution

Spatio-Temporal data display local similarity, so we first apply convolutions to model the

local patterns. Vanilla convolutions on grid map would treat each grid cell equally as valid. To

obtain the output Yt,y,x, we calculate (for simplicity we omit the bias term in the formula):

Yt,y,x =
k′t

∑
k=−k′t

k′h

∑
i=−k′h

k′w

∑
j=−k′w

Wk′t+k,k′h+i,k′w+ j ·Xt+k,y+i,x+ j, (3.1)
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Figure 3.3. Randomly Masked 3D Partial Convolution. We randomly mask out parts of the grid
maps on different iterations (shown as M). Blue rectangle denotes convolution filter, and orange
arrows show that convolution operation is only performed on unmasked grid cells.

where Xt,y,x and Yt,y,x represent the input and output of a specific convolution layer, respectively;

W represents convolution filter weights; and k′t =
kt−1

2 ,k′h = kh−1
2 ,k′w = kw−1

2 with kt ,kh,kw

representing kernel size along the time, height, and width dimensions, respectively. From the

equation we can see that Yt,y,x is based on all the grid cells within the receptive field, regardless

of whether the corresponding cells contain valid values. These invalid values involved introduce

bias into the training process.

One way to address this problem is to apply partial convolutions [147] only on valid grid

cells, i.e., locations with data in our context. For each iteration, we apply a training mask M

removing a random subset of locations, as shown in Figure 3.3. For visualization purpose, M is

shown as rectangle in Figure 3.3, but in practice M is randomly scattered across the map. M

randomly masks out locations over all the cells. If the original cell has no data, then it does not

change after being masked. We defer more complex masking strategy that coordinates missing

distributions as future work. If Mi j = 0 then we mask out the corresponding grid cell Si j at all

timestamps; otherwise, we keep the data at this grid cell. Such masking during training helps

the model learn how to recover data over time in the masked-out cell. Moreover, since the

training mask is randomly generated during each iteration, it is able to cover the entire map and

introduces minimum bias of region difference.
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Figure 3.4. Global attention module architecture. The input X is transformed through three
linear embeddings θ ,φ ,g. We calculate pairwise and unary scores, and multiply the scores with
embeddings to obtain output Y.

Formally, to generate data at missing locations, we extend partial convolutions to ran-

domly masked 3D partial convolutions:

Y =

 WT (X⊙M) |1|1|M|1 +b, if |M|1 > 0

0, otherwise.
(3.2)

Here, we keep the same notation such that X,Y,W represent the input, output, and

convolution filter weights, respectively, in a specific convolution layer, and b is the bias term.

1 has the same size as M with all values being 1. Therefore, |1|1|M|1 serves as a scaling factor to

compensate for the number of valid grid cells. We also apply mask updating after each layer

following prior study [147]: if the output is able to condition on at least one valid input, then the

corresponding mask after updating would be 1.

3.4.2 Global Attention Module

In the real world, sensor values are not necessarily only correlated within a small window,

in terms of both space and time. Two sensors afar can still have similar values if they share

similar geographical contexts (e.g. landform) [292]. Moreover, sensor readings in different years

might be similar too when they share similar temporal contexts (e.g., seasonal pattern).

The 3D partial convolution with random mask we introduce in the previous subsection
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only operates locally, since it mainly sums up product of kernel weights and input within local

sliding windows. To take the global view into account, we incorporate global attention module

as illustrated in Figure 3.4.

The global attention module aims to take both neighboring and distant grid cells into

account for calculation. Similar to [256, 248, 306], we first apply linear embedding θ(X) =

Wθ X,φ(X) = Wφ X to embed the input. As found in [29, 293], vanilla non-local block often

degenerates to purely unary term in some image recognition tasks. Therefore, we follow [293]

to split the attention computation into a pairwise and a unary term, for better modeling both

global pairwise similarity and global unary effect. We compute the attention scores of every two

input regions X,X′ in the embedding space as

f (X,X′) =
e(θ(X)−µθ )

T (φ(X′)−µφ )+µT
θ

φ(X′)

∑X′ e(θ(X)−µθ )T (φ(X′)−µφ )+µT
θ

φ(X′)
, (3.3)

where µθ ,µφ are average embedding values over all the regions from θ ,φ . The first term in the

numerator (θ(X)−µθ )
T (φ(X′)−µφ ) captures pairwise long-range dependency, and the second

term µT
θ

φ(X′) captures the global unary effect. Intuitively, f (X,X′) indicates the global context

similarity between X′ and X. Then, to calculate the output value Ot,y,x, we calculate the weighted

sum of attention scores from all input values Xt ′,y′,x′:

Ot,y,x = ∑
∀t ′,y′,x′

f (Xt,y,x,Xt ′,y′,x′)g(Xt ′,y′,x′), (3.4)

where g(X) = WgX is also a linear embedding layer. Finally, we apply linear embedding Wo

with residual link [92] to compute the output feature Y as

Y = WoO+X, (3.5)

The above linear embedding layers Wθ ,Wφ ,Wg,Wo are implemented as 1×1×1 convolutions.
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Following [256], a batchnorm layer with scale parameter initialized to zero follows Wo so that

the module starts from an identity mapping that relies on local information, then gradually learns

the long range dependency. We follow the sub-sampling trick in [256] and apply max pooling

after φ and g for computational efficiency. We leave a more efficient design for global attention

module as future work.

3.4.3 Multi-Scale Structure Learning

Spatio-temporal data often demonstrate multi-resolution structures [159]. In our case,

fine-grained data in a specific grid cell reflect accurate measurement of that cell, while coarse-

grained data covering multiple grid cells are less sensitive to missing values. The one-branch

encoder-decoder U-Net architecture is not able to effectively extract representations at different

levels [258]. To better capture the dependencies across different scales, we adopt a multi-scale

learning procedure. More specifically, we apply nb parallel branches of U-Net structure in the

generator. These nb branches apply convolution filters of different receptive fields to extract

multi-resolution features. Assume h1,h2, ...,hnb are hidden features computed after the last

layer of decoders from different branches, then we concatenate these features and feed the

concatenated feature into a convolution layer shared across branches to obtain the aggregated

features h′ ∈ Rc×t×m×n:

h′ = Conv([h1,h2, ...,hnb]), (3.6)

where c, t,m,n are the channel, time, height, and width dimension size, respectively. The number

of branches nb can be decided by the input granularity, i.e., more branches when input data is

fine-grained. The parallel U-Net structure overcomes limitation of the coarse-to-fine architecture

where the fine stage is dependent on the coarse stage, thus being susceptible to upstream errors.

3.4.4 ESC-GAN Generator

As demonstrated in Figure 3.2, the overall architecture of ESC-GAN contains a generator

G and a discriminator D. The generator contains 3D partial convolutions for learning local
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patterns and global attention module for learning global trends. The generator also adopts

multiple branches to aggregate multi-level features. We combine grid reconstruction loss ℓrec,

variation loss ℓvar, and adversarial loss ℓadv to optimize the generator.

To ensure grid reconstruction accuracy, we calculate Mean Square Error (MSE) between

the ground-truth and generated grid maps. More precisely, let X and Z denote the ground

truth and generated grid map, M denote the random training mask, we calculate MSE for these

randomly masked out regions as

ℓrec =
1

Nmasked
∑
t

∑
y

∑
x
(1−Mt,y,x)(Zt,y,x−Xt,y,x)

2, (3.7)

where Nmasked denotes the number of masked out grid cells.

Apart from reconstruction loss, we also compute variation between the masked out region

and valid region in the generated maps. The goal is to ensure smooth transition between masked

out and valid portions. We first calculate the composite grid map X̃, where valid regions keep

the same value as the original grid map, and both randomly masked out regions and originally

invalid regions are filled with generated values:

X̃ = X⊙M+Z⊙ (1−M). (3.8)

Then, we compute the variation over the composite grid map as

ℓvar =
1

m×n
( ∑
(y,x)∈R,(y+1,x)∈R

||X̃t,y+1,x− X̃t,y,x||1

+ ∑
(y,x)∈R,(y,x+1)∈R

||X̃t,y,x+1− X̃t,y,x||1).
(3.9)

In the above equation, m×n is the number of grid cells in the map, and R is the 1-cell dilation of

the masked region, similar to [147]. To compute the variation loss, we shift one grid cell in two

spatial dimensions within R and penalize the shifted difference.
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3.4.5 ESC-GAN Discriminator

Spatio-temporal data follow complex distributions and demonstrate high variations across

time and space. They are influenced by a number of external factors (e.g. adverse weather), thus

exhibiting irregular and stochastic forms. A model trained with only ℓrec and ℓvar is not adequate

to model these correlations, as it tends to output an average over different data [214]. Thus, we

further train a discriminator with the generator using an adversarial strategy.

The discriminator D(·) is composed of 3D convolution layers. The generator G(·)

generates grid maps z∼ PZ(z) that are indistinguishable from ground-truth grid maps x∼ PX(x),

and the discriminator learns to classify feature maps as real or fake:

ℓD = Ex∼PX(x)[RELU(1−D(x)]+Ez∼PZ(z)[RELU(1+D(z)], (3.10)

ℓadv = ℓG =−Ez∼PZ(z)[D(z)]. (3.11)

The overall training objective of ESC-GAN is a weighted sum of the reconstruction loss,

variation loss, and adversarial loss, namely,

ℓ= ℓrec +λvarℓvar +λadvℓadv, (3.12)

where λvar and λadv are hyper-parameters balancing between reconstruction loss, variation loss,

and adversarial loss.

3.5 Evaluation

We evaluate our ESC-GAN in this section. In particular, we investigate the following

perspectives: (1) How does the proposed model perform compared with other baselines in the

ESC task? (2) How effective are the different components in the proposed model? (3) How

robust is the proposed model with respect to various missing region distributions and missing
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Table 3.1. Dataset Statistics

Dataset Lat Lon Time Granularity #Grid Cells
HadCRUT 36 72 2004 5◦× 5 ◦ 5,194,368

CMAP 72 144 503 2.5◦× 2.5 ◦ 5,215,104
KDD CUP 2018 6 8 8736 0.0167◦× 0.0175◦ 96096

(a) Scatter (b) Regular Cluster (c) Irregular Cluster

Figure 3.5. Three missing data distributions

ratios? Finally, (4) How does the model perform when extended to traditional spatio-temporal

imputation task with random missing data in the temporal domain? We provide both qualitative

and quantitative analyses to verify the effectiveness and reliability of our model.

3.5.1 Datasets

We use three publicly available geo-sensory datasets to validate our proposed model. The

third dataset is used to evaluate ESC-GAN for imputing random missing values in the temporal

domain, which is a well-established task. Dataset statistics are summarized in Table 3.1.

HadCRUT1 is a global temperature dataset, providing gridded temperature anomalies

(measured by annual temperature shift) across the world [180, 181]. Temporally, the data contain

monthly mean spanning from 1850 to 2020; spatially, the data covers grids of 5◦ latitude by 5◦

longitude globally (72 × 36).

CMAP2 consists of monthly averaged precipitation level values (mm/day) [276] ranging

approximately from 0 to 70mm/day. Values are obtained from 5 kinds of satellite estimates

(GPI,OPI,SSM/I scattering, SSM/I emission, and MSU) and rainfall gauge. The data span from

1available on Climate Research Unit website: https://crudata.uea.ac.uk/
2CMAP Precipitation data is provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA, from their

website at https://psl.noaa.gov/
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1979 to 2020, and spatially, cover a 2.5◦ latitude by 2.5◦ longitude global grid (144 × 72).

For HadCRUT and CMAP, we first normalize the dataset using z-normalization (i.e.,

subtracting the population mean from the individual raw stream and then dividing the difference

by the population standard deviation). The whole grid map data are split into sequences of length

12, and each sequence corresponds to one-year worth of data. To simulate different real-world

missing distribution, we study three types of common missing scenarios: (1) scattered locations,

(2) regular clustered locations, and (3) irregular clustered locations, as visualized in Figure 3.5.

These missing areas are left out for test set and are kept being masked out during training. The

remaining area is further randomly split into 80% training set and 20% validation set. We tune

the hyper-parameters for both our model and baseline models on the validation set.

We also study how ESC-GAN performs on traditional spatio-temporal imputation task

using the benchmark KDD CUP dataset. The KDD CUP 2018 dataset3 measures hourly air

quality and meterological data at city-scale. We follow previous study using this dataset [165,

168] to select 11 common locations in Beijing that measure both air quality and meterological

values. Same as previous studies, we use 12 variables including PM2.5, PM10, temperature,

weather, etc. To adapt the input to our model, we map the data from 11 stations into a 6 × 8

grid according to their geographical locations provided on the KDD CUP 2018 website. Then,

prediction in the mapped grid cell is regarded as the prediction for the corresponding location.

We will discuss more details about random spatio-temporal missing in Section 3.5.7.

3.5.2 Compared Methods and Metrics

We compare ESC-GAN with four types of methods.

(1) Classical Imputation. We apply the methods for each timestamp separately.

• Mean/Zero: Mean/Zero filling extends the missing station values by filling mean value of the

current timestamp/zero (which is the mean of all timestamps after normalization).

• sKNN: Spatial K Nearest Neighbour, which extends the readings with the average values of

3KDD CUP Challenge 2018 dataset, available at: http://www.kdd.org/kdd2018/
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the missing station’s k nearest available spatial neighbors [104].

• IDW: Inverse Distance Weighting, a global spatial learning method that interpolates with

weighted average of available data points as a function of inverse distance [38].

• Kriging: A geo-statistical interpolation method which assumes that the distance between

points reflects spatial correlation that can be used to explain surface variation [225]. We

implement Kriging method using PyKrige library4.

• MF: Matrix Factorization, which iteratively replaces missing elements with those obtained

from soft-thresholded SVD [174]. We implement MF method using fancyimpute library [212].

(2) State-of-the-art Spatio-temporal Imputation. We implement the state-of-the-art

spatio-temporal imputation methods based on public code of the respective paper.

• BTTF: Bayesian temporal factorization framework for modeling spatio-temporal data with

missing values. The method integrates low-rank matrix/tensor factorization and vector autore-

gressive (VAR) process into a single probabilistic graphical model [44].

• ST-MVL: A multi-view learning imputation method combining empirical statistical models for

global view, with data-driven algorithms for local view [292]. In the original implementation,

weights for combining four views are optimized for each location. However, in ESC task

we do not have any available data to train on these unobserved locations. Therefore, we use

optimized weights from their neighbors to predict the missing values.

• NAOMI: A non-autoregressive deep generative spatio-temporal imputation method. It also

exploits the multi-resolution structure by decoding recursively from coarse to fine-grained

resolutions [159]. The original NAOMI implementation mainly relies on temporal information

for imputation. As in ESC task we have no temporal information for unobserved locations,

we concatenate observed locations with unobserved locations channelwise in order to better

generalize from observed locations.

• IGKNN: Deep spatio-temporal kriging method based on inductive graph neural network. The

method learns spatial message passing mechanism through generating random subgraph and

4https://github.com/GeoStat-Framework/PyKrige
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reconstructing subgraph signals [274].

(3) State-of-the-art Image and Video Inpainting. We implement the state-of-the-art

image and video inpainting methods based on public code of the respective paper.

• PConv: Partial Convolution [147, 111] for imputing 2D data. The convolution is conditioned

only on valid cells.

• 3DGated: 3D video inpainting method, which uses 3D gated convolution as generator and

proposes a Temporal Patch-GAN loss to enhance temporal consistency [32].

(4) Ablations of ESC-GAN.: We also implement three ablations of ESC-GAN.

• ESC-GAN-vanilla: Single branch with only local convolution.

• ESC-GAN-local: Multiple branches with only local convolution.

• ESC-GAN-single: Single branch with global attention.

Following previous spatio-temporal imputation research [165, 292], we evaluate the

performance of our model and baselines using MSE(x,y) = 1
N ∑

N
i=1(xi− yi)

2 (Mean Square

Error) and MAE(x,y) = 1
N ∑

N
i=1 |xi− yi| (Mean Absolute Error).

3.5.3 Experimental Setup

Our generator is a UNet-like architecture containing a four-layer encoder and a four-layer

decoder with skip connections. We use partial convolutional layers instead of convolutional layers.

We set the number of branches nb = 2 for aggregating information from different granularity,

based on hyper-parameter tuning on the validation set. The first two layers in the coarse branch

use larger filter sizes (3 × 7 × 7 and 3 × 5 × 5), the other layers use 3 × 3 × 3 filters. Both

branches contain global attention modules after the last layer of decoder. Our discriminator

contains five convolutional layers, with filter size 3 × 4 × 4. We optimize the model using the

Adam optimizer [121] with a learning rate of 0.005. Batch size is set to 16 for the CMAP and

KDD CUP datasets, and 4 for the HadCRUT dataset. We set λvar = 0.1,λadv = 0.001 based on

hyper-parameter tuning on the validation set.

57



Table 3.2. Experimental results of ESC-GAN and compared methods for different missing data
patterns on HadCRUT and CMAP. We mark the best results (in bold) and the second best.

Method
HadCRUT CMAP

Scatter Reg Cluster Irr Cluster Scatter Reg Cluster Irr Cluster

MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Zero 1.0396 0.6638 0.8551 0.5983 0.7446 0.5879 1.0290 0.6830 1.2861 0.7620 1.2869 0.7390
Mean 0.9697 0.6375 0.7985 0.5744 0.6971 0.5677 1.0272 0.6804 1.3294 0.7548 1.2969 0.7364

sKNN 0.3756 0.3991 0.4645 0.4649 0.3791 0.4210 0.1120 0.1785 0.7159 0.4863 0.4888 0.3960
IDW 0.3524 0.3868 0.4440 0.4535 0.3596 0.4087 0.1042 0.1719 0.7036 0.4792 0.4658 0.3839

Kriging 0.9517 0.6308 0.7995 0.5767 0.6906 0.5703 0.8838 0.5863 0.9709 0.6279 1.1257 0.6545
MF 0.6181 0.5216 0.7669 0.5782 0.6111 0.5390 0.1721 0.2395 0.8583 0.5753 0.5942 0.4974

BTTF 0.5867 0.5225 0.6798 0.5553 0.5764 0.5332 0.2474 0.3137 0.9423 0.6237 0.5723 0.5154
ST-MVL 0.3648 0.3964 0.4710 0.4655 0.3581 0.4084 0.1162 0.1832 0.7202 0.4919 0.5039 0.4177
IGKNN 0.7214 0.5492 0.7212 0.5501 0.6405 0.5491 0.8474 0.6132 1.1710 0.7285 1.1254 0.7170
NAOMI 1.0391 0.6637 0.8550 0.5983 0.7442 0.5877 1.0288 0.6833 1.2859 0.7620 1.2863 0.7396

PConv 0.3908 0.4211 0.4759 0.4784 0.4122 0.4494 0.1008 0.1704 0.6469 0.4492 0.2969 0.3024
3DGated 0.3610 0.3907 0.4265 0.4454 0.3581 0.4066 0.1400 0.2071 0.5532 0.4381 0.2952 0.3033

ESC-GAN 0.3354 0.3800 0.4097 0.4295 0.3418 0.3971 0.0802 0.1531 0.5441 0.4308 0.2739 0.3017

3.5.4 Results and Analysis

Quantitative Results. We evaluate our model on HadCRUT and CMAP and report on the results

in Table 3.2. On both datasets, ESC-GAN consistently outperforms all the baselines.

Classical zero filling and mean filling have high errors by both metrics, as they do not

consider any neighborhood information. sKNN and IDW take into account local information

based purely on distance weighting, and their performances degenerate under clustered missing

patterns, where neighboring locations are simultaneously missing. Kriging and MF put strong

assumptions on the input distribution, which may not be observed in real-world dataset.

For the state-of-the-art spatio-temporal imputation methods, BTTF assumes Gaussian

spatial factor and does not sufficiently model spatial dependencies. ST-MVL is not fully data-

driven and does not fully capture the underlying spatio-temporal correlations. IGKNN mainly

leverages neighboring nodes for imputation without incorporating the global and multi-scale

structure. NAOMI exploits the multi-resolution structure but heavily relies on temporal domain

information. Although during training, locations that are randomly masked out in the temporal

domain can well recover the missing values, it basically generates mean value of the dataset
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Figure 3.6. Case Study: Example grid maps for qualitative comparison. (a) Missing Area, (b)
IDW, (c) ST-MVL, (d) PConv, (e) 3DGated, (f) ESC-GAN, and (g) GT. Numbers above the
figures are the MSE for the corresponding generated grid maps compared with the GT grid map.

when extended to unobserved locations.

For image and video inpainting methods, Partial Convolution only uses local convolution

operators to learn to recover missing information in two-dimensional space but does not leverage

temporal information. 3D gated convolution combines temporal and spatial information in a

three-dimensional space but does not model the global context information and the multi-scale

structure of spatio-temporal data. By contrast, our ESC-GAN learns both local and global

similarity and aggregates features at multiple scales in the three-dimensional spatio-temporal

space. Therefore, ESC-GAN achieves the lowest errors compared to both classical and state-of-

the-art imputation or inpainting methods.

Qualitative Results. In addition to quantitative improvements, in Figure 3.6 we present example

grid maps generated by ESC-GAN for qualitative comparison. We zoom in on the area with

missing data for better view. The numbers above the figures are the MSE for the corresponding

grid map. The first row of results in Figure 3.6 illustrates imputation for irregular clustered

locations, and the second row is for regular clustered locations. Compared with all the baselines,

ESC-GAN generates values for the missing regions closest to the ground truth and shows

smoother transition to the observed regions, qualitatively demonstrating its effectiveness.
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3.5.5 Ablation Studies

(a) Dot Product GT (b) Cosine GT (c) ESC-GAN

Figure 3.7. Ground-truth (GT) and generated attention maps.

Quantitative Analysis. We also conducted ablation study to separately examine the effect of

our global attention module and multi-scale structure. We report MSE and MAE after removing

global attention module (ESC-GAN-local), removing multi-scale structure (ESC-GAN-single),

and removing both of these modules (ESC-GAN-vanilla). As shown in Table 3.3, the performance

degenerates after removing either one or both of these components, which validates the necessity

of the proposed structure. The vanilla model ESC-GAN-vanilla is based only on local operators

of randomly masked 3D partial convolution, and it does not model the global context similarity

or leverage information at multiple scales. The local model ESC-GAN-local aggregates features

from multiple granularity, but ignores the underlying global patterns exhibited in spatio-temporal

data. The single model ESC-GAN-single considers the global trends in spatio-temporal data,

but it learns such features at one single scale using one branch in the generator. Our proposed

ESC-GAN jointly learns global and local dependencies, and aggregates multi-level features, thus

producing more accurate estimations compared with different ESC-GAN ablations.

Attention Visualization. To provide more interpretable results, we randomly select query region

and visualize the softmax attention score between query region and all the other regions on

CMAP, as shown in Figure 3.7. We mark the query regions with red rectangles. Attention scores

in three figures are calculated based on the average data from all timestamps. The left two figures

are ground-truth attention scores measured by dot product and cosine similarity, both followed

by softmax normalization. As CMAP dataset measures monthly precipitation, the query region
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Table 3.3. Ablation Study of our global attention and multi-scale structure on CMAP, measured
by MSE and MAE.

Method Scatter Reg Cluster Irr Cluster

MSE MAE MSE MAE MSE MAE

ESC-GAN-vanilla 0.0825 0.1557 0.5874 0.4433 0.2900 0.3099
ESC-GAN-local 0.0818 0.1545 0.5848 0.4362 0.2785 0.3032

ESC-GAN-single 0.0842 0.1588 0.5814 0.4388 0.2880 0.3107
ESC-GAN 0.0802 0.1531 0.5441 0.4308 0.2739 0.3017

(a) Ocean (b) High-altitude (c) High-vegetation

Figure 3.8. Patterned missing data distributions

exhibits patterns similar to regions near the equator and regions in the Pacific Ocean. Comparing

ESC-GAN generated attention map with the ground truth, we can observe that ESC-GAN is able

to accurately capture the global patterns through the attention mechanism.

3.5.6 Robustness Studies

Robustness to Non-Random Missing Shapes. Apart from the missing distributions in Table 3.2,

extending sensor spatial coverage in real-world also encounters non-random realistic missing

distributions, i.e. missing distribution follows a specific pattern as a result of land, elevation,

vegetation, etc. For example, it is more difficult to deploy sensors on mountains than plains,

so locations of higher elevation are expected to have a lower coverage of sensory data. Similar

comparison also resides in ocean vs land, forests vs locations with lower vegetation cover rate. In

light of this, we study the effectiveness of ESC-GAN with respect to three non-random missing

data distributions (as shown in Figure 3.8), namely, missing data in the ocean, high-altitude area,

and area with high vegetation cover. This also evaluates the model’s transferability, as there

exists a distribution gap between training regions and testing regions. We report on the results
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Table 3.4. Evaluations for patterned missing distributions.

Method Ocean High-altitude High-vegetation

MSE MAE MSE MAE MSE MAE

sKNN 0.3162 0.3160 0.0865 0.1428 0.1857 0.2178
IDW 0.2738 0.2929 0.0786 0.1335 0.1687 0.2060

ST-MVL 0.2855 0.2972 0.0784 0.1347 0.1710 0.2061
PConv 0.2174 0.2517 0.0743 0.1303 0.1588 0.2004

3DGated 0.2989 0.3093 0.1231 0.1878 0.2254 0.2644
ESC-GAN 0.1929 0.2512 0.0663 0.1234 0.1399 0.1911
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Figure 3.9. MSE and MSE for different missing ratio |DU |/|D| on HadCRUT.

in Table 3.4. ESC-GAN achieves the best performance under different real-world non-random

realistic missing distributions.

Robustness to Amount of Missing Data. We also study model robustness with respect to

missing area size. Following previous notation, we use D to represent the whole map and DU to

represent the set of unobserved grid cells. For scattered missing distribution in Section 3.5.4,

the missing ratio |DU |/|D| is 20%. We increase the missing ratio |DU |/|D| from 20% to 50%,

and calculate the corresponding MSE and MAE of the best performing baselines in Figure

3.9. As shown in the figure, for different models, both MSE and MAE generally grow as the

missing ratio increases. Moreover, under settings of all varying missing ratios, ESC-GAN is able

to outperform all the baselines for both MSE and MAE, demonstrating the proposed model’s

robustness to varying missing area size.
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Table 3.5. Results of spatio-temporal imputation for random missing values on KDD 2018
Dataset, measured by MSE5.

%Missing 20% 30% 40% 50% 60% 70% 80% 90%

Last 1.073 0.894 0.901 0.990 1.040 1.236 1.689 2.870
Mean 0.916 0.907 0.914 0.923 0.973 0.935 0.937 1.002
KNN 0.892 0.803 0.776 0.798 0.856 0.852 0.873 1.243

MF 0.850 0.785 0.787 0.772 0.834 0.805 0.860 1.196
MTSI 0.844 0.780 0.753 0.743 0.803 0.780 0.837 1.018

BRITS 0.455 0.421 0.372 0.409 0.440 0.482 0.648 0.725
DCRNN 0.579 0.565 0.449 0.506 0.589 0.622 0.720 0.861

CDSA 0.373 0.393 0.287 0.291 0.387 0.495 0.521 0.631
ESC-GAN 0.207 0.229 0.232 0.231 0.274 0.299 0.326 0.434

3.5.7 Generalization to Traditional Spatio-Temporal Imputation

In addition to our proposed extension of the spatial coverage task, we also apply our

model to the traditional spatio-temporal imputation task for random missing values, to evaluate

its generalizability. For this, we conduct experiments on the KDD CUP 2018 dataset. We

normalize the data using z-normalization and split the sequences into chunks of length 48,

following previous studies [165, 168]. We compare the results with a list of methods for doing

traditional spatio-temporal imputation, including both statistical imputation methods (filling with

last available observation (Last) or mean value (Mean), k-Nearest Neighbors (KNN), Matrix

Factorization (MF)) and deep learning based models (MTSI [165], BRITS [28], DCRNN [142],

CDSA [168]) following previous studies [165, 168].

In Table 3.5, our model outperforms all the other baselines at various missing data ratios

from 20% to 90%. Compared with other methods, our model can jointly learn temporal and

spatial dependencies at different scales. Without modification of the model structure, ESC-GAN

is directly applicable to spatio-temporal imputation tasks. This demonstrates the generalizability

of ESC-GAN, indicating its potential in a broader range of applications.

5We directly adopt the numbers for the compared methods from prior work [165, 168].
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3.6 Summary

In this chapter, we present how to impute missing data in our robust framework by

leveraging spatio-temporal correlations. We address the challenge of extending the spatial

coverage (ESC) of sensory data to locations without any historical values. Traditional spatio-

temporal imputation methods do not work well as they rely on partial data availability for

a location. This ESC task has far-reaching applications in geographical discovery, physical

modeling, weather forecasting, urban planning, etc. It faces challenges related to collaborative

use of spatial and temporal domains, local and global context and structure across multiple

scales. To address these challenges, we devise a model to recover data for “new” locations

leveraging both spatial and temporal dependencies. In view of the non-linear, multi-resolution

and stochastic nature of spatio-temporal data, our method generates data considering both the

global and local perspectives. We optimize the model with multi-scale and adversarial training

to better capture the underlying patterns. We evaluate ESC-GAN on real-world geo-sensory

datasets where our model outperforms all the baselines under different missing scenarios.

There are limitations that we plan to address in future studies. As geometric distance on

a sphere is not strictly preserved after being mapped to a 2D gridded map, we plan to incorporate

spherical convolutions to better model spatial dependencies. We will also explore approaches to

extend the model to irregular super-resolution task for generating data at finer spatial granularity.

Chapter 3 incorporates material from the publication “ESC-GAN: Extending Spatial

Coverage of Physical Sensors”, by Xiyuan Zhang, Ranak Roy Chowdhury, Jingbo Shang, Rajesh

Gupta, and Dezhi Hong, published in Proceedings of the Fifteenth ACM International Conference

on Web Search and Data Mining (WSDM 2022). The dissertation author was primary investigator

and the lead author of this paper.
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Chapter 4

Physical Context of Time and Frequency
Dependencies

Apart from noise and missing values, another problem with sensor time series is that we

do not have sufficient data. In this chapter, we present how to augment sensor time series given

insufficient data by leveraging physical context of time and frequency dependencies, which is

the third step in our robust sensor time series analysis framework.

Time series data augmentation mitigates the issue of insufficient training data for deep

learning models. Yet, existing augmentation methods are mainly designed for classification,

where class labels can be preserved even if augmentation alters the temporal dynamics. We

note that augmentation designed for forecasting requires diversity as well as coherence with the

original temporal dynamics. As time series data generated by real-life physical processes exhibit

characteristics in both the time and frequency domains, we propose to combine Spectral and

Time Augmentation (STAug) for generating more diverse and coherent samples. Specifically, in

the frequency domain, we use the Empirical Mode Decomposition to decompose a time series

and reassemble the subcomponents with random weights. This way, we generate diverse samples

while being coherent with the original temporal relationships as they contain the same set of

base components. In the time domain, we adapt a mix-up strategy that generates diverse as well

as linearly in-between coherent samples. Experiments on five real-world time series datasets

demonstrate that STAug outperforms the base models without data augmentation as well as
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state-of-the-art augmentation methods.

4.1 Introduction to Augmentation for Sensor Time Series
Forecasting

Deep learning has been successful in various time series applications given enormous

amount of data to train. However, time series data collected through real-world sensors is

often marked by irregular samples with missing values due to collection difficulties. Such data

scarcity commonly observed in time series data can significantly degrade the performance of

deep learning methods that would otherwise perform well.

A rich line of research tries to address this problem through data augmentation, that

is to generate synthetic data points to augment the original dataset [244, 126, 19, 71, 65, 33,

226, 143, 294, 185, 101, 113]. However, existing augmentation methods are mainly designed

for classification, where augmented samples remain effective as long as they preserve the class

labels. We note that augmentation designed for forecasting requires both diversity and coherence

with the original temporal dynamics. Yet, existing augmentation methods generate samples that

often miss one of the criteria (Figure 4.1). For example, filtering-based methods are deterministic

processes that produce a fixed set of synthetic samples by removing noises. Permutation-based

methods change the temporal order of the original series, worsening forecasting performance.

Moreover, time series data generated by real-life physical processes exhibit characteristics

both in the time and frequency domains that are not available in other data modalities like image

and text. Therefore, temporal dynamics can be best captured through a joint consideration of

time domain that carries changes over time and frequency domain that conveys periodic patterns.

By contrast, existing augmentation methods mostly generate data in one domain, ignoring the

complementary strengths of both domains.

We propose STAug (Figure 4.2), by combining Spectral and Time Augmentation for time

series forecasting task. In the frequency domain, we first apply the Empirical Mode Decomposi-
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Figure 4.1. Visualization of original and augmented time series from ETTm2. Augmentation
methods often (b) miss diversity or (c) miss coherence with the original temporal dynamics.

 

 

 
 
 
 

𝑺𝒋 

𝑺𝒊 

Shared Parameters 

Unobserved 

 

MSE 

B
as

e 
Fo

re
ca

st
er

 

 

 

Spectrum Augmentation 

 

Time Augmentation 

… 

… 

EMD 

 

 

 

 

 

 

 

 

EMD 

 

 

 
 

𝛌 ∼ 𝐁𝐞𝐭𝐚(𝛂, 𝛂) 

 

 

 

 

𝑺𝒊# 

𝑺𝒋#  

Masked-out 

Forecasting Model Training Forecasting Model Evaluation 𝑺! = 𝛌𝑺𝒊! + (𝟏 − 𝛌)𝑺𝒋! 

Forecasting Model 

Predicted  

𝑺# 

 

Reconstructed 

B
as

e 
Fo

re
ca

st
er

 

𝐔(𝐚, 𝐛) 

𝐔(𝐚, 𝐛) 

Original Test Series 

Figure 4.2. Overview of STAug. For frequency-domain augmentation, we decompose two
random series Si,Sj with EMD, and then reassemble the subcomponents with random weights to
obtain S′i,S

′
j. In the time domain, we further linearly mix S′i,S

′
j to obtain the augmented series S′.

tion (EMD) [102] to decompose time series into multiple subcomponents, each representing a

certain pattern embedded in the data. We then reassemble these subcomponents with random

weights to generate new synthetic series. This offers a principled way of augmentation as it

generates diverse samples while maintaining the same basic set of subcomponents. We adopt

EMD for the frequency information as it better captures patterns for non-stationary time series

compared with Fourier transform. In the time domain, we adapt a mix-up strategy [307] to

learn linearly in-between randomly sampled pairs of training series, which produces varied and

coherent samples. We evaluate STAug on five real-world time series datasets, and the method

demonstrates state-of-the-art performance compared with existing augmentation methods.
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4.2 Related Work

Existing time series data augmentation techniques mainly fall into four categories [266,

106] as follows.

Basic Random Operations. This include time-domain, frequency-domain and time-

frequency domain transformations. Time-domain transformation contains scaling, rotation,

jittering [244], slicing, warping [126, 170], etc. For frequency-domain transformation, Robust-

TAD [75] in the frequency domain makes perturbations in both magnitude and phase spectra.

For time-frequency domain transformation, time-frequency features are generated from Short

Fourier Transform (STFT), and then local averaging together with feature vector shuffling are

applied for augmentation [226]. SpecAugment [193] proposes augmentation in Mel-Frequency

by combining warping, masking frequency channels and masking timestep blocks together.

Decomposition-Based Augmentation. This leverages the Seasonal-Trend Decompo-

sition (STL) [52] or Empirical Mode Decomposition (EMD) [102] to extract patterns for

generating synthetic samples. Bagging Exponential Smoothing method [19, 117, 16] uses

Box–Cox transformation followed by STL decomposition, and bootstraps the reminder to as-

semble new series. STL decomposition components can also be adjusted and combined with

a stochastic component generated by statistical models [117, 16]. Nam et al. [185] decompose

series using EMD into components from high frequency to low frequency, and adds the residue

each time one IMF occurs. This can be viewed as a special case of STAug with weights equal to

one for low-frequency components and zero for high-frequency components, essentially only

filtering out high-frequency noise. Moreover, it does not benefit from time-domain augmentation.

Pattern Mixing Method. DBA calculates weighted average of multiple time series

under DTW as new samples [71, 16]. Mix-up [307] constructs new examples through linear

interpolation of features and labels, but such interpolation methods mainly focus on classification.

Generative Method. This models underlying distribution of the dataset for generation,

including both statistical generative models [27, 113] and deep generative adversarial network
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(GAN) [82] based models [65, 33, 205, 143, 294, 101].

In this chapter, we combine decomposition-based augmentation method in the frequency

domain and pattern mixing augmentation method in the time domain to find diverse samples that

preserve the original data characteristics.

4.3 Methodology

4.3.1 Overview

We focus on multivariate time series forecasting task. A multivariate time series sequence

of length T and feature number c is denoted as S = [s1, . . . ,st , . . . ,sT ] ∈ Rc×T , where st =

[s1, · · · ,sc]
T ∈Rc. In a forecasting task, we only observe history values H up to timestamp d < T :

H = [s1, . . . ,sd] ∈ Rc×d , and the goal is to forecast future values F at timestamp d + 1, . . . ,T :

F = [sd+1, . . . ,sT ] ∈ Rc×(T−d), where S = [H,F]. During training, we have full access to both

H and F, and the training objective is to learn a model g that forecasts F given H for each S

in the training set. During testing, we have access to only H and input H to model g to obtain

predictions for the future part.

Our method STAug comprises augmentation in both the frequency domain and time

domain. In the frequency domain, we first apply empirical mode decomposition to obtain a set of

components. Then during each iteration, these components are re-combined with random weights

to construct a new synthetic series. Then, we adapt mix-up as a time-domain augmentation. We

linearly interpolate two randomly re-combined series to obtain the final augmented series. The

augmented series are fed into the forecasting model for updating gradient. The EMD components

of different series can be pre-computed, and STAug only requires randomly re-combining

components or series during training, which introduces minimal computational overhead.
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4.3.2 Frequency-Domain Augmentation

The Empirical Mode Decomposition (EMD) [102] method was originally designed to

analyze nonlinear and non-stationary data, whose constituent components are not necessarily

cyclic. EMD preserves temporal information in contrast with Fourier transform, and is data-

driven compared with the linear wavelet transform. It decomposes a signal into a finite number

of Intrinsic Mode Functions (IMF). The first several IMFs usually carry components of higher

frequency (e.g., noise), while the last several IMFs represent the low-frequency trend information

embedded in the sequence. Therefore, EMD provides a principled way to decompose a signal

into multiple components, and each of these components represents certain patterns embedded

in the original signal.

After EMD, the original sequence can be written as

S =
n

∑
i=1

IMFi +R. (4.1)

With a list of n decomposed IMFs {IMF1, . . . , IMFn} and residual R, we apply a random

vector w = [w1, . . . ,wn]
T as weights to re-combine these IMFs as S′:

S′ =
n

∑
i=1

wi · IMFi (4.2)

where wi is sampled from uniform distribution U (0,2). This way, the augmented samples

are diverse by emphasizing different frequency components via random weights, and at the same

time coherent with original distributions as they contain the same basic sets of components.

4.3.3 Time-Domain Augmentation

Complementing the frequency-domain information, time domain also provides useful

patterns. Therefore, we propose to mix up sequences in the time domain, inspired by Mix-up

augmentation [307]. Mix-up was originally designed for classification, and we adapt it to time

series forecasting by mixing up values at both past timestamps 1, . . . ,d and future timestamps
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d +1, . . . ,T . Assume Si = [Hi,Fi] and Sj = [Hj,Fj] are two randomly sampled sequences after

spectral augmentation, where Hi = [s1
i , . . . ,s

d
i ],Fi = [sd+1

i , . . . ,sT
i ] respectively represents past

and future data, similarly for Sj. We construct new sequence as S′ = [H′,F′], where

H′ = λHi +(1−λ )Hj, (4.3)

F′ = λFi +(1−λ )Fj, (4.4)

where λ is sampled from a Beta distribution, i.e., λ ∼ Beta(α,α), and α is the hyper-parameter

that controls how similar the newly constructed sequence is compared with the original sequences

Si and Sj. Mix-up augments patterns in the time domain meanwhile by its interpolation nature

generates only linearly in-between coherent samples.

4.3.4 Time Series Forecasting

For each training iteration, we apply both frequency-domain and time-domain augmenta-

tion to obtain an augmented series S′ = [H′,F′]. During training, we feed the augmented series

history H′ as input, and optimize the forecasting model by reconstructing future part of the series

F′. In our experiments, we adopt the state-of-the-art forecasting model Informer [327] (AAAI

2021 best paper) as the base forecaster. To minimize the reconstruction loss ℓ, we calculate Mean

Square Error (MSE) between the forecasting model output Y and the ground-truth future part F′:

ℓ=
1
N

N

∑
i=1
||Yi−F′i||22, (4.5)

where N is the number of augmented series in training set.
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4.4 Evaluation

4.4.1 Datasets, Baselines and Experimental Setup

We evaluate our augmentation method STAug on five time series datasets: ETTh1,

ETTh2, ETTm1, ETTm2, Exchange [327, 271]. We follow previous studies [327, 271] for 96

context length and 96,192,336,720 forecasting horizon. All the datasets in our experiments

are multivariate, and we apply EMD and mix-up separately for each original variable, and

concatenate them to obtain the augmented multivariate time series. We follow previous works

for 7 : 2 : 1 train, validation and test set split, and evaluate the performance with Mean Square

Error (MSE) and Mean Absolute Error (MAE).

We use Informer [327] as the base forecasting model. α of the Beta distribution equals

0.5, which is chosen from a grid search of {0.25,0.5,0.75,1.0}. a,b of the Uniform distribution

U (a,b) are set to 0 and 2, respectively. We use Adam optimizer with a decaying learning rate

starting from 0.0001. We compare STAug with base model without any augmentation (None),

as well as state-of-the-art time series augmentation methods: WW [126], DBA [71, 68, 16],

EMD-R [185], GAN [65], STL [19, 16], RobustTAD [75]. We conduct careful grid search for

hyper-parameter tuning for each baseline. We repeat all the experiments for 3 runs and record

both average performance and standard deviation.

4.4.2 Main Results

We evaluate STAug and baselines, and report the average performance in Table 4.1. For

easier comparison, we also scale MSE (average and standard deviation) with respect to the

average MSE of the base model without augmentation. Similarly, we scale MAE with respect to

the average MAE of the base model without augmentation. We bold the best results, underline the

second best, and mark with dash line the best baseline. STAug consistently outperforms baselines

on different datasets by jointly leveraging time-domain and frequency-domain information, with

an average reduction of 28.2% for MSE and 18.0% for MAE, compared with the best baseline
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Figure 4.3. MSE and MAE for different down-sampling ratios.
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Figure 4.4. Predictions on ETTm1 and Exchange with 192 horizon. STAug predicts data that
best align with the ground truth.

for each dataset. To evaluate the statistical significance, we also run the Friedman test and the

Wilcoxon-signed rank test with Holm’s α (5%) following previous work [134]. The Friedman

test shows statistical significance p = 0.00 (much smaller than α = 0.05), so there exists a

significant difference among different methods. The Wilcoxon-signed rank test indicates the

statistical significance of STAug compared with all the baselines with p = 0.00 far below 0.05.

We also present qualitative comparisons in Figure 4.4. Compared with the predictions by the

base model and the best-performing baseline for the corresponding setting, STAug forecasts

values that better align with the original time series.
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4.4.3 Ablation Study

To examine the effect of augmentation in different domains, we also conduct ablation

study by augmenting data only in the frequency or time domain in Table 4.1. STAug-noFreq

stands for the model that removes frequency-domain augmentation, and STAug-noTime stands

for the model that removes time-domain augmentation. The performance degrades after removing

augmentation in either domain, validating the need of combining both domains.

4.4.4 Robustness Study

We sub-sample 10%, 20%, 50% of the Exchange dataset, and compare STAug with the

base model and the best-performing baseline methods for the corresponding setting (horizon 96).

We report on MSE and MAE in Figure 4.3. The performances of different methods increase as

we have more data. When the sample size is small, the performance gap between augmentation

methods and base model without augmentation becomes larger, which shows that augmentation

is especially helpful when the original dataset is small. STAug leverages information from both

time and frequency domains, and performs consistently better with respect to the original sample

size. Moreover, STAug shows more significant improvement over base model and the best-

performing baselines with fewer available samples in the original dataset, which demonstrates

its robustness with respect to the number of data samples.

4.5 Summary

This chapter presents using time and frequency dependencies for sensor time series

augmentation. We propose a generic yet effective time series data augmentation method STAug

to combine patterns in both the time domain and frequency domain. In the frequency domain, the

re-combined subcompacts of the original time series are both diverse and preserve the original

basic components. In the time domain, we adapt the mix-up strategy to generate diverse and

in-between coherent samples by linearly interpolating both past and future part of a time series.
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Experiments on five real-world time series datasets show that STAug best reduces the forecasting

errors of base model compared with existing augmentation methods. We also perform robustness

analysis and observe that STAug stays robust with respect to sampling size. Our ongoing work in

the area involves systematically studying the effectiveness of various time domain and frequency

domain augmentation methods, and designing data-dependent selection procedure to choose the

most suitable augmentation method for different datasets.

Chapter 4 incorporates material from the publication “Towards Diverse and Coherent

Augmentation for Time-Series Forecasting”, by Xiyuan Zhang, Ranak Roy Chowdhury, Jingbo

Shang, Rajesh Gupta, Dezhi Hong, published in ICASSP 2023-2023 IEEE International Confer-

ence on Acoustics, Speech and Signal Processing (ICASSP 2023). The dissertation author was

primary investigator and the lead author of this paper.
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Chapter 5

Semantic Context of Large Language
Models

The previous chapters focus on the first stage of our robust framework by incorporating

physical context to denoise, impute and augment sensor time series and therefore refine the raw

data quality. Additionally, the physical contextual knowledge can be applied to other tasks, such

as anomaly detection and data calibration, and physical models can be replaced or augmented by

numerical simulation models, which we leave as future work.

However, physics principles may not always be known, especially for human-centered

sensing applications. Therefore, we need to go beyond physics and incorporate semantic

contextual knowledge from languages or our social behaviors. At this point in this dissertation,

we turn from physics to sociological contextual data. By adopting semantic context, we can

further improve robustness and generalization of sensor time series analysis methods. In order

to enhance understanding of the literature, in this chapter, we first present a comprehensive

taxonomy on how to incorporate the semantic context from the recently emerging Large Language

Models (LLMs) to improve sensor time series analysis.

Large Language Models have seen significant use in domains such as natural language

processing and computer vision. Going beyond text, image and graphics, LLMs present a

significant potential for analysis of time series data, benefiting domains such as climate, IoT,

healthcare, traffic, audio and finance. This chapter of survey provides an in-depth exploration
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Figure 5.1. Large language models have recently been applied for various time series tasks in
diverse application domains.

and a detailed taxonomy of the various methodologies employed to harness the power of LLMs

for time series analysis. We address the inherent challenge of bridging the gap between LLMs’

original text data training and the numerical nature of time series data, and explore strategies for

transferring and distilling knowledge from LLMs to numerical time series analysis. We detail

various methodologies, including (1) direct prompting of LLMs, (2) time series quantization, (3)

aligning techniques, (4) utilization of the vision modality as a bridging mechanism, and (5) the

combination of LLMs with tools. Additionally, this chapter of survey offers a comprehensive

overview of the existing multimodal time series and text datasets and delves into the challenges

and future research opportunities of this emerging field. We maintain an up-to-date Github

repository1 which includes all the papers and datasets discussed in the survey.

5.1 Introduction to Large Language Models for Time Series

In recent years, Large Language Models (LLMs) have gained substantial attention

particularly in the fields of Natural Language Processing (NLP) and Computer Vision (CV).

Prominent models such as GPT-4 [190] have transformed the landscape of text processing by

offering unprecedented accuracy in tasks such as text generation, translation, sentiment analysis,

question answering and summarization. In the CV domain, Large Multimodal Models (LMMs)

have also facilitated advancements in image recognition, object detection, and generative tasks,

1https://github.com/xiyuanzh/awesome-llm-time-series
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leading to more intelligent and capable visual systems [223]. Inspired by these successes,

researchers are now exploring the potential of LLMs in the realm of time series analysis,

expecting further breakthroughs, as shown in Figure 5.1. While several surveys offer a broad

perspective on large models for time series in general [110, 169], these do not specifically focus

on LLMs or the key challenge of bridging modality gap, which stems from LLMs being originally

trained on discrete textual data, in contrast to the continuous numerical nature of time series.

We start with a survey to build a taxonomy of sensory data analysis using semantic

contextual knowledge. Our survey uniquely contributes to the existing literature by emphasizing

how to bridge such modality gap and transfer knowledge from LLMs for time series analysis. Our

survey also covers more diverse application domains, ranging from climate, Internet of Things

(IoT), to healthcare, traffic management, and finance. Moreover, certain intrinsic properties of

time series, like continuity, auto-regressiveness, and dependency on the sampling rate, are also

shared by audio, speech, and music data. Therefore, we also present representative LLM-based

works from these domains to explore how we can use LLMs for other types of time series. We

present a comprehensive taxonomy by categorizing these methodologies into five distinct groups,

as shown in Figure 5.2. If we outline typical LLM-driven NLP pipelines in five stages - input

text, tokenization, embedding, LLM, output - then each category of our taxonomy targets one

specific stage in this pipeline. Specifically, (i) Prompting (input stage) treats time series data as

raw text and directly prompts LLMs with time series; (ii) Time Series Quantization (tokenization

stage) discretizes time series as special tokens for LLMs to process; (iii) Aligning (embedding

stage) designs time series encoder to align time series embeddings with language space; (iv)

Vision as Bridge (LLM stage) connects time series with Vision-Language Models (VLM) by

employing visual representations as a bridge; (v) Tool Integration (output stage) adopts language

models to output tools to benefit time series analysis. Beyond this taxonomy, our survey also

compiles an extensive list of existing multimodal datasets that incorporate both time series and

text. We conclude this chapter by discussing future directions in this promising field.
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5.2 Preliminary

Large language models are characterized by their vast number of parameters and extensive

training data. They excel in understanding, generating, and interpreting human language and

recently represent a significant advancement in artificial intelligence. The inception of LLMs

can be traced back to models like GPT-2 [201], BERT [60], BART [131], and T5 [203], which

laid the foundational architecture. Over time, the evolution of these models has been marked by

increasing complexity and capabilities, such as LLAMA-2 [242], PaLM [48], and GPT-4. More

recently, researchers have developed multimodal large language models to integrate and interpret

multiple forms of data, such as text, images, and time series, to achieve a more comprehensive

understanding of information.

This chapter of survey focuses on how LLMs can benefit time series analysis. We first

define the mathematical formulation for the input and output, which may contain time series or

(and) text depending on the downstream tasks, as well as the models.

Input: denoted as x, composed of time series xs ∈ RT×c and optional text data xt

represented as strings, where T,c represent the sequence length and the number of features.

Output: denoted as y and may represent time series, text or numbers depending on the

specific downstream task. For time series generation or forecasting task, y represents generated
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Table 5.1. Examples of representative direct prompting methods.

Method Example

PromptCast [282]
“From {t1} to {tobs}, the average temperature of region {Um} was {xm

t } degree on each day. What is the

temperature going to be on {tobs}?”

[156]
“Classify the following accelerometer data in meters per second squared as either walking or running:

0.052,0.052,0.052,0.051,0.052,0.055,0.051,0.056,0.06,0.064”

TabLLM [94]
“The person is 42 years old and has a Master’s degree. She gained $594. Does this person earn more than

50000 dollars? Yes or no? Answer:”

LLMTime [86] “0.123, 1.23, 12.3, 123.0”→ “1 2 , 1 2 3 , 1 2 3 0 , 1 2 3 0 0”

time series ys or predicted k-step future time series yT+1:T+k
s . For text generation task, such as

report generation, y represents text data yt . For time series classification or regression task, y

represents numbers indicating the predicted classes or numerical values.

Model: We use fθ parameterized by θ , gφ parameterized by φ , and hψ parameterized by

ψ to represent language, time series and vision models, where fθ is typically initialized from

pre-trained LLMs. We optimize parameters θ , φ and ψ through loss function ℓ.

5.3 Proposed Taxonomy for Incorporating Semantics in
LLMs

In this section, we detail our taxonomy of applying LLMs for time series analysis,

categorized by five groups. We summarize the representative works, mathematical formulation,

advantages and limitations of each category in Table 5.2.

5.3.1 Prompting

Number-Agnostic Tokenization. The method treats numerical time series as raw textual

data and directly prompts existing LLMs. For example, PromptCast [282] proposes prompt-based

time series forecasting by converting numerical time series into text prompts and forecasting

time series in a sentence-to-sentence manner. The input prompts are composed of context and

questions following pre-defined templates. An illustrative prompt template for temperature
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Figure 5.3. Two types of index-based quantization methods.

forecasting, along with examples from other representative works, are showcased in Table 5.1.

Similar prompting methods have been applied to forecast Place-of-Interest (POI) customer

flows (AuxMobLCast [284]), energy load [283], and user’s next location (LLM-Mob [257]).

[156] prompt PaLM-24B for health-related tasks such as activity recognition and daily stress

estimate. TabLLM [94] prompts large language models with a serialization of the tabular data to

a natural-language string for few-shot and zero-shot tabular data classification. [324] prompt

large language models to detect anomalous behaviors from mobility data. [277] extract historical

price features such as open, close, high, and low prices to prompt ChatGPT in a zero-shot fashion.

Number-Specific Tokenization. More recently, LLMTime [86] pointed out that Byte

Pair Encoding (BPE) tokenization has the limitation of breaking a single number into tokens that

don’t align with the digits, leading to inconsistent tokenization across different floating point

numbers and complicating arithmetic operations [224]. Therefore, following LLMs such as

LLaMA and PaLM, they propose to insert spaces between digits to ensure distinct tokenization

of each digit and use a comma (“,”) to separate each timestep in a time series. They also scale

time series to optimize token usage and keep fixed precision (e.g., two digits of precision) to

efficiently manage context length. Meanwhile, BloomberGPT [272] trains on financial data with

text and numerical data and places each digit in its own chunk to better handle numbers. Using

similar space-prefixed tokenization, [176] show that LLMs are general pattern machines capable

of sequence transformation, completion and improvement.
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5.3.2 Quantization

Quantization-based method [199] converts numerical data into discrete representations

as input to LLMs. This approach can be further divided into two main categories based on the

discretization technique employed.

Discrete Indices from VQ-VAE. The first type of quantization method transforms contin-

uous time series into discrete indices as tokens. Among them one of the most popular methods is

training a Vector Quantized-Variational AutoEncoder (VQ-VAE) [247], which learns a codebook

C = {ci}K
i=1 of K D-dimensional codewords ci ∈ RD to capture the latent representations, as

illustrated in Figure 5.3a. The method identifies the nearest neighbor ki of each step i of the

encoded time series representation gφ (xs) ∈ R
T
S×D in the codebook (S denotes the cumulative

stride of VQ-VAE encoder), and uses the corresponding indices k as the quantized input to

language models:

qi = cki,ki = argmin
j
∥gφ (xs)i− c j∥2,k = [ki]

T
S
i=1. (5.1)

Based on VQ-VAE, Auto-TTE [51] quantizes ECGs and generates 12-lead ECG signals

conditioned on text reports. DeWave [63] adapts VQ-VAE to derive discrete codex encod-

ing and aligns it with pre-trained BART for open-vocabulary EEG-to-text translation tasks.

TOTEM [234] also quantizes time series through VQ-VAE as input to Transformers for multiple

downstream applications such as forecasting, classification, and translation. In the audio domain,

UniAudio [288] tokenizes different types of target audio using Residual Vector Quantization

(RVQ) [300] (a hierarchy of multiple vector quantizers) and supports 11 audio generation tasks.

VioLA [254] unifies various crossmodal tasks involving speech and text by converting speech

utterances to discrete tokens through RVQ. AudioGen [123] learns discrete audio representations

using vector quantization layers and generates audio samples conditioned on text inputs.

Discrete Indices from K-Means. Apart from employing VQ-VAE, researchers have also

explored K-Means clustering for index-based tokenization, which uses the centroid indices as

discretized tokens [100], as shown in Figure 5.3b. Such methods are mostly applied in the audio
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Figure 5.4. Type one (a) and Type two (b) of aligning-based methods. For Type two (b) aligning,
the output can be time series (e.g., forecasting) or text (e.g., EEG-to-text) depending on the
downstream tasks.

domain. For example, SpeechGPT [305] shows capability to perceive and generate multi-modal

contents using K-Means based discrete unit extractor. AudioLM [22] discretizes codes produced

by a neural audio codec using K-means clustering to achieve high-quality synthesis. It also

combines discretized activations of language models pre-trained on audio using RVQ to capture

long-term structure. Following the same quantization, AudioPaLM [211] fuses PaLM-2 [6] and

AudioLM with a joint vocabulary that can represent speech and text with discrete tokens.

Discrete Indices from Other Techniques. Apart from the aforementioned time-domain

quantization, FreqTST [136] utilizes frequency spectrum as a common dictionary to discretize

time series into frequency units with weights for downstream forecasting task.

Text Categories. The second type of quantization converts numerical data into pre-

defined text categories, which is primarily adopted in financial domain. As an example,

TDML [297] categorizes the weekly price fluctuations into 12 bins represented as “Di” or

“Ui”, where “D” indicates a decrease in price and “U” means an increase, and i = 1,2,3,4,5,5+

represents the level of price change.

5.3.3 Aligning

The third type of works trains a separate encoder for time series, and aligns the encoded

time series to the semantic space of language models. These works can be further categorized

into two groups based on their specific aligning strategies, as illustrated in Figure 5.4.

Similarity Matching through Contrastive Loss. The first type of method aligns the
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time series embeddings with text embeddings through similarity matching, such as minimizing

the contrastive loss:

ℓ=− 1
B

B

∑
i=1

log
exp(sim(gφ (xsi), fθ (xti)))

1
γ

∑
B
k=1 exp(sim(gφ (xsi), fθ (xtk)))

1
γ

, (5.2)

where B,γ represent batch size and temperature parameter that controls distribution concentra-

tions, and sim represents similarity score, typically computed as inner product:

sim(gφ (xsi), fθ (xti)) = ⟨gφ (xsi), fθ (xti)⟩. (5.3)

For instance, ETP [145, 135] integrates contrastive learning based pre-training to align

electrocardiography (ECG) signals with textual reports. [120] use similar contrastive framework

to align 17 clinical measurements collected in Intensive Care Unit (ICU) to their corresponding

clinical notes. TEST [228] uses contrastive learning to generate instance-wise, feature-wise,

and text-prototype-aligned time series embeddings to align with text embeddings. TENT [329]

aligns text embeddings with IoT sensor signals through a unified semantic feature space using

contrastive learning. JoLT [25] utilizes Querying Transformer (Q-Former) [137] optimized with

contrastive loss to align the time series and text representations.

Similarity Matching through Other Losses. Apart from contrastive loss, other loss

functions are also employed to optimize similarity matching between time series embeddings and

text embeddings. ECG-LLM [198] aligns the distribution between ECG and language embedding

from ECG statements with an Optimal Transport based loss function to train an ECG report

generation model. MTAM [90] uses various aligning techniques, such as Canonical Correlation

Analysis and Wasserstein Distance, as loss functions to align electroencephalography (EEG)

features with their corresponding language descriptions.

LLMs as Backbones. The second type of aligning method directly uses large language

models as backbones following time series embedding layers. EEG-to-Text [259] feeds EEG
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embeddings to pre-trained BART for open vocabulary EEG-To-Text decoding and EEG-based

sentiment classification. GPT4TS [328] uses patching embeddings [186] as input to frozen pre-

trained GPT-2 where the positional embedding layers and self-attention blocks are retained during

time series fine-tuning. The method provides a unified framework for seven time series tasks,

including few-shot or zero-shot learning. Following GPT4TS, researchers further incorporated

seasonal-trend decomposition (TEMPO [26]), two-stage fine-tuning (LLM4TS [31]), domain

descriptions (UniTime [157]), graph attention mechanism (GATGPT [45]), and spatial-temporal

embedding module (ST-LLM [146]). Time-LLM [109] reprograms time series data into text

prototypes as input to LLaMA-7B. It also provides natural language prompts such as domain

expert knowledge and task instructions to augment input context. Lag-Llama [206] builds

univariate probabilistic time series forecasting model based on LLaMA architecture. In the

audio, speech and music domains, researchers have also designed dedicated encoders to embed

speech (WavPrompt [74], Speech LLaMA [125])), music (MU-LLaMA [152]), and general

audio inputs (LTU [81], SALMONN [236]), and feed the embeddings to large language models.

5.3.4 Vision as Bridge

Time series data can be effectively interpreted or associated with visual representations,

which align closer with textual data and have demonstrated successful integrations with large

language models. Therefore, researchers have also leveraged vision modality as a bridge to

connect time series with LLMs.

Paired Data. ImageBind [78] uses image-paired data to bind six modalities (images,

text, audio, depth, thermal, and Inertial Measurement Unit (IMU) time series) and learn a joint

embedding space, enabling new emergent capabilities. PandaGPT [227] further combines the

multimodal encoders from ImageBind and LLMs to enable visual and auditory instruction-

following capabilities. IMU2CLIP [177] aligns IMU time series with video and text, by pro-

jecting them into the joint representation space of Contrastive Language-Image Pre-training

(CLIP) [200]. AnyMAL [178] builds upon IMU2CLIP by training a lightweight adapter to
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project the IMU embeddings into the text token embedding space of LLaMA-2-70B. It is also

capable of transforming data from other modalities, such as images, videos, audio, into the same

text embedding space.

Physics Relationships. IMUGPT [130] generates IMU data from ChatGPT-augmented

text descriptions. It first generates 3D human motion from text using pre-trained motion synthesis

model T2M-GPT [308]. Then it derives IMU data from 3D motion based on physics relationships

of motion kinetics.

Time Series Plots as Images. CLIP-LSTM [269] transforms stock market data into

sequences of texts and images of price charts, and leverages pre-trained CLIP vision-language

model to generate features for downstream forecasting. Insight Miner [323] converts time series

windows into images using lineplot, and feeds images into vision language model LLaVA [148]

to generate time series trend descriptions.

5.3.5 Using LLMs as Indirect Tools

This type of method does not directly use large language models to process time series.

Instead, it applies large language models to generate indirect tools z(·), such as code and API

calls, to benefit time series related tasks.

Code. CTG++ [325] applies GPT-4 to generate differentiable loss functions in a code

format from text descriptions to guide the diffusion model to generate traffic trajectories. With

this two-step translation, the LLM and diffusion model efficiently bridge the gap between user

intent and traffic simulation.

API Call. ToolLLM [197] introduces a general tool-use framework composed of data

construction, model training, and evaluation. This framework includes API calls for time series

tasks such as weather and stock forecasting.

Text Domain Knowledge. SHARE [319] exploits the shared structures in human activity

label names and proposes a sequence-to-sequence structure to generate label names as token

sequences to preserve the shared label structures. It applies GPT-4 to augment semantics of
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Table 5.2. Summary of five major categories of applying LLMs for time series analysis, including
their respective subcategories, representative works, mathematical formulations, advantages and
limitations. q and xv represent text-based quantization process and image data.

Method Subcategory Representative Works Equations Advantages Limitations

Prompting
Number-Agnostic PromptCast [282]

y = fθ (xs,xt)
easy to implement; lose semantics;

Number-Specific LLMTime [86] zero-shot capability not efficient

Quantization

VQ-VAE DeWave [63] ki = argmin j ∥gφ (xs)i− c j∥2 flexibility of may require

K-Means AudioLM [22] k = [ki]
T
S
i=1,y = fθ (k,xt) index and time two-stage

Text Categories TDML [297] y = fθ (q(xs),xt) series conversion training

Aligning
Similarity Match

ETP [145] y = gφ (xs) align semantics of complicated

MATM [90] ℓ= sim(gφ (xs), fθ (xt)) different modalities; design and

LLM Backbone GPT4TS [328] y = fθ (gφ (xs),xt) end-to-end training fine-tuning

Vision as Paired Data ImageBind [78] ℓ= sim(gφ (xs),hψ(xv)) additional visual not hold

Bridge TS Plots as Images [269] y = hψ(xs) knowledge for all data

Tool
Code CTG++ [325] z = fθ (xt) empower LLM optimization

API ToolLLM [197] y = z(xs) with more abilities not end-to-end

label names. GG-LLM [83] leverages LLaMA-2 to encode world knowledge of common human

behavioral patterns to predict human actions without further training. SCRL-LG [61] leverages

LLaMA-7B as stock feature selectors to extract meaningful representations from news headlines,

which are subsequently employed in reinforcement learning for precise feature aligning.

5.4 Comparison within the Taxonomy

We compare the five categories of our taxonomy and provide general guidelines for

which category to choose based on considerations of data, model, efficiency and optimization.

Data. When no training data is available and the objective is to apply LLM for time

series in an zero-shot fashion, it is preferable to use prompting-based methods. This is because

direct prompting enables the utilization of pre-trained language models’ inherent capabilities

without fine-tuning. However, representing numbers as strings can diminish the semantic

value intrinsically tied to numerical data. Therefore, with adequate training data, quantization

or aligning-based methods become more advantageous. As shown in Figure 5.2, these two
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categories are the most extensively studied ones in existing literature. Furthermore, if time series

data can be interpreted or associated with visual representations, these representations can be

incorporated to utilize the intrinsic knowledge embedded in the vision modality or pre-trained

vision-language models.

Model. Prompting and tool integration methods tend to apply billion-parameter models

as they often apply off-the-self LLMs without architectural modifications. By contrast, aligning

and quantization methods vary from million to billion-parameter models, depending on the

specific application requirements and available computational resources.

Efficiency. Prompting-based methods are not efficient for numerical data with high

precision, as well as multivariate time series as it requires transforming each dimension into

separate univariate time series, resulting in extremely long input. They are also less efficient for

long-term predictions due to the computational demands of generating long sequences. These

methods are more effective when dealing with simple numerical data that is richly interwoven

with textual information, such as opening and closing stock prices in financial news articles. By

contrast, quantization and aligning methods are more efficient to handle long sequences, as time

series are typically down-sampled or segmented into patches before feeding into LLMs.

Optimization. Depending on the specific discretization technique, quantization-based

method may require a two-stage training process (such as first training the VQ-VAE model),

which may result in sub-optimal performance compared with that achieved through end-to-end

training in aligning methods. Using large language models as indirect tools empowers LLMs

with more capabilities to manage numerical data, but also raises the level of complexity to

optimize both LLMs and other components in an end-to-end fashion. Therefore, existing works

of tool integration typically employ off-the-shelf LLMs without further fine-tuning.
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Table 5.3. Summary of representative time series and text multimodal datasets.

Domain Dataset Size Major Modalities Task

Internet of Things
Ego4D2 [84] 3,670h data, 3.85M narrations text, IMU, video, audio, 3D classification, forecasting

DeepSQA3 [279] 25h data, 91K questions text, imu classification, question answering

Finance
PIXIU4 [278] 136K instruction data text, tables 5 NLP tasks, forecasting

MoAT5 [127] 6 datasets, 2K timesteps in total text, time series forecasting

Healthcare

Zuco 2.06 [97] 739 sentences text, eye-tracking, EEG classification, text generation

PTB-XL7 [250] 60h data, 71 unique statements text, ECG classification

ECG-QA8 [188] 70 question templates text, ECG classification, question answering

Audio OpenAQA-5M9 [81] 5.6M (audio, question, answer) tuples text, audio tagging, classification

Music MusicCaps10 [1] 5.5K music clips text, music captioning, generation

Speech CommonVoice11 [9] 7,335 speech hours in 60 languages text, speech ASR, translation

5.5 Multimodal Datasets

Applying LLMs for time series benefits from the availability of multimodal time series

and text data. In this section, we introduce representative multimodal time series and text datasets

organized by their respective domains (Table 5.3).

Internet of Things (IoT). Human activity recognition is an important task in IoT domain,

which identifies human activities given time series collected with IoT devices (such as IMU

sensors). The corresponding text data are the labels or text descriptions of these activities.

Ego4D [84] presents 3,670 hours of daily-life activity data across hundreds of scenarios, including

household, outdoor, workplace, and leisure. The dataset is rich in modalities, including the IMU

time series measurement, and dense temporally-aligned textual descriptions of the activities and

object interactions, totaling 3.85 million sentences. Ego-Exo4D [85] further offers three kinds

of paired natural language datasets including expert commentary, narrate-and-act descriptions

2https://ego4d-data.org/
3https://github.com/nesl/DeepSQA
4https://github.com/chancefocus/PIXIU
5https://openreview.net/pdf?id=uRXxnoqDHH
6https://osf.io/2urht/
7https://physionet.org/content/ptb-xl/1.0.3/
8https://github.com/Jwoo5/ecg-qa
9https://github.com/YuanGongND/ltu

10https://www.kaggle.com/datasets/googleai/musiccaps
11https://commonvoice.mozilla.org/en/datasets
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provided by the participants, and atomic action descriptions similar as Ego4D. DeepSQA [279]

presents a generalized Sensory Question Answering (SQA) framework to facilitate querying raw

sensory data related to human activities using natural language.

Finance. PIXIU [278] presents multi-task and multi-modal instruction tuning data

in the financial domain with 136K data samples. It contains both financial natural language

understanding and prediction tasks, and covers 9 datasets of multiple modalities such as text and

time series. MoAT [127] constructs multimodal datasets with textual information paired with

time series for each timestep, such as news articles extracted with relevant keywords, mostly

covering finance related domains such as fuel, metal, stock and bitcoin.

Healthcare. Zuco 1.0 [96] and Zuco 2.0 [97] datasets contain simultaneous eye-tracking

and EEG during natural reading and during annotation. PTB-XL [250] offers comprehensive

metadata regarding ECG annotated by expert cardiologists, covering information such as ECG

reports, diagnostic statements, diagnosis likelihoods, and signal-specific properties. Based on

PTB-XL, ECG-QA [188] introduces the first Question Answering (QA) dataset for ECG analysis,

containing 70 question templates that cover a wide range of clinically relevant ECG topics.

Audio/Music/Speech. AudioSet [77] is a collection of 2 million 10-second audio clips

from YouTube videos and labeled with the sounds that the clip contains from a set of 527 labels.

OpenAQA-5M [81] consists of 1.9 million closed-ended and 3.7 million open-ended (audio,

question, answer) tuples. MusicCaps [1] is a high-quality music caption dataset, including 5.5K

music clips. MTG-Jamendo [21] is a dataset with 55,000 audio songs in various languages. Libri-

Light [112] is an English dataset encompassing 60,000 hours of speech data. CommonVoice [9]

is a multilingual speech dataset consisting of 7,335 validated hours in 60 languages.

These datasets offer valuable benchmarks for multimodal time series and text analysis.

These contain both time series focused tasks, including classification, which is evaluated using

accuracy and macro-F1 scores, and forecasting, which utilizes metrics such as MSE, MAE,

RMSE, and MAPE, as well as NLP focused tasks such as captioning, question answering, and

translation, assessed through BLEU, ROUGE, METEOR, and EM scores, among others.
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5.6 Challenges and Future Directions

In this section, we introduce the challenges and promising future directions of applying

LLMs for time series analysis.

5.6.1 Theoretical Understanding

Existing works empirically show the benefits of applying LLMs for time series analy-

sis. For example, LIFT [62] empirically shows that language model fine-tuning can work for

non-language tasks without changing the architecture or loss function; [88] empirically show

that LLMs learn linear representations of space and time across multiple scales that are robust to

prompting variations. Despite these empirical findings, there remains a gap in theoretical under-

standing of how models, primarily trained on textual data, can effectively interpret numerical

time series. As a preliminary theoretical analysis, [299] prove that Transformer models can uni-

versally approximate arbitrary continuous sequence-to-sequence functions on a compact domain.

Additionally, GPT4TS [328] theoretically shows that such generic capability of large language

models can be related to Principal Component Analysis (PCA), as minimizing the gradient with

respect to the self-attention layer shares similarities with PCA. Further investigations on the

generalizability of LLMs on numerical data is essential to establish solid understanding of the

synergy between LLMs and time series analysis.

5.6.2 Multimodal and Multitask Analysis

Existing papers that apply LLMs for time series analysis mostly focus on single modality

and single task at a time, such as forecasting, classification, text generation, and do not support

simultaneous multimodal and multitask analysis. In computer vision and audio domains, models

such as Unified-IO [163] and UniAudio [288] have unified multiple input modalities into a

sequence of discrete vocabulary tokens to support multiple tasks within a single transformer-

based architecture. More research into leveraging LLMs for multimodal and multitask analysis

92



would lead to more powerful time series foundation models.

5.6.3 Efficient Algorithms

Time series, especially those that are multivariate or possess long history information

may increase the computational complexity for existing large language models. Patching [186]

has been a widely adopted strategy to improve performance as well as reduce complexity, but

large patches may obscure the semantic information of time series and negatively impact the

performance. Therefore, developing more efficient algorithms is especially crucial for facilitating

large-scale time series analysis and enhancing interactions with end users.

5.6.4 Combining Domain Knowledge

Combining existing statistical domain knowledge with LLMs may further boost the

model’s capability for time series analysis. For example, TEMPO [26] applies time series

seasonal-trend decomposition and treats decomposed components as different semantic induc-

tive biases as input to the pre-trained transformer. FreqTST [136] leverages insights from the

frequency domain by tokenizing single time series into frequency units with weights for down-

stream forecasting. Further incorporating domain knowledge, such as wavelet decomposition,

auto-correlation analysis, and empirical mode decomposition may augment LLMs’ capabilities

in analyzing time series data.

5.6.5 Customization and Privacy

Existing works on LLMs and time series analysis typically train a global model for all

end users. Training customized models for different users based on the global model may bring

further benefits and flexibility. Another important consideration is privacy, especially as many

time series data are collected in private settings for clinical purposes or smart home applications.

As an initial attempt, FedAlign [309] leverages federated learning frameworks and uses the

expressive natural language class names as a common ground to align the latent spaces across
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different clients. Advancing research into model customization and user privacy preservation

would broaden the scope and utility of LLM-empowered time series analysis.

5.7 Summary

This chapter presents a taxonomy of incorporating semantic context from large language

models in our framework of robust time series analysis. We present the first survey that system-

atically analyzes the categorization of transferring knowledge from large language models for

numerical time series analysis: direct prompting, time series quantization, aligning, the use of

the vision modality to connect text and time series, and the integration of large language models

with other analytical tools. For each category, we introduce their mathematical formulation,

representative works, and compare their advantages and limitations. We also introduce repre-

sentative multimodal text and time series datasets in various domains such as healthcare, IoT,

finance, and audio. Concluding the chapter, we outline the challenges and emerging directions

for potential future research of LLM-empowered time series analysis.

Chapter 5 incorporates material from the publication “Large Language Models for Time

Series: A Survey”, by Xiyuan Zhang, Ranak Roy Chowdhury, Rajesh Gupta, Jingbo Shang,

published in the survey track of the 33rd International Joint Conference on Artificial Intelligence

(IJCAI 2024). The dissertation author was primary investigator and the lead author of this paper.
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Chapter 6

Semantic Context of Label Textual Names

After introducing the taxonomy, in this chapter, we present a specific application of

applying semantic contextual knowledge from large language models for sensor time series

analysis. Specifically, we focus on an important sensing task of Human Activity Recognition

(HAR) and applies LLMs to augment the semantics of activity label names. This application is

categorized as using LLMs as indirect tools within our presented taxonomy in Chapter 5.

Current HAR techniques regard activity labels as integer class IDs without explicitly

modeling the semantics of class labels. We observe that different activity names often have shared

structures. For example, “open door” and “open fridge” both have “open” as the action; “kicking

soccer ball” and “playing tennis ball” both have “ball” as the object. Such shared structures in

label names can be translated to the similarity in sensory data and modeling common structures

would help uncover knowledge across different activities, especially for activities with limited

samples. In this chapter, we propose SHARE, a HAR framework that takes into account shared

structures of label names for different activities. To exploit the shared structures, SHARE

comprises an encoder for extracting features from input sensory time series and a decoder for

generating label names as a token sequence. We also propose three label augmentation techniques

to help the model more effectively capture semantic structures across activities, including a basic

token-level augmentation, and two enhanced embedding-level and sequence-level augmentations

utilizing the capabilities of pre-trained models. SHARE outperforms state-of-the-art HAR
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Figure 6.1. Existing HAR framework vs SHARE. SHARE exploits shared label structures and
generates activity name sequences as prediction, rather than predicting integer class IDs. We
also design three label augmentations at different levels to better capture shared structures.

models in extensive experiments on seven benchmark datasets. We also evaluate in few-shot

learning and label imbalance settings and observe even more significant performance gap.

6.1 Introduction to Leveraging Shared Label Structures for
HAR

Sensor-based human activity recognition (HAR) identifies human activities using sensor

readings from wearable devices. HAR has a variety of applications including healthcare, motion

tracking, smart home automation, human-computer interaction [99, 47, 39, 171, 133, 290]. For

example, acceleration sensors attached to legs record subjects walking around and perform-

ing daily activities for gait analysis for Parkinson’s disease patients [13]; accelerometer and

gyroscope can monitor user postures to detect falls for elderly people [267].

While tremendously valuable, HAR data remain difficult to collect due to security or

privacy concerns, as human subjects involved in the collection process may not consent to data

sharing or data transmission over the network. This often leads to local training at the edge using

limited samples from just a few human subjects. Additionally, certain types of human activities

happen less frequently by nature, further complicating data collection.

We note that existing HAR methods treat labels simply as integer class IDs and learn their

semantics purely from annotated sensor data. This is less effective especially when labeled data

are limited. To achieve better recognition performance, prior research mostly is concentrated on
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(b) T-SNE results of sensory data with the colors denoting different shared
label structures.

Figure 6.2. (a) Labels in HAR datasets typically share common structures. (b) T-SNE visualiza-
tion of sensory data in Opportunity dataset [209]. Activities with the same actions or objects
(marked by the same colors) are closer. The same color represents common actions (left) or
common objects (right).

designing better feature extraction modules [191, 69, 202, 132] while largely overlooking the

advantages of modeling label structures. Since sensory readings measuring human activities are

time series data, existing time series classification models are also applicable to HAR. These

methods, however, are also primarily focused on enhancing feature extraction [58, 302, 49]. It

is noteworthy that both HAR and time series classification methods in the literature miss the

modeling of label name structures.

We argue that a more effective approach to learning activity semantics is through label

name modeling, as activity names in HAR datasets often share structures that reflect the similarity

between different activities. For example, both “open door” and “open fridge” (sharing the

action “open”) involve pulling a (fridge) door around a hinge (while “open door” first rotates

the knob to release the lock and “open fridge” directly pulls the handle); both “stairs up” and

“stairs down” (sharing the object “stairs”) need to bend the knees and extend the legs. Figure 6.2a

illustrates more examples of activity label names in typical HAR datasets (e.g., “eat pasta” and

“eat sandwich”, “elevator up” and “elevator down”). The common actions or objects in these

examples translate to similarities in the IMU data space. As shown in Figure 6.2b, we apply

t-SNE visualization on sensor readings from the Opportunity dataset [209]. We color different

activities by common actions or objects. Activities of the same color (sharing the same action or

object in label names) appear closer in the embedding space, indicating stronger similarity in the
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original sensory measurements. Such mapping between input features and label names motivates

us to design a more effective learning framework that extracts knowledge from label structures.

To this end, we propose SHARE, shown in Figure 6.1, which models both input sensory

data features and label name structures. SHARE comprises an encoder for extracting features

from sensory input and a decoder for predicting label names. Unlike existing HAR models

that output integer class IDs as prediction results, SHARE outputs label name sequences,

thus preserving structures among various activities and providing a global view of activity

relationships. During training, we optimize the model by minimizing the differences between

predicted label names and ground-truth label names. During inference, we exploit a constrained

decoding method to produce only valid labels.

We also design three label augmentation methods at different levels to better capture

shared structures across activities. The basic token-level augmentation randomly replaces the

original label sequences by their meaningful tokens (e.g., all actions of “eat X” are treated as a

class of “eat”). This happens only during training and helps the model consolidate semantics of

shared structures across different activities. We further develop two embedding- and sequence-

level augmentations leveraging pre-trained models. At the embedding level, we integrate

pre-trained word embeddings to capture shared semantic meanings not obvious in label names

(e.g., the similarity between “walk” and “run”). At the label sequence level, for HAR datasets

that do not have shared structures in their original labels, we offer an automated label generation

method to generate new labels with shared tokens while preserving the same semantic meanings,

leveraging large language models. Specifically, we use OpenAI’s GPT-4 [190] to extend atomic,

non-overlapping label names into sequences of meaningful tokens. To the best of our knowledge,

SHARE is the first solution to HAR classification via decoding label sequences. We evaluate

SHARE on seven HAR benchmark datasets and observe the new state-of-the-art performance.

We summarize our main contributions as follows:

• We find shared structures in label names map to similarity in the input data, leading to a more

effective HAR framework, SHARE, by modeling label structures. SHARE captures knowledge
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across activities by uncovering information from label structures.

• We propose three label augmentation methods, each targeting at a different level, to more

effectively identify shared structures across activities. These include a basic token-level

augmentation and two pre-trained model-enhanced augmentations at the embedding level and

at the label sequence level.

• We evaluate SHARE on seven HAR benchmark datasets and observe the new state-of-the-art

performance. We also conduct experiments under few-shot settings and label imbalance

settings and observe even more significant performance improvement.

6.2 Related Work

Human Activity Recognition. Existing HAR approaches can be categorized into

statistical methods and deep learning based methods [40, 313]. Traditional methods are based

on data dimensionality reduction, spectral feature transformation (e.g., Fourier transformation),

kernel embeddings [196], first-order logic [301] or handcrafted statistical feature extraction

(e.g., mean, variance, maximum, minimum) [70]. These features are then used as input to

shallow machine learning methods like SVM, and Random Forest. In recent years, deep

learning methods have advanced automatic feature extraction and have begun to substitute

hand-crafted feature engineering in HAR [89, 69, 290] , including convolutional neural networks,

recurrent neural network, attention mechanism, and their combinations. DeepConvLSTM [191]

is composed of convolutional layers for feature extractors and recurrent layers for capturing

temporal dynamics of the feature representations. MA-CNN [202] designs modality-specific

architecture to first learn sensor-specific information and then unify different representations

for activity recognition. SenseHAR [107] proposes a sensor fusion model that maps raw

sensory readings to a virtual activity sensor, which is a shared low-dimensional latent space.

AttnSense [167] further integrates attention mechanism to convolutional neural network and

gated recurrent units network. THAT [132] proposes a two-stream convolution augmented
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Transformer model for capturing range-based patterns. We shall note that these models focus

on designing more effective feature extractors for better performance but neglect the semantic

information in label names, which is the focus of this work.

Time Series Classification. HAR data are time-stamped sensor series, enabling the use

of time series classification methods. Existing time series classification models fall into two

categories: statistical and deep learning methods. Statistical methods are based on nearest neigh-

bor [14, 222], dictionary classifier [215], ensemble classifier [144, 219], etc. These statistical

methods are more robust to data scarcity but do not scale well when the feature numbers in

high-dimensional space become huge. On the other hand, deep learning methods can extract

features from high-dimensional data but require abundant data points to train an effective model.

Convolutional Neural Networks (FCN and ResNet) [260, 105] and Recurrent Neural

Networks [114, 115] show better performance compared with statistical methods. TapNet [321]

is an attentional prototype network that calculates the distance to class prototypes to learn feature

representations. ShapeNet [134] performs shapelet selection by embedding shapelet candidates

into a unified space and trains the network with cluster-wise triplet loss. SimTSC [303] formulates

time series classification as a graph node classification problem and uses a graph neural network to

model similarity information. Recently, Rocket [58] applies plenty of random convolution kernels

for data transformation and attains state-of-the-art accuracy. MiniRocket [59] maintains the

accuracy and improves the processing time of Rocket. TST [302] and TARNet [50] incorporate

unsupervised representation learning which offers benefits over fully supervised methods on

the downstream classification tasks. Similar to existing HAR methods, time series classification

models focus on designing more advanced feature extraction or unsupervised representation

learning methods without taking into account the label semantics, whereas SHARE models the

shared structures in the label set for more effective representation learning.

Label Semantics Modeling. Given label name semantics as prior knowledge, classi-

fication tasks can benefit from modeling such semantics through knowledge graph [249] or

textual information [12, 200, 326, 309]. Tong et al. [241] exploit knowledge from video action

100



open fridge

open pullfridge
door

Describe the 
following activities (climb 
stairs, standing still) with 

information of 
1. body part used, 

2. action or adverb, 3. 
object (if involved)

Embedding-Level
Augmentation

standing 
still

climb 
stairs

leg still leg 
up 

Token-Level
Augmentation

Sequence-Level 
Augmentation3

2

1 open, fridge, 
open fridge

<latexit sha1_base64="DyL84uHYKouib8MrcE4AVzBROKw=">AAAB63icbVBNSwMxEJ3Ur1q/qh69BIvgqeyKqMeiF48V7Ae0S8mm2TY0yS5JVihL/4IXD4p49Q9589+YbfegrQ8GHu/NMDMvTAQ31vO+UWltfWNzq7xd2dnd2z+oHh61TZxqylo0FrHuhsQwwRVrWW4F6yaaERkK1gknd7nfeWLa8Fg92mnCAklGikecEptLfcPloFrz6t4ceJX4BalBgeag+tUfxjSVTFkqiDE930tskBFtORVsVumnhiWETsiI9RxVRDITZPNbZ/jMKUMcxdqVsniu/p7IiDRmKkPXKYkdm2UvF//zeqmNboKMqyS1TNHFoigV2MY4fxwPuWbUiqkjhGrubsV0TDSh1sVTcSH4yy+vkvZF3b+qXz5c1hq3RRxlOIFTOAcfrqEB99CEFlAYwzO8whuS6AW9o49FawkVM8fwB+jzByKdjlA=</latexit>⇠

Prompt

LLM

En
co

de
r

Fe
at

ur
e

Label Structure 
Constrained Decoder

Linear Layer

Word Embedding

(Eg2)     <s>       climb       stairs

(Eg1)     open     fridge      <e>

(Eg1)     <s>       open       fridge

(Eg2)     climb    stairs       <e>

Figure 6.3. Framework of SHARE. We encode the time series features and decode the label
sequences as predictions. We further design three augmentation methods at different levels to
better capture the shared semantic structures.

recognition models to construct an informative semantic space that relates seen and unseen

activity classes. Recent works designed specifically for zero-shot learning in human activity

recognition also combine semantic embeddings [173, 273, 255]. However, these works mostly

calculate the mean embeddings for labels with multiple words, which misses label structures and

is suboptimal. Unlike these works, SHARE preserves label structures and enables knowledge

sharing through decoding label names for generic HAR.

6.3 Preliminary

We focus on human activity recognition such as walking and sitting, captured by the

sensory time series data in a given time period. We formulate HAR settings of conventional

methods and SHARE.

Conventional HAR. We denote HAR data in conventional methods as D ′ = {(xi,ci)}N
i=0,

xi ∼X ,ci ∼ C , where X and C denote the input space and the label space. Each sample of

time series input is denoted as xi ∈ RTi×v, where Ti is the length of the time series, and v is the

number of measured variables. The label space C contains C classes, and each label c is an

integer from {1,2, · · · ,C}.

SHARE. We denote dataset in SHARE as D = {(xi,yi)}N
i=0,xi ∼X ,yi ∼ Y , where

data space X is the same as conventional HAR methods, and Y denotes the label space in

SHARE. We denote yi = [yi1,yi2, · · · ,yiki] as a sample human activity label sequence, where
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Algorithm 1: SHARE Framework

Input :Training set Dtr = {xi,yi}Ntr
i=0, test set Dte = {xi,yi}Nte

i=0.
Model :Encoder fθ , Decoder gφ .
Output :Predicted label sequences on test set {ŷi}Nte

i=0.
1 if no shared tokens in Y then
2 Sequence-Level augmentation to Y ; // Sec 6.4.4

3 while not converge do
4 Sample (xi,yi)∼Dtr;
5 Token-Level augmentation y′i← yi ; // Sec 6.4.3

6 Encoder feature extraction zi = f (xi;θ) ; // Sec 6.4.1

7 Embedding-Level augmentation and label sequence decoding ŷi = g(zi;φ) ;
// Sec 6.4.2,6.4.4

8 Optimize θ and φ through Equation 6.4;

9 for (xi,yi) ∈Dte do
10 Encoder feature extraction zi = f (xi;θ);
11 Embedding-Level augmentation and label sequence constrained decoding

ŷi = argmaxyi∈Y Pφ (yi|zi);

12 return predicted label sequences {ŷi}Nte
i=0.

ki is the length of the label sequence yi. For example, the label “walk upstairs” contains a

word sequence of length two, [“walk”, “upstairs”] respectively. The label space Y contains C

classes and M tokens. Instead of presenting labels as independent integer IDs, there exist shared

structures across different labels in the label space Y . For example, “walk upstairs” and “walk

downstairs” both have “walk” in label names. Formally, there exist labels yi,y j, i ̸= j that have

the same word yim = y jl , where 1≤ m≤ ki,1≤ l ≤ k j are positions in yi and y j.

6.4 Methodology

We design a label structure decoding architecture for HAR, called SHARE, that exploits

label structures and promotes knowledge sharing across activities. SHARE consists of two

modules: Time Series Encoder and Label Structure-Constrained Decoder. We pass multivariate

sensory readings as input to the encoder and use the extracted feature vector to initialize the

hidden states of the decoder. The decoder generates an activity name sequence (e.g., “climb
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stairs”) as the prediction label. By binding sensory features with label structures, the structures

in label names help the model better learn the similarity in the sensory data. We further propose

three augmentation methods, including one basic token-level augmentation (randomly selecting

from “climb”, “stairs”, “climb stairs”) and two pre-trained model-enhanced augmentations at

embedding (using pre-trained embeddings to initialize “climb” and “stairs” word embeddings)

and label sequence levels (rephrasing “climb stairs” as “leg up” which share more tokens with

other label names), to better capture shared structures across different activities. We summarize

the pipeline of SHARE in Figure 6.3 and Algorithm 1.

6.4.1 Time Series Encoder

We use fθ : X →Z ⊂Rd parameterized by θ to denote the time series encoder. This part

appears in both conventional HAR and SHARE. The encoder maps data from the input space X

to the d-dimensional hidden space Z . For conventional HAR, the final predictions are obtained

from the hidden representations after a fully connected layer fc. Denote ĉi = fc( f (xi;θ)) ∈ RC

as the distribution of the predicted label. Optimization is based on the cross-entropy loss between

prediction ĉi and ground truth ci:

argminE(xi,ci)∼D ′CE(ci, ĉi). (6.1)

In SHARE, the encoded representations zi = f (xi;θ) are used to initialize hidden states of

the decoder, instead of being directly used for classification. This transfers learned representations

from the encoder to inform the structured decoding process. To instantiate the time series encoder,

we keep both efficacy and efficiency in mind, given that HAR models usually run on edge devices

with limited compute. Therefore, we use one-dimensional Convolutional Neural Networks

(CNN), as they are relatively lightweight with superior capability in extracting time series

features [260, 56, 202, 317].
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6.4.2 Label Structure-Constrained Decoder

We use gφ : Z → Y parameterized by φ to denote the label structure-constrained

decoder in SHARE. The decoder generates word sequences in the label space Y given the

encoded representations as initialization of the decoder hidden states. Following our notation

in Section 6.3 (Problem Setting), we further require that each label name sequence starts from

a start token 〈s〉 and ends at an ending token 〈e〉. Specifically, yi = [yi0,yi1,yi2, · · · ,yiki,yiki+1],

where yi0 = 〈s〉, yik+1 = 〈e〉. Decoding the token 〈e〉 means that we reach the end of the label

sequence. At each decoding step, we estimate the conditional probability Pφ of decoding label yi

from xi, given the encoded representations zi from the encoder as:

Pφ (yi1,yi2, · · · ,yiki+1|zi) =
ki+1

∏
t=1

Pφ (yit |zi,yi0,yi1, · · · ,yit−1). (6.2)

Training. During the training of SHARE, we adopt the teacher forcing strategy [268]

where the ground truth label token yit at each decoding step t is used as input to be conditioned on

for predictions at decoding step t +1. Teacher forcing improves convergence speed and stability

during training. We optimize SHARE based on cross-entropy loss between the predicted label

sequence ŷi and the ground truth label sequence yi:

ŷi = g( f (xi;θ);φ), (6.3)

argminE(xi,yi)∼D
1
ki

ki

∑
j=1

CE(yi j, ŷi j), (6.4)

where ŷi j ∈ RM indicates distribution of jth predicted token of ŷi.

Inference with Constrained Decoding. During inference decoding, predicted label

token ŷit from the current decoding step t is used as input to be conditioned on for predicting

tokens at step t +1. In typical natural language processing tasks, e.g., machine translation, it is

common to decode the sequence using beam search during inference. However, beam search
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open door

close drawer

ascending stairs

open ascending stairs door

open door ascending

stairs drawer close drawer

Original Labels Augmented Labels

Label

Augmentation

Figure 6.4. Illustration of basic token-level augmentation. We augment the original label name
sequence by randomly choosing its meaningful tokens or the sequence itself .

would not work properly as it only tracks a pre-defined number of best partial solutions as

candidates in decoding, and the final predictions may not belong to our label space. To guarantee

that all generated labels are valid, we adopt a constrained decoding method. We start from

the start token and iterate over all valid label sequences in the label set. We then calculate the

probability of decoding each valid label sequence and choose the one with the highest probability

as the final predicted label. The decoding is constrained as we only keep track of the valid partial

sequences during decoding. In HAR datasets, the size of the label set is relatively small, and

constrained decoding consumes only a small constant of memory (the size of the label set). At

step t, we calculate the probability for all the valid partial sequences of length t and pass them

into the decoder for generating tokens at step t +1. The final inference prediction is the sequence

that maximizes the overall sequence probability:

ŷi = argmax
yi∈Y

Pφ (yi|zi). (6.5)

We use Long Short-Term Memory (LSTM) as an example for our label structure-constrained

decoder, given its effectiveness in modeling sequential dependencies [191]. We transform the

CNN-extracted features zi through two separate linear layers to initialize the hidden state and

cell state of LSTM.
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6.4.3 Basic Token-Level Label Augmentation

To better learn the semantics of each token in the label sequence, we apply a token-

level label augmentation strategy as illustrated in Figure 6.4. During training, with pre-defined

probability, we randomly choose meaningful single words from the original label sequence as

the new labels. For example, an original label sequence “ascending stairs” contains single words

“ascending” and “stairs”, so we randomly select from “ascending”, “stairs”, and “ascending

stairs” as the new labels during training. Following notation in Section 6.3 (Problem Setting),

the original label yi = [yi1,yi2, · · · ,yiki] is augmented as a set of new labels {yi,yi1,yi2, · · · ,yiki}

containing the label sequence yi and its meaningful tokens. For each iteration, with a pre-defined

probability we randomly select the new label y′i from the new label set as the actual label.

Optimization with token-level label augmentation can be formulated as:

argminE(xi,yi)∼DEy′i∼{yi,yi1,yi2,··· ,yiki}
1
k′i

k′i

∑
j=1

CE(y′i j, ŷi j), (6.6)

where k′i is the length of the new label y′i, y′i j is the jth token of y′i, and ŷi j is the distribution of

the predicted jth token. Since the goal of label augmentation is to help the model better capture

the semantics of different activities, we only choose meaningful single tokens in the original

label sequences (e.g., actions and objects) as new labels. Other single tokens like stop words

or numbers (e.g., “1” in “open door 1”) will not count as new labels. Note that the token-level

augmentation is only applied during training. During evaluation, the ground truth label stays the

same as the original label. Because we adopt a constrained decoding method during inference, it

is guaranteed that all the generated label sequences are valid sequences in the original label sets.

6.4.4 Enhanced Embedding-Level and Sequence-Level Augmentations

Apart from the basic token-level augmentation, we also develop two enhanced augmen-

tation techniques to better capture label structures from embedding and sequence levels by

leveraging the power of pre-trained models.
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(a) Data (b) ImageBind Embeddings

Figure 6.5. T-SNE visualizations show analogous clusters between input data and ImageBind
word embeddings. Activities in the same color represent clusters of similar activities.

Embedding-Level Augmentation. Our label structure decoding architecture can capture

label structures explicitly presented as shared label names. Yet, apart from these explicit

shared label names, there may also exist semantic structures that implicitly span across different

activities. For example, “walk” and “run” are similar activities involving the movement of

legs, but they don’t directly share label names. We have observed that such semantic structures

can be captured by word embeddings from pre-trained models. We thus propose to use word

embeddings from pre-trained models to initialize our decoder’s word embedding layer, replacing

the original random initialization. Specifically, we utilize word embeddings from ImageBind,

a multimodal pre-trained model that learns a joint embedding space across six modalities. As

shown in Figure 6.5, we apply t-SNE visualization to both the ImageBind word embeddings and

the input sensor readings from some example activities in PAMAP dataset [207]. For activity

names comprising multiple tokens, we calculate the average embedding of the aggregated tokens.

T-SNE visualizations show similar clusters between ImageBind word embeddings and original

data embeddings. As a result, incorporating pre-trained word embeddings helps SHARE better

capture semantic structures.

Sequence-Level Augmentation. Most HAR datasets have sufficient overlapping struc-

tures in label names. However, there also exist datasets that do not have or rarely have shared
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Table 6.1. Dataset statistics and an example subset of shared label names.

Dataset Train Test Window Size Channel Class Num An Example Subset of Shared Label Names

Opportunity [209] 2891 235 150 45 17 open door, open drawer, close drawer, open fridge, open dishwasher

PAMAP2 [207] 14438 2380 512 27 12 ascending stairs, descending stairs, walking, nordic walking

UCI-HAR [5] 7352 2947 128 9 6 walk, walk upstairs, walk downstairs

USC-HAD [312] 17576 9769 100 6 12 run forward, walk forward, elevator up, elevator down, jump up

WISDM [265] 12406 3045 200 6 18 eating soup, eating pasta, kicking soccer ball, playing tennis ball

Harth [160] 14166 3588 300 6 12 sitting, standing, cycling sitting, cycling standing, cycling sitting inactive

tokens in their original label names. For these datasets, we can use large-scale language models

to automatically generate label names with shared tokens. Specifically, we employ GPT-4 with

the following prompt:

Describe the following activities one by one with information of 1. body part used, 2.

action or adverb, 3. object (if involved). Please maximize the number of shared tokens across

different activities and make the description as short as possible.

As human activities naturally have shared actions and objects, the prompt helps find

common tokens across activities. With the aid of pre-trained language model, such a process

is performed with minimal human expert effort. Based on the structured information provided

by the pre-trained model, we can summarize the label names with shared tokens. We apply

sequence-level augmentation mostly for datasets without original shared tokens. If the target

HAR dataset already has sufficient overlapping tokens, we will directly use the original label

names provided by human experts.

6.5 Evaluation

6.5.1 Datasets, Baselines, and Metrics

We use six HAR benchmark datasets for evaluation, summarized in Table 6.1 with

examples of shared label names. We split data and choose window size following previous

works [107, 50]. The training and testing split is based on different participating subjects.
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Opportunity1 [209] collects readings from 4 users with 6 runs per user. Sensors include

body-worn, object, and ambient sensors. The full dataset includes annotations on multiple levels,

and we use mid-level gesture annotations which contain shared label structures.

PAMAP22 [207] comprises readings collected from 9 subjects wearing 3 IMUs sampled

at 100 Hz and a heart rate monitor sampled at 9Hz. Three IMUs are positioned over the wrist on

the dominant arm, on the chest, and on the dominant side’s ankle, respectively.

UCI-HAR3 [5] is collected from a group of 30 volunteers. A Samsung Galaxy S II

smartphone was attached on their waist. Feature vectors were further extracted from each sliding

window of the collected data in the time and frequency domain.

USC-HAD4 [312] involves 14 subjects performing 12 low-level activities. They use

MotionNode (6-DOF IMU for human motion sensing applications) to collect the datasets.

WISDM5 [265] is collected from accelerometer and gyroscope sensors in smartphone

and smartwatch at a rate of 20Hz. 51 subjects perform 18 activities for 3 minutes respectively.

Harth6 [160] involves 12 activities and 22 subjects using two three-axial accelerometers

attached to the thigh and lower back, and a chest-mounted camera (for data annotation).

We compare SHARE with a list of human activity recognition (DeepConvLSTM [191],

MA-CNN [202], HHAR-net [69], THAT [132]) and time series classification baselines (XG-

Boost [42], Rocket [58], TST [302], TARNet [50]), including both statistical approaches and

state-of-the-art deep learning based models.

We evaluate the performance of SHARE and baselines using accuracy and macro-F1.

Macro-F1 is defined as macro-F1= 1
C ∑

C
i=1 2× Preci×Reci

Preci+Reci
, where Preci,Reci represent the preci-

sion and recall for each category i, and C is the total number of categories.

1https://archive.ics.uci.edu/ml/datasets/opportunity+activity+recognition
2http://archive.ics.uci.edu/ml/datasets/pamap2+physical+activity+monitoring
3http://archive.ics.uci.edu/ml/datasets/Human+Activity+Recognition+Using+Smartphones
4https://sipi.usc.edu/had/
5https://archive.ics.uci.edu/ml/datasets/WISDM+Smartphone+and+Smartwatch+Activity+and+Biometrics+

Dataset+
6https://github.com/ntnu-ai-lab/harth-ml-experiments
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6.5.2 Experimental Setup

We use a two-layer convolutional neural network as the encoder for extracting features.

The kernel sizes for both layers are set to 3 and each layer is followed by batch normalization.

We adopt LSTM with a hidden dimension of 128 as the decoder, based on a grid search of

{64,128,256}. We use Adam optimizer with learning rate 0.0001 based on a grid search of

{0.00001,0.0001,0.001,0.01} and batch size 16. For all datasets, we further randomly split

the training set into 80% for training and 20% for validation. We conduct the experiments

in PYTORCH with NVIDIA RTX A6000 (with 48GB memory), AMD EPYC 7452 32-Core

Processor, and Ubuntu 18.04.5 LTS. We tune the hyper-parameters on the validation set and then

combine training and validation set to re-train the models after hyper-parameter tuning.

6.5.3 Results

We repeat 5 runs and report the average accuracy, macro-F1 score, and standard deviations

of SHARE and baselines in Table 6.2. We see that SHARE consistently outperforms both

statistical and deep learning based human activity recognition and time series classification

approaches, in terms of both accuracy and macro-F1 score. SHARE reduces the error rate (i.e., 1

- accuracy) on six datasets by approximately 20%, 30%, 34%, 9%, 9%, 11% compared with each

dataset’s best-performing baseline. Compared with the hierarchical baseline HHAR-net which

models activities in a simple 2-layer hierarchical model, SHARE can model much more complex

dependencies not necessarily in a hierarchical structure (e.g., “open door”, “open drawer”,

“close drawer” with pairwise overlap, forming a graph rather than tree structure), without the

cost of manual labeling from experts. TST and TARNet leverage unsupervised representation

learning to boost classification performance. However, they do not explicitly take account of

label structures to model relations across different activities. Other top-performing HAR or

time series classification methods, such as Rocket and THAT, propose better feature extractors

to improve recognition performance, but they also neglect the label name structures. SHARE
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is capable of leveraging the inherent shared structures in label names, leading to the highest

accuracy and macro-F1 score.

To assess the statistical significance of the performance differences between SHARE

and the baselines, we apply the Wilcoxon-signed rank test with Holm’s α (5%) following the

procedures described in ShapeNet [134, 98]. The Wilcoxon-signed rank test indicates that the

improvement of SHARE compared with all the baselines is statistically significant with p far

below 0.05 (e.g., p = 5×10−4 for the best-performing baseline THAT).

6.5.4 Model Variants

We also compare SHARE with some of its variants to examine the source of the perfor-

mance gain. For all variants, we use the same encoder for feature extraction as SHARE.

• VanillaHAR: We use the same encoder as SHARE to extract features embedded in the data,

and directly append a linear layer for classification without label name modeling.

• VanillaHAR + ImageBind embeddings: We also try directly incorporating ImageBind

embeddings into VanillaHAR. This variant has two separate linear branches at the end. One

branch is for classifying the labels, and the other branch predicts embeddings for the label

names. During training, apart from the classification cross-entropy loss, we maximize the

cosine similarity between the predicted embeddings and the pre-trained ImageBind embeddings.

If the label names have multiple words, we use the average ImageBind embedding of each

word as the embedding for the entire label name sequence.

• multi-label classification: We also try two separate classifiers subsequent to the encoder. The

first classifier predicts the original labels, and the second operates as a multi-label classifier

that estimates individual tokens within the label sequences. For example, to predict the class

“walk forward”, the second classifier labels “walk” and “forward” as positive and other tokens

as negative. Classification of shared tokens helps learn dependencies across activities, and

during testing, we only compare scores from the first classifier for original activity classes.

• no aug: We keep the model architecture but remove all three label augmentations.
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Table 6.4. Original/generated label names for Mhealth data.

Original Label Names Generated Label Names

standing still leg still

sitting and relaxing buttocks still

lying down back down

walking leg walk

climbing stairs leg up

waist bends forward back forward

frontals elevation of arms arm up

knees bending (crouching) leg forward

cycling leg cycle

jogging leg jog

running leg jog fast

jump front and back leg jump

Table 6.5. Model variants on Mhealth. We bold the best score and underline the second best.

Datasets Metrics no token aug no embed aug no seq aug SHARE

Mhealth
Accuracy 0.968±0.027 0.949±0.019 0.908±0.008 0.975±0.014

Macro-F1 0.969±0.027 0.949±0.021 0.905±0.012 0.974±0.013

• no token aug: We stay with the label structure decoding architecture but remove token-level

augmentation during training.

• no embed aug: We randomly initialize the decoder word embedding layer instead of using

ImageBind word embeddings.

• no seq aug: The Mhealth dataset [17] (available at UCI Machine Learning Repository7) rarely

has shared tokens in its original label names. We compare the performance of SHARE on its

original non-overlapping label names and pre-trained model-augmented shared label names.

As shown in Table 6.3, we observe significant improvement from only applying a feature

7http://archive.ics.uci.edu/ml/datasets/mhealth+dataset
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Figure 6.6. Macro-F1 of SHARE, VanillaHAR and best-performing baselines with reduced
training samples and window size.

encoder to the proposed label structure architecture that decodes label names. Regressing

label name embeddings by optimizing a cosine similarity loss with ImageBind embeddings

only slightly improves the performance. This demonstrates that directly incorporating word

embeddings does not explicitly take into account the shared label name structures and loses

information when aggregating multiple words into a single label embedding. By contrast, SHARE

generates label sequences which preserves the label structures and encourages knowledge sharing

across activities. Compared with multi-label classification, our label structure decoding approach

can preserve the word order (especially for multi-gram) and word correlation in label sequence.

Moreover, the performances degrade after removing either token-level or embedding-

level augmentation (or removing both), which validates their importance in capturing shared

word semantics. For sequence-level augmentation, we summarize the original and generated

label names from pre-trained model (GPT-4) in Table 6.4. We compare SHARE using generated

label names against both baselines (Table 6.6) and our model variants (Table 6.5) on the Mhealth

dataset. With the help of the automated label generation method, SHARE demonstrates state-of-

the-art performance for HAR datasets without original shared label names. Moreover, we observe

that sequence-level augmentation and embedding-level augmentation serve as complementary

strategies that synergistically enhance performance.
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Figure 6.7. Macro-F1 of example activities with shared label names for SHARE and VanillaHAR
on Opportunity dataset with long-tail label distribution.

6.5.5 Few-Shot Settings

We further evaluate SHARE under various few-shot settings.

Reduced Training Samples. We randomly reduce the number of samples in the training

set from two HAR datasets (Opportunity and UCI-HAR) to 20%, 40%, 60%, and 80%, and

evaluate the macro-F1 on the same original test set. We conduct the experiments for 5 runs

and report both average Macro-F1 as well as standard deviation. Figure 6.6a illustrates the

performance trend of SHARE, VanillaHAR as well as the best-performing baselines when we

vary the size of the training set. As we can observe from the figure, the macro-F1 generally

increases as the number of available training samples increases. On top of that, the performance

gap between SHARE and other methods becomes larger when there are fewer training data

available, showing that decoding label names helps learn the common structures that are shared

across different classes.

Label Imbalance. The above experiment reduces training samples for all the classes.

Many HAR datasets also naturally have a long-tail distribution where some activities have fewer

samples as being more difficult to collect. We also experiment under such label imbalance

scenarios as shown in Figure 6.7. We compare SHARE and the vanilla classification model
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Opportunity SemanticHAR Opportunity vanilla

Harth SemanticHAR Harth vanilla

(a) VanillaHAR Opportunity SemanticHAR Opportunity vanilla
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(b) SHARE

Figure 6.8. Confusion matrix of VanillaHAR and SHARE on Opportunity dataset. SHARE
better discriminates different activities, exemplified by classes with red squares.

VanillaHAR by visualizing example activities with shared tokens. The activity names are sorted

in decreasing order by the label percentage in the dataset. The performance grows significantly

when adopting the label structure decoding architecture, as decoding label names helps transfer

the shared word semantics to those classes with fewer available samples. For example, for the

tail classes “open drawer 1”, “close drawer 1”, “open drawer 2”, VanillaHAR shows a low F1

score (even zero for “close drawer 1”), while SHARE substantially improves the performance on

these classes, as SHARE is able to leverage label structures to learn from other classes.

Reduced Window Size. We also reduce the sampling frequency (window size) on both

training and test sets by a factor of 2,4,8 and report the performance of SHARE, VanillaHAR as

well as the best-performing baselines in Figure 6.6b. SHARE also stays robust with respect to

down-sampling factors, as it encourages knowledge transfer via modeling label name structures.

We observe that our proposed SHARE consistently outperforms VanillaHAR and baselines under

different down-sampling factors.

6.5.6 Case Study

We further explore the benefits of modeling label structures through some case studies.
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(a) VanillaHAR (b) SHARE

Figure 6.9. T-SNE visualization on feature space. SHARE better preserves the semantics.

Confusion Matrix. We use Opportunity dataset as an example and show through

the confusion matrix in Figure 6.8 that SHARE better discriminates activities compared with

VanillaHAR, especially for activities with fewer samples. In Figure 6.8, values at the i-th row and

j-th column represent the number of instances that have ground truth label i and are predicted as

label j. “open drawer 1” instances mispredicted as “close drawer 1” are reduced from 2 to 0, and

the correctly predicted instances increase from 1 to 4.

Feature Embedding. We apply t-SNE visualization to the feature space of VanillaHAR

and SHARE on the WISDM dataset. We visualize the average feature of each activity, as

illustrated in Figure 6.9. VanillaHAR loses the semantic information in the feature space. For

example, “eating soup” is positioned at a large distance from other “eating”-related activities. By

contrast, SHARE preserves the label structures in the feature space, indicating a more coherent

and precise mapping of related activities.

6.5.7 Complexity Analysis

We compare the model complexity of SHARE and the best-performing deep models TST,

TARNet and THAT on PAMAP2 data. We compute the number of parameters, the model size

(number of bytes required to store the parameters), and the average running time for a batch of 16

samples (averaged over 10000 runs). We conduct the complexity analysis on a single NVIDIA
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Table 6.7. Model complexity analysis.

Model # of Params Model Size Avg Running Time Per Batch

TST 1.195M 4.786MB 0.014s

TARNet 0.310M 2.465MB 0.016s

THAT 3.207M 12.828MB 0.018s

SHARE 0.219M 0.878MB 0.003s

RTX A6000 48G GPU. For TST, we only compare the complexity for the supervised fine-tuning

phase. As shown in Table 6.7, SHARE has the smallest number of parameters, model size, and

average running time, while outperforming more complex deep models.

6.6 Summary

In this chapter, we study a specific application of incorporating semantic contextual

knowledge to improve human activity recognition. We propose a novel HAR approach, SHARE,

that explicitly models the semantic structure of class labels and classifies the activities by

decoding label sequence. SHARE enables knowledge sharing across different activity types via

label name modeling and alleviates the challenges of annotated data shortage in HAR, compared

with conventional methods that treat labels simply as integer IDs. We also design three label

augmentation techniques, at token, embedding and sequence levels, to help the model better

capture semantic structures across activities. We evaluated SHARE on seven HAR benchmark

datasets, and the results demonstrate that our model outperforms state-of-the-art methods.

There are a few remaining challenges that we plan to address in the future. We plan to

adapt our design to more complex backbone models, as well as image-based or video-based

human activity recognition. We also plan to experiment on other types of datasets that also

have shared label name structures , e.g., medical datasets with shared disease names. Also, in

this chapter, we assume that the shared label name structures very likely imply similarity in

activity types. However, the assumption may not hold when we extend the problem scope to
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simultaneously handling multiple datasets where the same label names may correspond to slightly

different data collection settings. We believe further investigation to lift such an assumption will

offer meaningful insights.

Chapter 6 incorporates material from the publication “Unleashing the Power of Shared

Label Structures for Human Activity Recognition”, by Xiyuan Zhang, Ranak Roy Chowdhury,

Jiayun Zhang, Dezhi Hong, Rajesh Gupta, Jingbo Shang, published in Proceedings of the 32nd

ACM International Conference on Information and Knowledge Management (CIKM 2023). The

dissertation author was primary investigator and the lead author of this paper.
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Chapter 7

Combining Physical and Semantic Context

The model we introduced in the previous chapter enables knowledge transfer across

activities by incorporating semantic contextual knowledge. Despite its effectiveness, the model’s

ability to generalize is restricted to a limited set of activities, and it also fails to generalize to

new datasets featuring varied device placements and mounting orientations. In this chapter, we

combine physical and semantic contextual knowledge to develop a more unified pre-trained

model for human activity recognition or motion time series classification, which generalizes to

diverse device latent factors and activities. We integrate physical context by simulating motion

time series from motion skeletons based on the motion equations. Additionally, we incorporate

semantic context by similarity matching between paired motion time series and motion textual

descriptions, which is categorized as aligning within our presented taxonomy in Chapter 5.

Motion time series collected from mobile and wearable devices such as smartphones and

smartwatches offer significant insights into human behavioral patterns, with wide applications in

healthcare, automation, IoT, and AR/XR due to their low-power, always-on nature. However,

given security and privacy concerns, building large-scale motion time series datasets remains

difficult, preventing the development of pre-trained models for human activity analysis. Typically,

existing models are trained and tested on the same dataset, leading to poor generalizability across

variations in device location, device mounting orientation and human activity type. In this

chapter, we introduce UniMTS, the first unified pre-training procedure for motion time series
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that generalizes across diverse device latent factors and activities. Specifically, we employ a

contrastive learning framework that aligns motion time series with text descriptions enriched

by large language models. This helps the model learn the semantics of time series to generalize

across activities. Given the absence of large-scale motion time series, we derive and synthesize

time series from existing motion skeleton data with all-joint coverage. Spatio-temporal graph

networks are utilized to capture the relationships across joints for generalization across different

device locations. We further design rotation-invariant augmentation to make the model agnostic

to changes in device mounting orientations. Our model shows exceptional generalizability across

18 motion time series classification benchmark datasets, outperforming the best baselines by

342.3% in the zero-shot setting, 16.3% in the few-shot setting, and 9.2% in the full-shot setting.

7.1 Introduction to Unified Pre-training for Motion Time
Series

Recognition of human motion using time series from mobile and wearable devices,

such as accelerations and angular velocities, is widely adopted as a key context information

for various applications from health condition monitoring [17], sports activity analysis [3] to

user habit studies [221]. Compared with vision-based approaches, methods based on motion

sensor time series offer more energy-efficient and cost-effective solutions with enhanced privacy

protection [235], making them preferable.

Despite being valuable, collecting motion time series data at large scale remains challeng-

ing due to security or privacy concerns. Labeling motion time series proves even more difficult

as such data cannot be easily interpreted by humans for post annotation. This results in data

insufficiency that negatively affects the performance of existing supervised learning methods.

In other fields such as natural language processing [190, 242] and computer vision [200, 149],

pre-trained foundation models have shown remarkable performance in such settings with insuf-

ficient data. However, in the motion time series domain, lack of comprehensive datasets and
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Figure 7.1. Our framework addresses all three generalization challenges (variation in device
location, orientation and activity) where existing methods fall short.

an effective pre-training task makes it difficult to develop similar pre-trained models that can

operate with limited data. Typically, existing models perform training and testing on the same

dataset, and they struggle to generalize across different datasets given the following three unique

challenges within the motion time series problem domain.

We summarize these three unique generalization challenges in Figure 7.1. First of all,

the variation in device placement during deployment poses a significant issue; for instance, data

from a smartwatch on the wrist vary considerably from data gathered from a smartphone near

the upper leg. Therefore, models trained on data from one body location are hard to generalize

to others during the testing phase. Secondly, devices can experience arbitrary orientations during

data collection, making it difficult for models trained on specific device orientations to adapt

to new ones during deployment. Thirdly, different motion time series datasets can be focused

on different types of human activities. For example, some datasets aim to identify stationary

activities such as lying or sitting, while others concentrate on dynamic movements such as

walking or cycling. Models trained on specific types of activities typically struggle to generalize

to new activities introduced by other datasets.

We introduce UniMTS, the first Unified pre-trained model for Motion Time Series, which

addresses all the above three generalization issues and shows state-of-the-art zero-shot and

fine-tuning performance. UniMTS follows a contrastive learning framework that aligns motion

time series with LLM-enriched textual descriptions to learn the time series semantics for activity

generalization. To prepare large-scale motion time series for pre-training, we synthesize these
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time series based on existing extensive motion skeleton data [87] with comprehensive coverage

of different body locations. These synthesized time series are modeled using graph networks

to capture the spatio-temporal relationships across devices for location generalization. We

further implement rotation-invariant augmentation to ensure the model’s robustness to any device

orientation during testing.

We summarize our primary contributions as follows:

• We introduce a unified pre-training procedure for motion time series, UniMTS, which success-

fully generalizes to various device locations, device orientations and activities.

• We design a contrastive learning framework to align motion time series with corresponding

semantic meanings for activity generalization. For device location generalization, we propose

to synthesize motion time series covering various body locations and model their spatio-

temporal correlations using graph convolutional neural networks. We also design rotation-

invariant augmentation to make the model agnostic to different device orientations.

• Our pre-trained model demonstrates state-of-the-art performance across 18 real-world motion

time series benchmark datasets, notably with performance improvement of 342.3% in the

zero-shot setting, 16.3% in the few-shot setting, and 9.2% in the full-shot setting, compared

with the respective best-performing baselines.

7.2 Related Work

Conventional motion time series classification approaches train a dedicated classifier

for each dataset, and can be categorized into statistical feature extraction methods [70] and deep

learning methods, including convolutional neural networks (MA-CNN [202], SenseHAR [107],

Rocket [58]), recurrent neural network (DeepConvLSTM [191]), and the attention mechanism

based models (AttnSense [167], THAT [132]). Recently, IMUGPT [130, 129] generates motion

sequences given activity textual descriptions and trains conventional classification models such as

DeepConvLSTM [191]. TimesNet [270], GPT4TS [328] and TEST [228] propose task-general
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time series models including classification. SHARE [319] presents a seq2seq framework that

leverages shared structures of label names. However, these models require that training and

testing are performed on the same dataset, and cannot generalize across datasets.

Self-supervised motion time series representation learning methods first learn time

series representations based on mask reconstruction (TST [302], TARNet [50]) or contrastive

learning (TNC [240], TS-TCC [64], TS2Vec [298], TF-C [314], FOCAL [153]). Subsequently,

they fine-tune classifier heads for specific downstream tasks. However, the representation

learning and fine-tuning phases of these methods generally occur on the same or highly similar

datasets, which continues to pose challenges for generalization across diverse datasets.

Pre-trained models for motion time series are inspired by the recent success of large

language or multimodal models. ImageBind [78] and IMU2CLIP [177] leverage recent large

vision-language models [200] to learn a joint embedding across multiple modalities including

motion time series and text. However, both ImageBind and IMU2CLIP are trained on motion

time series collected from head-mounted devices [84], limiting their generalizability across

different device locations and orientations. Furthermore, several studies have explored directly

applying LLMs for motion time series classification. For example, HARGPT [108] processes

raw motion time series through LLMs and incorporates role-play and chain-of-thought strategies

for prompting. ContextGPT [11] designs prompt engineering approaches leveraging context

information. However, since LLMs are not directly trained on raw motion time series, such

methods require extensive context information that is not usually available, and struggle with

accurately recognizing complex activities.

7.3 Methodology

UniMTS follows the contrastive learning framework which aligns paired motion time

series with text descriptions to enable activity generalization, as shown in Figure 7.2. We simulate

motion time series from motion skeleton data (Section 7.3.1) and augment them for orientation
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<latexit sha1_base64="VcduhImtG31xtIwCRH/3qEwy95Y=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtYECV/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOwvjQc=</latexit>z

<latexit sha1_base64="jqylwcxBagMhesCQ8VFOWEkScmo=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOknjQU=</latexit>x

<latexit sha1_base64="+uQyNRflh6ZfpBt0Osl+e4sjuBk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOl5qRfrrhVdw6ySrycVCBHo1/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ+6LqXVZrzVqlfpPHUYQTOIVz8OAK6nAHDWgBA4RneIU359F5cd6dj0VrwclnjuEPnM8f6quNBg==</latexit>y
<latexit sha1_base64="VcduhImtG31xtIwCRH/3qEwy95Y=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHYNUY9ELx4hkUcCGzI79MLI7OxmZtYECV/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdl77JcqVdK1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOwvjQc=</latexit>z

Graph
Encoder

a person walks 
slowly forward 

and then makes 
a right turn

A person moves 
slowly ahead and 

subsequently 
turns to the right

Text
Encoder

LLM

Pre-training

<latexit sha1_base64="Y2AJOPFykYN+pCeNE2ldqiDByLw=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRgx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgorq2vrG8XN0tb2zu5eef+gqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzdRvPaHSPJaPZpygH9GB5CFn1Fjp4bbn9coVt+rOQJaJl5MK5Kj3yl/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiJVfokjJUtachM/T2R0UjrcRTYzoiaoV70puJ/Xic14ZWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyMmmeVb2L6vn9eaV2ncdRhCM4hlPw4BJqcAd1aACDATzDK7w5wnlx3p2PeWvByWcO4Q+czx/D6Y14</latexit>

G1
<latexit sha1_base64="96hQc4WXUNKO4+ObQ3govY5gyCM=">AAAB9HicbVDLSgNBEJyNrxhfUcGLl8EgeAq7IuoxxIMeE8gLkmWZnZ0kQ2Zn15neQFjyHV48KOJRv8Iv8ObFb3HyOGhiQUNR1U13lx8LrsG2v6zMyura+kZ2M7e1vbO7l98/aOgoUZTVaSQi1fKJZoJLVgcOgrVixUjoC9b0BzcTvzlkSvNI1mAUMzckPcm7nBIwknvrObhDgwhwzXO8fMEu2lPgZeLMSaF0VP3mb+WPipf/7AQRTUImgQqidduxY3BTooBTwca5TqJZTOiA9FjbUElCpt10evQYnxolwN1ImZKAp+rviZSEWo9C33SGBPp60ZuI/3ntBLrXbsplnACTdLaomwgMEZ4kgAOuGAUxMoRQxc2tmPaJIhRMTjkTgrP48jJpnBedy+JF1aRRRjNk0TE6QWfIQVeohO5QBdURRffoAT2hZ2toPVov1uusNWPNZw7RH1jvP/bSlKM=</latexit>

G1 · T1

<latexit sha1_base64="RP8pf5ofUrDEO2kPbavZ4ggGr1Y=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdgNopYhFlomaB6QLGF2MpsMmZldZmaFsOQTbCwUsbX1L/wCOxu/xcmj0MQDFw7n3Mu99wQxZ9q47peztLyyurae2chubm3v7Ob29us6ShShNRLxSDUDrClnktYMM5w2Y0WxCDhtBIOrsd+4p0qzSN6ZYUx9gXuShYxgY6Xb606xk8u7BXcCtEi8GcmXDqvf7L38UenkPtvdiCSCSkM41rrlubHxU6wMI5yOsu1E0xiTAe7RlqUSC6r9dHLqCJ1YpYvCSNmSBk3U3xMpFloPRWA7BTZ9Pe+Nxf+8VmLCSz9lMk4MlWS6KEw4MhEa/426TFFi+NASTBSztyLSxwoTY9PJ2hC8+ZcXSb1Y8M4LZ1WbRhmmyMARHMMpeHABJbiBCtSAQA8e4AmeHe48Oi/O67R1yZnNHMAfOG8/pBWRFg==</latexit>

G2

<latexit sha1_base64="s6C++dBuOcBxYWMuETtemzWCa7w=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdgVUcsQC60kQfOAZAmzk9lkyMzsMjMrhCWfYGOhiK2tf+EX2Nn4LU4ehSYeuHA4517uvSeIOdPGdb+chcWl5ZXVzFp2fWNzazu3s1vTUaIIrZKIR6oRYE05k7RqmOG0ESuKRcBpPehfjvz6PVWaRfLODGLqC9yVLGQEGyvdXrVv2rm8W3DHQPPEm5J8cb/yzd5LH+V27rPViUgiqDSEY62bnhsbP8XKMMLpMNtKNI0x6eMubVoqsaDaT8enDtGRVToojJQtadBY/T2RYqH1QAS2U2DT07PeSPzPayYmvPBTJuPEUEkmi8KEIxOh0d+owxQlhg8swUQxeysiPawwMTadrA3Bm315ntROCt5Z4bRi0yjBBBk4gEM4Bg/OoQjXUIYqEOjCAzzBs8OdR+fFeZ20LjjTmT34A+ftB86FkTI=</latexit>

GN

<latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>

... <latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>

... <latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>

... <latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>

... <latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>

...

<latexit sha1_base64="QTiMs/PM5VkJMZilgL5QOTaNQS8=">AAAB6nicbVC7SgNBFL0bXzG+ooKNzWAQrMKuiFqG2FgmmBckS5idzCZDZmeWmVkhLPkEGwtFbG39C7/AzsZvcfIoNPHAhcM593LvPUHMmTau++VkVlbX1jeym7mt7Z3dvfz+QUPLRBFaJ5JL1QqwppwJWjfMcNqKFcVRwGkzGN5M/OY9VZpJUTOjmPoR7gsWMoKNle5qXa+bL7hFdwq0TLw5KZSOqt/svfxR6eY/Oz1JkogKQzjWuu25sfFTrAwjnI5znUTTGJMh7tO2pQJHVPvp9NQxOrVKD4VS2RIGTdXfEymOtB5Fge2MsBnoRW8i/ue1ExNe+ykTcWKoILNFYcKRkWjyN+oxRYnhI0swUczeisgAK0yMTSdnQ/AWX14mjfOid1m8qNo0yjBDFo7hBM7AgysowS1UoA4E+vAAT/DscOfReXFeZ60ZZz5zCH/gvP0Atl+RIg==</latexit>

T1
<latexit sha1_base64="GQ2o0KcJqvLiNukUPPFQnOm8/rM=">AAAB6nicbVC7SgNBFL3jM8ZXVLCxGQyCVdgNopYhNpYJ5gXJEmYns8mQ2dllZlYISz7BxkIRW1v/wi+ws/FbnDwKTTxw4XDOvdx7jx8Lro3jfKGV1bX1jc3MVnZ7Z3dvP3dw2NBRoiir00hEquUTzQSXrG64EawVK0ZCX7CmP7yZ+M17pjSPZM2MYuaFpC95wCkxVrqrdYvdXN4pOFPgZeLOSb50XP3m7+WPSjf32elFNAmZNFQQrduuExsvJcpwKtg420k0iwkdkj5rWypJyLSXTk8d4zOr9HAQKVvS4Kn6eyIlodaj0LedITEDvehNxP+8dmKCay/lMk4Mk3S2KEgENhGe/I17XDFqxMgSQhW3t2I6IIpQY9PJ2hDcxZeXSaNYcC8LF1WbRhlmyMAJnMI5uHAFJbiFCtSBQh8e4AmekUCP6AW9zlpX0HzmCP4Avf0At+ORIw==</latexit>

T2
<latexit sha1_base64="3lfM3+hxjM1gMTvVW4oUqxyDb84=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdgVUcsQGytJMC9IljA7mU2GzMwuM7NCWPIJNhaK2Nr6F36BnY3f4uRRaOKBC4dz7uXee4KYM21c98tZWl5ZXVvPbGQ3t7Z3dnN7+3UdJYrQGol4pJoB1pQzSWuGGU6bsaJYBJw2gsH12G/cU6VZJKtmGFNf4J5kISPYWOmu2rnt5PJuwZ0ALRJvRvLFw8o3ey99lDu5z3Y3Iomg0hCOtW55bmz8FCvDCKejbDvRNMZkgHu0ZanEgmo/nZw6QidW6aIwUrakQRP190SKhdZDEdhOgU1fz3tj8T+vlZjwyk+ZjBNDJZkuChOOTITGf6MuU5QYPrQEE8XsrYj0scLE2HSyNgRv/uVFUj8reBeF84pNowRTZOAIjuEUPLiEItxAGWpAoAcP8ATPDncenRfnddq65MxmDuAPnLcf4lORPw==</latexit>

TN
<latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>...

<latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>...

<latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>...

<latexit sha1_base64="2qWSJhNpQEn6cVxXUsdRV9Tcd3c=">AAAB7HicbVDLSsNAFL2prxpfVZduBovgKiQi1Y1YdOOygmkLbSiT6aQdOpmEmYlQQr/BjQtFXAn+ins34t84fSy09VwuHM65l/sIU86Udt1vq7C0vLK6Vly3Nza3tndKu3t1lWSSUJ8kPJHNECvKmaC+ZprTZiopjkNOG+Hgeuw37qlULBF3epjSIMY9wSJGsDaS79gmOqWy67gToEXizUj58sO+SN++7Fqn9NnuJiSLqdCEY6VanpvqIMdSM8LpyG5niqaYDHCPtgwVOKYqyCfLjtCRUbooSqRJodFE/d2R41ipYRyayhjrvpr3xuJ/XivT0XmQM5FmmgoyHRRlHOkEjS9HXSYp0XxoCCaSmV0R6WOJiTb/sc0TvPmTF0n9xPEqzumtW65ewRRFOIBDOAYPzqAKN1ADHwgweIAneLaE9Wi9WK/T0oI169mHP7DefwAXPJCQ</latexit>...

<latexit sha1_base64="Gem9ZCkL5p+2f1+eospDf7WEmnQ=">AAAB9HicbVDLSgNBEJz1GeMrKnjxMhgET2E3iHoM8aDHBPKCZFlmZyfJkNnZdaY3EJZ8hxcPinjUr/ALvHnxW5w8DppY0FBUddPd5ceCa7DtL2tldW19YzOzld3e2d3bzx0cNnSUKMrqNBKRavlEM8ElqwMHwVqxYiT0BWv6g5uJ3xwypXkkazCKmRuSnuRdTgkYyb31HNyhQQS45hW9XN4u2FPgZeLMSb50XP3mb+WPipf77AQRTUImgQqidduxY3BTooBTwcbZTqJZTOiA9FjbUElCpt10evQYnxklwN1ImZKAp+rviZSEWo9C33SGBPp60ZuI/3ntBLrXbsplnACTdLaomwgMEZ4kgAOuGAUxMoRQxc2tmPaJIhRMTlkTgrP48jJpFAvOZeGiatIooxky6ASdonPkoCtUQneoguqIonv0gJ7QszW0Hq0X63XWumLNZ47QH1jvP/hWlKQ=</latexit>

G1 · T2
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<latexit sha1_base64="UIGJcxP6oTW9nWYGAy4alko4xEA=">AAAB9HicbVDLSgNBEOz1GeMrKnjxMhgET2FXRD2GeNCTJJAXJMsyO5lNhszurDOzgbDkO7x4UMSjfoVf4M2L3+LkcdDEgoaiqpvuLj/mTGnb/rKWlldW19YzG9nNre2d3dzefl2JRBJaI4IL2fSxopxFtKaZ5rQZS4pDn9OG378e+40BlYqJqKqHMXVD3I1YwAjWRnJvvDvUJh2hUdVzvFzeLtgToEXizEi+eFj5Zm+lj7KX+2x3BElCGmnCsVItx461m2KpGeF0lG0nisaY9HGXtgyNcEiVm06OHqETo3RQIKSpSKOJ+nsixaFSw9A3nSHWPTXvjcX/vFaigys3ZVGcaBqR6aIg4UgLNE4AdZikRPOhIZhIZm5FpIclJtrklDUhOPMvL5L6WcG5KJxXTBolmCIDR3AMp+DAJRThFspQAwL38ABP8GwNrEfrxXqdti5Zs5kD+APr/Qcj95TA</latexit>
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<latexit sha1_base64="swRBtKfZWTapsttuPLaLCeIfpbI=">AAAB9HicbVDLSgMxFM3UV62vquDGTbAIrspMEXVZ6kJX0kJf0A5DJpNpQzPJmGQKZeh3uHGhiEv9Cr/AnRu/xfSx0NYDFw7n3Mu99/gxo0rb9peVWVldW9/Ibua2tnd29/L7B00lEolJAwsmZNtHijDKSUNTzUg7lgRFPiMtf3A98VtDIhUVvK5HMXEj1OM0pBhpI7k33h3s4kBoWPdKXr5gF+0p4DJx5qRQPqp907fKR9XLf3YDgZOIcI0ZUqrj2LF2UyQ1xYyMc91EkRjhAeqRjqEcRUS56fToMTw1SgBDIU1xDafq74kURUqNIt90Rkj31aI3Ef/zOokOr9yU8jjRhOPZojBhUAs4SQAGVBKs2cgQhCU1t0LcRxJhbXLKmRCcxZeXSbNUdC6K5zWTRgXMkAXH4AScAQdcgjK4BVXQABjcgwfwBJ6tofVovVivs9aMNZ85BH9gvf8AJXuUwQ==</latexit>
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Text Augmentation

Contrastive Learning

Figure 7.2. UniMTS pre-training framework: The physics engine computes motion time series
based on motion skeleton data and enhances time series through rotation-invariant augmentation.
Pre-training follows contrastive learning framework to align time series with text descriptions.

generalization (Section 7.3.2). We use graph encoder to model the simulated motion time series,

capturing correlations among joints to generalize across different device locations (Section 7.3.3).

To enhance semantics learning, text descriptions are also augmented by LLMs (Section 7.3.3).

7.3.1 Physics Engine for Motion Time Series Simulation

Motion skeleton data [87] describe the movements of human skeleton joints over time,

containing positions and orientations for each joint. On the other hand, motion time series

captured by physical sensors typically measure higher-order data such as accelerations and

angular velocities. Consequently, we apply motion equations [295] to synthesize these time

series of accelerations and angular velocities from motion skeleton data. More specifically,

for each skeleton joint Ji, we input both positions pJi,G (mapped from time domain T to R3,

defined in global frame G ), and orientation quaternions qJi,G L (mapped from time domain T

to the Special Orthogonal Group SO(3), defined in Hamilton convention with subscript G L

representing a frame rotation from local frame L to global frame G ). We drop the subscript

G and G L from here on for simplicity of notation. Based on motion equations [295], we

calculate velocities vJi and accelerations aJi by taking the first and second order derivatives of

positions pJi . These derivatives are then transformed from global frames to local frames using

the corresponding orientation sequences qJi . Similarly, angular velocities ωJi are computed by
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taking the first order derivatives of orientation quaternions qJi . Mathematically,

vJi(t) = q∗Ji
(t)⊗p′Ji

(t)⊗qJi(t), (7.1)

aJi(t) = q∗Ji
(t)⊗p′′Ji

(t)⊗qJi(t), (7.2)

ωJi(t) = 2q∗Ji
(t)⊗q′Ji

(t), (7.3)

where ⊗ and ∗ represent the quaternion multiplication operator and the quaternion

conjugate, respectively.

Recognizing the inherent presence of noise carried by sensors in practice, the physics

engine incorporates Gaussian noise with a zero mean into the simulated data. Representing

the above motion time series as xJi(t), which can denote either aJi(t) (accelerations) or ωJi(t)

(angular velocities), the noisy time series x̃Ji(t) are formulated as

x̃Ji(t) = xJi(t)+nJi(t),nJi(t)∼N (0,σ). (7.4)

7.3.2 Rotation-Invariant Augmentation

A common limitation we have identified from prior studies that leads to their poor

generalization is that they fail to consider the impact of latent device orientation factors on the

motion time series. For example, end users can potentially wear devices in various orientations,

such as with a phone facing towards or against the body in a pocket. Additionally, the software

driver API for axis definition can be arbitrarily configured by the developers. For example, the

iOS system defines acceleration in an opposite direction compared to the Android system. With

the listed risk factors considered, we apply a data augmentation technique to simulate random

orientations during pre-training, so that our learned model achieves rotation-invariance during

deployment. Specifically, during pre-training, for each iteration we sample a random rotation
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matrix for each joint Ji,

Rδ
Ji
∼ Uniform(SO(3)), (7.5)

and compute the augmented time series x̂t
Ji

at timesteps t = 1,2, · · · ,T as

x̂t
Ji
= Rδ

Ji
x̃t

Ji
. (7.6)

During one iteration, the same Rδ
Ji

is consistently applied to Ji for every timestep t = 1,2, · · · ,T

within one motion time series. The rotation-invariant augmentation ensures that the simulated

time series are adaptable to any downstream orientation, thereby enhancing the generalization

capabilities of the pre-trained model.

7.3.3 Contrastive Learning

The physics engine generates sufficient motion time series data, which are subsequently

encoded by graph convolutional neural networks and aligned with their corresponding text

embeddings through contrastive learning.

Graph Encoder

To capture the spatio-temporal correlations among different joints over time, we adopt

spatio-temporal graph convolutional network [286] as our motion time series encoder. We denote

the initial input graph representation as follows,

G = (V = {x̂Ji}Vi=1,Es = {(x̂Ji, x̂Jl)|(Ji,Jl) ∈H },Et = {(x̂t−1
Ji

, x̂t
Ji
)}V,Ti=1,t=2). (7.7)

Nodes V contain skeleton joints with features X ∈ RC×T×V , where C,T,V represent the number

of signal channels, temporal steps and joint nodes. Spatial edges Es connect adjacent nodes

defined by the skeleton structure H and temporal edges Et connect temporally adjacent frames.

In practice, devices may not cover the complete joints but are rather positioned at arbitrary
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subsets of the complete joints. To simulate this, during each pre-training iteration, we randomly

select a subset of joints and mask data from the remaining joints with zeros. We denote the mask

at one iteration as M ∈RC×T×V , where Mi ∈RC×T is 1 if joint Ji is selected, and Mi = 0 if joint

Ji is masked:

X̃ = X⊙M, (7.8)

The graph convolution network gφ first computes the spatial output features as

Xout = Σ
Ks
k Φk(X̃(D−

1
2

k AkD−
1
2

k )), (7.9)

where Ks denotes the spatial kernel size, Ail
k represents whether node xJl belongs to the spatial

convolution sampling subset S k
Ji

of node xJi , and Dii
k = Σl(Ail

k )+α represents the normalized

diagonal matrix, with α set to 0.001 to prevent empty rows [286, 218]. Φk ∈ RC′×C×1×1

represents weights of the 1×1 convolution operation with C′ denoting output channel dimension.

Following spatial convolution, we further perform Kt ×1 temporal convolution on the spatial

output features Xout, similar to classical convolution operations, where Kt represents the temporal

kernel size. The final graph representation gφ (X) is derived by averaging features across both

spatial and temporal dimensions with a graph average pooling layer at the end.

Text Encoder

To increase the diversity of paired text descriptions in the pre-training motion corpus [87],

we apply large language models to augment original motion text descriptions with the following

prompt template: The following one or multiple descriptions are describing the same human

activities: <motion descriptions >. Generate k paraphrases to describe the same activities.

We denote the original text descriptions combined with the LLM-augmented text de-

scriptions as Y. We encode them using the same text encoder fθ as CLIP [200], utilizing its

pre-trained weights for initialization.
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...
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<latexit sha1_base64="3lfM3+hxjM1gMTvVW4oUqxyDb84=">AAAB6nicbVC7SgNBFL3rM8ZXVLCxGQyCVdgVUcsQGytJMC9IljA7mU2GzMwuM7NCWPIJNhaK2Nr6F36BnY3f4uRRaOKBC4dz7uXee4KYM21c98tZWl5ZXVvPbGQ3t7Z3dnN7+3UdJYrQGol4pJoB1pQzSWuGGU6bsaJYBJw2gsH12G/cU6VZJKtmGFNf4J5kISPYWOmu2rnt5PJuwZ0ALRJvRvLFw8o3ey99lDu5z3Y3Iomg0hCOtW55bmz8FCvDCKejbDvRNMZkgHu0ZanEgmo/nZw6QidW6aIwUrakQRP190SKhdZDEdhOgU1fz3tj8T+vlZjwyk+ZjBNDJZkuChOOTITGf6MuU5QYPrQEE8XsrYj0scLE2HSyNgRv/uVFUj8reBeF84pNowRTZOAIjuEUPLiEItxAGWpAoAcP8ATPDncenRfnddq65MxmDuAPnLcf4lORPw==</latexit>
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Figure 7.3. Inference (left) and fine-tuning (right) phases of UniMTS. During inference, we
predict the label candidate with the highest score with the time series embedding. During
fine-tuning, we freeze the text encoder and update weights of the graph encoder and linear layer.

Training and Inference

During pre-training, we maximize the similarities of paired simulated motion time series

and text descriptions through contrastive learning:

ℓctr =−
1
B

B

∑
i=1

log
exp(sim(gφ (Xi), fθ (Yi)))

1
γ

∑
B
k=1 exp(sim(gφ (Xi), fθ (Yk)))

1
γ

, (7.10)

where B,γ represent batch size and temperature parameter that controls distribution concentra-

tions, and sim represents similarity score computed as inner product:

sim(gφ (Xi), fθ (Yi)) = ⟨gφ (Xi), fθ (Yi)⟩. (7.11)

We pre-train the graph and text encoders using simulated motion time series and aug-

mented text descriptions. During inference, we evaluate the model on real-world motion time

series, as illustrated in the left part of Figure 7.3. For the text encoder, we input all label

candidates. For the graph encoder, we assign real motion time series to the nearest joint in the

skeleton graph and assign zeros to the remaining joints. The random mask M during pre-training

emulates the zero-masking process. We compute the similarity score of the graph embedding

with text embedding from each label candidate, and choose the label with the highest similarity

score as the predicted activity.

We can further fine-tune the pre-trained model on downstream real-world data, as depicted
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Figure 7.4. Skeleton of “waving hands”.

in the right part of Figure 7.3. Specifically, we freeze the text encoder fθ and update weights of

the graph encoder gφ followed by a linear classifier hψ . Following the same process as inference,

we assign the real motion time series to the nearest joint in the skeleton graph and assign zeros

to the remaining joints to construct the graph input representation X. We fine-tune the model

using X and one-hot encoded labels z with D classes based on cross-entropy loss, where σ(·)

represents the softmax operation:

ℓce =−
1
B

B

∑
i=1

D

∑
j=1

zi j log(σ(hψ(gφ (Xi))) j). (7.12)

We report both zero-shot and fine-tuning performance in the experiment section.

7.4 Evaluation

7.4.1 Datasets and Experimental Settings

We simulate motion time series from existing motion skeleton dataset HumanML3D [87].

HumanML3D [87] is a large-scale motion skeleton data consisting of 14,616 3D human motion

skeletons spanning 28.59 hours. The average motion skeleton sequence length is 7.1 seconds.

Paired with each motion skeleton sequence there is an average of 3 textual descriptions, resulting

in a total of 44,970 textual descriptions with a vocabulary size of 5,371. The average and median
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Table 7.1. Zero-Shot performance. We bold the best and underline the second best. UniMTS
performs the best compared with both baselines and our model ablations. The last column shows
the average performance across 18 datasets with standard deviation.
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Number of Classes 4 6 6 7 7 7 8 8 12 12 12 12 13 14 18 19 27 35

Level Easy Medium Hard Avg

ImageBind [78]

Acc 50.2 14.1 18.1 13.1 19.4 0.0 18.9 19.3 14.6 11.8 7.9 9.8 9.7 3.2 7.1 2.1 3.3 2.9 12.5(11.0)

F1 30.0 5.0 16.4 8.6 15.5 0.0 10.1 13.7 8.1 7.3 1.7 6.1 6.3 1.9 4.5 1.2 1.6 1.5 7.8(7.2)

R@2 83.6 21.4 42.8 54.1 35.5 0.2 23.9 32.8 15.6 25.0 21.3 22.5 17.8 6.8 13.7 6.9 5.1 3.7 24.0(20.0)

IMU2CLIP [177]

Acc 25.9 17.8 15.5 6.6 16.7 5.6 6.1 8.5 1.9 12.8 7.9 2.5 7.3 1.4 4.3 4.6 3.7 6.4 8.6(6.4)

F1 10.3 11.4 8.6 3.3 9.2 1.8 4.5 4.2 1.1 9.3 1.3 1.1 3.4 0.7 2.7 1.1 2.1 1.6 4.3(3.6)

R@2 65.5 35.1 39.1 19.7 34.6 22.2 19.7 22.4 9.8 19.8 13.4 4.8 16.3 5.5 9.6 8.3 6.5 10.1 20.1(14.9)

IMUGPT [130]

Acc 10.1 1.1 11.8 67.2 12.4 0.0 16.9 14.3 8.9 6.0 9.8 4.8 11.6 2.7 8.3 7.5 3.7 2.0 11.1(14.4)

F1 10.4 0.3 3.5 38.8 6.2 0.0 4.0 6.1 1.5 6.9 2.5 1.9 8.3 1.8 6.6 2.0 0.3 0.7 5.7(8.6)

R@2 33.7 18.2 40.4 67.2 32.1 0.0 33.7 28.5 19.3 31.8 19.5 27.8 17.4 17.7 13.9 14.6 8.8 5.1 23.9(14.9)

HARGPT [108]

Acc 28.8 15.0 11.6 4.9 21.0 34.3 12.7 13.7 11.1 9.5 10.4 28.8 7.5 5.9 5.5 5.8 3.3 2.3 12.9(9.2)

F1 17.3 12.7 5.6 3.1 12.4 10.6 5.3 5.4 2.1 3.6 7.4 7.5 4.4 1.4 3.5 3.4 1.5 1.1 6.0(4.4)

R@2 47.0 31.4 35.9 11.5 38.6 51.9 31.7 25.2 23.0 17.6 27.4 48.6 16.5 11.4 11.8 12.1 9.3 5.0 25.3(14.2)

LLaVA [149]

Acc 40.1 16.3 22.8 0.0 16.7 10.3 16.8 12.9 10.3 11.1 18.9 16.3 2.1 3.6 5.6 5.3 3.7 4.0 12.0(9.4)

F1 14.3 6.5 6.2 0.0 4.8 3.7 3.7 2.9 1.6 2.6 7.4 5.0 0.6 0.7 0.6 0.5 0.3 0.2 3.4(3.5)

R@2 67.6 34.6 34.4 0.0 33.3 43.4 28.4 25.2 18.7 19.6 33.5 16.4 9.0 3.6 10.6 10.5 7.4 7.3 22.4(16.5)

UniMTS

Acc 45.9 35.2 45.2 59.0 63.6 68.2 43.6 59.1 47.2 30.5 70.7 68.9 34.8 18.2 27.8 31.5 22.8 10.2 43.5(17.9)

F1 42.2 22.0 33.7 42.9 57.2 34.8 36.7 53.7 43.6 27.8 61.8 41.1 29.2 13.7 25.5 27.3 18.5 10.0 34.5(14.0)

R@2 80.0 53.1 57.2 60.7 82.1 86.6 64.0 77.5 63.2 45.4 78.7 85.0 44.2 38.6 47.1 46.0 32.6 18.7 58.9(19.3)

w/o rot aug

Acc 37.7 18.6 25.1 36.1 19.4 53.4 55.5 35.6 32.5 20.7 27.4 59.4 9.9 3.6 13.5 21.5 13.5 4.3 27.1(16.3)

F1 30.4 8.2 11.2 26.4 13.5 27.7 41.1 29.6 28.3 10.5 24.0 20.5 4.9 4.8 10.6 13.4 7.2 4.7 17.6(10.7)

R@2 74.3 40.1 64.3 52.5 40.1 76.5 76.3 54.4 48.8 29.7 49.4 61.2 28.5 6.8 23.3 34.0 32.1 7.6 44.4(20.8)

w/o text aug

Acc 52.7 36.3 43.4 57.4 55.6 61.0 40.7 40.9 38.4 29.6 59.2 62.8 30.3 28.2 31.3 29.3 6.5 12.6 39.8(15.8)

F1 39.4 21.3 34.7 41.4 49.5 32.8 29.7 32.7 33.9 21.6 49.0 26.7 21.2 19.6 27.2 22.2 4.7 10.3 28.8(11.6)

R@2 70.9 39.6 63.7 57.4 78.7 77.4 60.4 63.5 48.8 49.1 63.4 77.9 41.4 43.2 45.1 41.7 10.7 23.2 53.1(18.1)

w/o graph

Acc 41.4 37.6 18.9 23.0 50.9 18.8 42.7 33.8 30.0 22.4 28.7 34.8 23.4 0.5 12.4 19.8 1.9 11.2 25.1(13.4)

F1 20.5 28.5 21.6 17.9 38.6 9.1 23.7 28.9 23.6 23.0 19.3 15.3 11.5 1.1 8.5 16.0 2.7 7.7 17.6(9.5)

R@2 63.7 66.7 54.2 34.4 66.1 35.3 51.1 62.1 41.8 41.7 43.9 51.6 35.6 8.2 23.7 29.1 4.7 18.0 40.7(18.4)
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lengths of these descriptions are 12 and 10 words. We further augment the textual descriptions

using large language models as described in Section 7.3.3. All motion skeletons follow the

skeleton structure of SMPL [161] with 22 joint nodes. Figure 7.4 provides an example skeleton

of “a person waves his hands”.

We also try to incorporate additional motion skeleton datasets into pre-training, such as

KIT-ML [195] and NTU RGB+D 120 [150]. However, these data are less diverse in terms of

both motion skeletons and text descriptions. We do not observe performance improvement from

adding them, and therefore use HumanML3D as our primary pre-training corpus.

We evaluate on the most extensive motion time series classification benchmark to date,

comprising 18 real-world datasets that cover diverse activities. These datasets are collected

from various body locations such as head, chest, back, arm, wrist, waist, hip, leg, knee and

ankle. We categorize these datasets into three difficulty levels: (1) easy level (with fewer than 10

activities): Opportunity [209], UCI-HAR [5], MotionSense [172], w-HAR [20], Shoaib [220],

HAR70+ [246], RealWorld [231], TNDA-HAR [287]; (2) medium level (with 10 to 20 activities):

PAMAP2 [207], USC-HAD [312], Mhealth [17], Harth [160], UT-Complex [221], Wharf [23],

WISDM [264], DSADS [3]; (3) hard level (with more than 20 activities): UTD-MHAD [37],

MMAct [122]. We provide the specific number of activities for each dataset in Table 7.1 and

Table 7.2, and detail the collection settings for each dataset as follows.

Opportunity [209] contains data from back, upper and lower arms, and features multiple

sets of activities. We aim to predict the modes of locomotion such as standing and walking.

UCI-HAR [5] collects motion data from a smartphone located on the subject’s waist.

The subject performs daily activities such as walking upstairs and walking downstairs.

MotionSense [172] collects data from a smartphone in the participant’s front pocket,

featuring daily activities such as sitting and jogging.

w-HAR [20] contains motion time series data collected from the ankle. It captures daily

physical activities such as jumping and lying down.

Shoaib [220] contains daily activities such as biking. Each participant is equipped with
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five smartphones on right jean’s pocket, left jean’s pocket, belt, right upper arm and right wrist.

HAR70+ [246] tracks activities such as shuffling for older adult subjects. The motion

time series are collected from the right front thigh and the lower back.

RealWorld [231] records daily activities such as climbing stairs from multiple body

positions including chest, forearm, head, shin, thigh, upper arm, and waist.

TNDA-HAR [287] collects static as well as periodic daily activities such as cycling,

from devices located at multiple body positions such as wrist, ankle and back.

PAMAP2 [207] monitors physical activities such as ironing, vacuum cleaning and rope

jumping using devices located on the wrist, chest and ankle.

USC-HAD [312] records daily activities such as sleeping and taking the elevator with

devices attached to the subject’s front right hip.

Mhealth [17] comprises body motion for common activities such as waist bending

forward, frontal elevation of arms and knees bending. Devices are placed on the user’s chest,

right wrist and left ankle.

Harth [160] records activities in a free-living setting with devices located at the right

thigh and lower back.

UT-Complex [221] contains different smartphone sensor data such as typing, drinking

coffee and giving a talk, with devices positioned at wrist and pocket positions.

Wharf [23] records activities from wrist-worn devices, such as combing hair.

WISDM [264] collects diverse activities such as brushing teeth, eating soup, playing

balls, and folding clothes, using data from the smartphone in the pocket and smartwatch on hand.

DSADS [3] comprises daily and sports activities such as exercising and rowing. Multiple

devices are positioned at the torso, right arm, left arm, right leg, and left leg.

UTD-MHAD [37] contains diverse activities such as swiping arms, hand clapping,

throwing, arm crossing, drawing and squatting. The devices are worn on the subject’s right wrist

or the right thigh depending on whether the action is mostly an arm or a leg type of action.

MMAct [122] presents a large-scale activity dataset covering a wide range of daily life
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activities such as carrying, talking on phone and falling. Devices recording motion time series

include a smartwatch as well as a smartphone inside the pocket of the subject’s pants.

We re-sample the real-world test data to the same sampling frequency as the simulation

data (20 Hz). We pre-train UniMTS using Adam optimizer [121] with a learning rate of 0.0001

on a single NVIDIA A100 GPU. The pre-training process consumes approximately 13 GB of

memory given a batch size of 64. For text augmentation, we prompt GPT-3.5 (“gpt-3.5-turbo”)

to generate k = 3 paraphrases. During each iteration, we randomly generate the mask M by

selecting 1 to 5 joints and mask the remaining joints as zeros. We adopt learnable temperature

parameter γ initialized from CLIP.

We detail settings for all the compared baselines as follows.

ImageBind [78]: We employ the pre-trained weights from “imagebind huge” for zero-

shot evaluation. During fine-tuning, we add a linear layer to map ImageBind embeddings to the

number of activity classes. We fine-tune both ImageBind and the linear layer during fine-tuning,

which performs better than simply tuning the linear layer.

IMU2CLIP [177]: The pre-trained weights of IMUCLIP are not released. Therefore,

we first follow their pre-training implementation1 to pre-train on Ego4D datasets [84]. During

fine-tuning, we add a linear layer after IMU2CLIP embeddings and fine-tune both IMU2CLIP

and the linear layer.

IMUGPT [130]: We choose DeepConvLSTM as the backbone model, which shows

the best performance as reported in their original paper. We remove the supervised distribution

calibration phase, which relies on labeled downstream data and conflicts with the zero-shot

setting objectives.

HARGPT [108]: The method directly prompts LLMs to classify motion time series. We

down-sample time series to 10 Hz as used in their paper and follow their prompt template.

LLaVA [149]: We visualize motion time series as 2D plots and use these visualizations

as input for the pre-trained model of “llava-v1.5-7b”.

1https://github.com/facebookresearch/imu2clip
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TST [302]: This is a Transformer-based representation learning framework with several

downstream tasks including multivariate time series classification. We follow the framework to

first pre-train the Transformer model in an unsupervised fashion and then fine-tune the pre-trained

model on the downstream classification task.

TARNet [50]: The model proposes task-aware representation learning that reconstructs

important timestamps guided by self-attention score distribution from end-task training. We

jointly train the reconstruction task and the classification task.

TS2Vec [298]: The method performs contrastive learning to learn contextual representa-

tions of time series. We follow their implementation to first apply contrastive learning and then

train a linear regression model for each dataset.

DeepConvLSTM [191] (shown as “DeepCL” in Table 7.3 due to space limit): The model

applies convolutional layers to automatically learn feature representations and further applies

LSTM to capture the temporal dependencies between their activations.

MA-CNN [202]: The model first extracts preliminary features for each motion time

series modality through its own dedicated convolutional layers, then the extracted intra-modality

features are combined through fully-connected layers for motion time series classification.

XGBoost [42]: This is a scalable end-to-end machine learning system for tree boosting,

which has been widely recognized in machine learning and time series analysis.

THAT [132]: The model proposes a two-stream convolution augmented transformer

which captures both time-over-channel and channel-over-time features in a two-stream structure.

TimesNet [270]: This is a task-general backbone for time series analysis including

classification by modeling the multi-periodicity and extracting temporal variations.

GPT4TS [328]: This is also a task-general framework including time series classification.

The model is based on a frozen pre-trained language model, so we also adopt it as a few-shot

fine-tuning baseline. However, the method is not suitable for zero-shot evaluation, as it requires

training a separate classifier head for each dataset and does not generalize across activities.

SHARE [319]: This is a sequence-to-sequence model that contains an encoder to extract
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motion time series features, as well as a decoder to generate label name sequences to capture

label semantics.

We evaluate UniMTSand the baselines using three metrics: accuracy, macro-F1 and the

top-2 retrieval performance R@2.

7.4.2 Zero-Shot Results

We pre-train UniMTS exclusively on simulated data and evaluate on 18 real-world

motion time series classification benchmark datasets. We compare UniMTS against classification

models with zero-shot capabilities: ImageBind [78], IMU2CLIP [177], IMUGPT [130] and

HARGPT [108]. We also input the 2D visualizations of motion time series to pre-trained vision-

language model LLaVA [149] for comparison. As shown in Table 7.1, UniMTS significantly

outperforms all baselines in the zero-shot setting. We also apply the Wilcoxon-signed rank test

with Holm’s α (5%) following previous works [98, 319]. The Wilcoxon-signed rank test indicates

that the improvement of UniMTS compared with all the baselines is statistically significant, with

p-values significantly lower than 0.05 (e.g., p-value = 8×10−6 for ImageBind, which has the

highest F1 score among the baselines).

Compared with UniMTS, ImageBind and IMU2CLIP are trained on data from single

location (head-mounted devices), limiting their generalization to data collected from other

locations. IMUGPT struggles to generalize across datasets featuring different activities and

requires individual training for each downstream dataset. Both HARGPT and LLaVA focus on

simple and easily distinguishable activities as these language or vision models are not originally

trained on motion time series, and they also require careful prompt designs. Another limitation

for all the above models is that they do not generalize across device orientations. In contrast,

UniMTS shows remarkable generalizability to various downstream device locations, orientations

and activities, achieving state-of-the-art performance. We also compare with a few ablations of

UniMTS as illustrated in the Ablation Study section.
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Figure 7.5. Few-shot fine-tuning results. UniMTS consistently outperforms both baselines and
our model ablation. We repeat 3 runs and report both mean and standard deviation.

7.4.3 Few-Shot Fine-tuning Results

Apart from the zero-shot setting, we provide a few real samples for each activity and

fine-tune the models. More specifically, we provide 1, 2, 3, 5, 10 samples for each activity and

compare UniMTS against ImageBind [78], IMU2CLIP [177], IMUGPT [130], GPT4TS [328],

and a randomly initialized model with the same model architecture as UniMTS (referred to

as Random). We report both the mean and the standard deviation in Figure 7.5. UniMTS

also demonstrates state-of-the-art performance in the few-shot fine-tuning setting, showing the

effectiveness of pre-training. Following the same Wilcoxon-signed rank test as in the zero-shot

setting, we observe p-values far below 0.05 (e.g., p-value = 2×10−25 for the best-performing

baseline ImageBind), indicating the statistical significance of our improvement. We fine-tune both

the graph encoder gφ and the linear classifier hψ of UniMTS. We observe similar performance

between this full fine-tuning approach and linear probe (which freezes the graph encoder and

only fine-tunes the linear layer) as shown in Figure 7.6.
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Table 7.2. Full-Shot performance. We bold the best and underline the second best. UniMTS
performs the best compared with both pre-trained, self-supervised and conventional models. The
last column shows the average performance across 18 datasets with standard deviation.
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Number of Classes 4 6 6 7 7 7 8 8 12 12 12 12 13 14 18 19 27 35

Level Easy Medium Hard Avg

ImageBind [78]
Acc 82.8 90.9 94.0 95.1 98.5 91.8 83.8 95.0 94.3 52.1 82.9 93.0 97.0 71.4 77.2 90.0 74.0 65.8 85.0(12.2)

F1 84.6 90.7 93.1 61.9 98.5 67.7 86.1 94.9 94.6 52.2 83.2 62.7 96.9 43.3 76.8 89.3 71.6 58.3 78.1(16.5)

IMU2CLIP [177]
Acc 71.9 87.1 79.3 88.5 98.2 87.8 79.9 97.1 90.7 55.7 94.5 93.9 90.6 52.3 62.7 88.7 62.8 66.9 80.5(14.3)

F1 70.0 87.0 77.2 75.1 98.1 64.4 80.5 97.1 91.2 52.0 95.0 65.7 90.2 35.6 62.8 88.2 59.6 60.3 75.0(17.0)

TST [302]
Acc 89.1 91.6 91.4 75.4 73.5 95.8 68.9 94.1 88.9 66.2 86.0 98.8 92.9 59.1 70.2 80.0 61.4 54.5 79.9(13.6)

F1 91.1 91.4 89.6 79.3 72.3 62.9 67.2 94.1 89.8 60.9 83.8 72.7 92.8 34.5 69.1 76.1 59.6 48.4 74.2(16.3)

TARNet [50]
Acc 82.6 91.1 72.0 78.7 67.9 97.2 60.9 92.5 92.4 57.6 82.9 94.7 94.4 63.2 58.5 30.7 78.1 56.7 75.1(17.5)

F1 83.4 91.2 70.0 41.0 66.1 76.9 54.4 92.4 90.6 48.7 77.5 47.8 94.4 38.1 58.5 23.0 75.5 55.9 65.9(20.5)

TS2Vec [298]
Acc 80.7 92.1 94.2 100.0 87.4 98.4 74.6 95.9 91.8 56.1 93.3 98.2 98.5 73.2 69.5 84.3 80.0 53.4 84.5(13.9)

F1 83.3 92.1 93.9 100.0 87.2 88.1 68.8 95.9 92.9 53.6 93.8 58.3 98.5 47.9 68.8 82.3 76.7 53.4 79.8(16.7)

THAT [132]
Acc 83.1 86.8 87.9 77.1 92.3 95.8 67.7 97.7 96.5 53.9 89.0 97.6 86.9 60.0 60.3 82.1 71.2 55.0 80.1(14.7)

F1 84.5 86.7 86.5 65.0 92.2 73.9 62.9 97.7 96.7 55.0 89.9 71.9 87.0 29.5 60.9 79.0 70.0 52.3 74.5(17.5)

IMUGPT [130]
Acc 84.8 87.0 86.2 85.3 61.7 98.3 62.2 87.7 85.6 41.1 71.3 98.3 86.5 54.6 67.8 71.9 57.7 51.9 74.4(16.3)

F1 84.9 87.0 85.2 48.8 61.8 78.0 56.0 87.5 83.8 42.4 63.6 65.2 85.8 24.6 67.4 71.0 53.2 49.0 66.4(17.7)

TimesNet [270]
Acc 80.0 88.5 90.5 88.5 82.4 97.5 65.4 93.2 88.0 58.3 81.7 97.7 92.7 41.4 67.4 77.3 62.3 50.9 78.0(16.2)

F1 82.4 88.6 88.3 79.5 82.6 77.2 62.2 93.1 88.0 48.7 79.1 61.4 92.8 30.2 67.1 78.5 61.0 45.7 72.6(17.3)

GPT4TS [328]
Acc 83.6 88.4 92.3 70.5 73.5 97.8 66.5 95.7 92.6 61.7 87.8 97.2 95.3 51.8 63.8 79.9 66.1 52.6 78.7(15.2)

F1 86.1 88.5 92.1 54.8 74.1 76.6 56.6 95.7 93.4 58.9 85.2 58.2 95.2 34.4 64.5 78.0 63.7 48.8 72.5(17.7)

SHARE [319]
Acc 89.0 92.2 99.6 96.7 77.5 97.7 66.0 95.9 94.1 72.9 97.0 99.1 98.7 63.2 77.0 92.0 73.0 62.1 85.8(13.2)

F1 90.2 92.1 99.6 85.5 78.0 77.5 57.1 95.8 94.8 66.7 97.1 74.0 98.8 40.6 76.5 91.9 69.3 56.5 80.1(16.5)

UniMTS
Acc 88.2 92.1 99.8 98.4 99.7 96.9 84.0 99.6 98.0 58.3 97.0 98.0 99.1 82.7 81.3 94.3 85.6 77.1 90.6(10.6)

F1 89.1 92.2 99.8 98.8 99.7 87.9 81.2 99.6 98.1 63.1 97.3 86.7 99.2 51.7 80.9 94.2 83.2 71.7 87.5(13.4)

Random
Acc 87.7 89.3 95.5 95.1 66.1 98.1 74.2 98.7 96.2 48.5 82.9 98.6 98.5 76.8 79.4 90.3 74.4 73.9 84.7(13.5)

F1 88.9 89.4 95.5 60.1 65.0 85.9 74.0 98.7 96.8 51.9 78.2 69.1 98.5 50.8 79.3 90.1 69.7 71.6 78.5(15.1)
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Figure 7.6. Only tuning the linear classifier (linear probe) performs similarly as full fine-tuning.
We repeat 3 runs and report both mean and standard deviation.

7.4.4 Full-Shot Results

We also compare the full-shot performance where UniMTS and the baselines are fine-

tuned or trained using all the available training samples of the downstream datasets. We

compare UniMTS with pre-trained models (ImageBind [78], IMU2CLIP [177]), self-supervised

models (TST [302], TARNet [50], TS2Vec [298]), as well as conventional models (DeepCon-

vLSTM [191], MA-CNN [202], XGBoost [42], THAT [132], IMUGPT [130], TimesNet [270],

GPT4TS [328], SHARE [319]). We also compare pre-trained UniMTS with a randomly ini-

tialized UniMTS (referred to as Random). As shown in Table 7.2, UniMTS also demonstrates

state-of-the-art performance in the full-shot setting, outperforming pre-trained, self-supervised

and conventional models. Due to space limit, we report baselines before 2021 in Table 7.3.

Following the same Wilcoxon-signed rank test as previous zero-shot and few-shot settings,

we observe p-values far below 0.05 (e.g., p-value = 7×10−4 for the best-performing baseline

SHARE), indicating the statistical significance of our improvement.
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Table 7.3. Full-Shot performance on additional baselines before 2021. We bold the best results.
The last column shows the average performance across 18 datasets with standard deviation.
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Number of Classes 4 6 6 7 7 7 8 8 12 12 12 12 13 14 18 19 27 35

Level Easy Medium Hard Avg

DeepCL [191]
Acc 84.4 86.9 86.2 93.4 62.4 97.7 69.9 89.6 82.7 45.2 73.8 95.5 88.0 46.8 69.0 69.6 54.9 50.2 74.8(16.7)

F1 86.4 87.0 84.5 67.1 63.4 92.2 60.3 89.3 77.4 46.4 75.8 56.7 88.2 25.9 69.0 66.1 53.0 46.9 68.6(17.8)

MA-CNN [202]
Acc 82.9 89.8 92.0 67.2 93.2 86.1 73.9 96.0 94.7 37.3 78.7 97.9 93.8 20.9 51.5 84.5 48.8 28.9 73.2(24.2)

F1 84.8 89.5 91.7 51.7 93.1 59.8 71.2 96.0 95.2 35.3 70.7 53.2 94.0 17.2 51.8 83.9 48.5 18.4 67.0(25.5)

XGBoost [42]
Acc 83.1 90.2 92.9 68.9 94.8 97.7 78.2 93.2 93.9 47.8 79.9 97.2 96.6 52.3 66.6 80.5 61.9 53.0 79.4(16.5)

F1 85.1 90.1 91.6 56.1 94.7 77.5 77.6 93.2 93.9 47.7 74.1 64.4 96.7 30.2 66.0 79.4 60.3 51.4 73.9(18.6)

UniMTS
Acc 88.2 92.1 99.8 98.4 99.7 96.9 84.0 99.6 98.0 58.3 97.0 98.0 99.1 82.7 81.3 94.3 85.6 77.1 90.6(10.6)

F1 89.1 92.2 99.8 98.8 99.7 87.9 81.2 99.6 98.1 63.1 97.3 86.7 99.2 51.7 80.9 94.2 83.2 71.7 87.5(13.4)

7.4.5 Ablation Study

In the zero-shot setting, we compare UniMTS with a few ablations by removing rotation-

invariant augmentation (w/o rot aug), removing text augmentation (w/o text aug) and by replacing

the graph encoder with a CNN-based encoder that directly concatenates joints without modeling

their spatial relationships (w/o graph). We can observe in Table 7.1 that the performance declines

after removing each of the above components, verifying their respective importance in improving

generalization across locations (graph encoder), orientations (rotation-invariant augmentation)

and activities (text augmentation). We also compare the pre-trained UniMTS with randomly

initialized UniMTS in both few-shot and full-shot settings. As shown in Figure 7.5 and Table 7.2,

pre-trained UniMTS consistently outperforms randomly initialized UniMTS, highlighting the

benefits of pre-training.

7.4.6 Case Study

UniMTS’s time series embeddings align with corresponding semantic meanings.

As shown in Figure 7.7, the t-SNE visualizations of UniMTS’s time series embeddings form
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Figure 7.7. T-SNE visualizations show that signal clusters align with their semantic meanings.
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Figure 7.8. Simulated time series closely resemble patterns of the real PAMAP2 time series.

distinguishable clusters that align with their semantic meanings. Notably, UniMTS is only

pre-trained on the simulated data but its embeddings for real-world data closely align with

the semantic space, which again demonstrates our model’s zero-shot generalization due to

contrastive learning. For example, in Figure 7.7a, stationary activities such as lying and sitting

group together; light-movement activities such as standing, ironing, and vacuum cleaning are

close to each other; while high-intensity activities such as running and cycling cluster closer.

UniMTS generalizes well to new activities unseen in pre-training. To show UniMTS’s

capability to generalize to new activities not seen during pre-training, we visualize the zero-shot

performance for some example new activities in Figure 7.10. Compared with the best-performing

baseline ImageBind, UniMTS shows significant performance improvement on these previously

unseen activities, verifying the effectiveness of semantic generalization via contrastive learning.

Simulated data from our physics engine closely resemble real signal patterns. In

Figure 7.8, we compare some example simulated data alongside their real-world counterparts.

We show three example activities of different intensity levels (sitting, walking, rope jumping),

where both simulated and real-world data are near the wrist. The patterns in simulated data

closely resemble those of real data, in terms of both magnitude and frequency. Although the
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Figure 7.9. Simulated motion time series show similar patterns as real PAMAP2 time series.
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Figure 7.10. UniMTS shows significant performance improvement compared with the best
baseline when evaluated on new activities not seen.

tri-axial distributions might differ, these variations are mostly due to orientation differences and

are effectively managed by our rotation-invariant augmentation. We observe similar patterns

between simulated and real data for other locations such as ankle, as shown in Figure 7.9.

7.5 Summary

In this chapter, we combine physical and semantic contextual knowledge to build the

first unified pre-trained model, UniMTS, for motion time series classification. Our model is

pre-trained only on physics-simulated data, yet demonstrates remarkable generalization across

diverse real-world motion time series datasets featuring different device locations, orientations

and activities. The simulated data with all-joint coverage are augmented for rotation invariance

and modeled by a graph encoder, improving generalization across various device factors. During
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pre-training, contrastive learning further aligns time series with their semantic meanings to

improve generalization across activities. Extensive evaluation in zero-shot, few-shot and full-shot

settings consistently demonstrate the state-of-the-art performance of our proposed UniMTS.

Limitation and Future Work. We acknowledge a few limitations which we leave as

future works. (1) Simulated motion time series can only be approximations of the real signals,

which are usually collected near – rather than directly on – the body joints. For example, sensors

on smartwatches collect data near the wrist, not on the wrist joint itself. We plan to incorporate

random offset vectors to better simulate real-world signal variations near joints. (2) While our

framework effectively addresses the classification task, we intend to extend its applicability to

other motion time series tasks such as inertial navigation. (3) Our current pre-training utilizes

existing motion datasets, and we plan to enrich our pre-training corpus with additional motion

data extracted from large-scale video-based pose estimation. (4) We also plan to integrate our

model with efficient inference techniques such as quantization, pruning and distillation for

deployment optimization on edge devices.

Broad Impact. UniMTS is the first pre-trained motion time series classification model

that generalizes to diverse downstream datasets, irrespective of device locations, orientations

and activities. The primary societal concern centers around privacy as motion time series might

reveal personal information, so we ensure strict privacy controls at the earliest stages of model

development by pre-training exclusively on synthetic data. With UniMTS’s state-of-the-art

performance in zero-shot, few-shot and full-shot settings, we believe it brings broadly positive

impact to the community.

Chapter 7, in part is currently being prepared for submission for publication of the

material. Zhang, Xiyuan; Teng, Diyan; Chowdhury, Ranak Roy; Li, Shuheng; Hong, Dezhi;

Gupta, Rajesh K.; Shang, Jingbo. The dissertation author was the primary investigator and author

of this material.
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Chapter 8

Conclusion and Future Works

8.1 Conclusion

This dissertation starts with a thesis that sensory data can be improved for better and more

robust inferencing in various applications by putting information about physics of the processes

being observed as well as the semantic contextual information. Indeed, machine models alone

are limited and their integration with world models is the new frontier of machine learning

research [275]. For sensing systems, the analysis of time series data is behind the state of the art

for textual, image or video data. This is because of four specific challenges of noise, sparsity,

scarcity and variability that we outlined earlier.

We present framework that addresses all these four challenges. Our framework first

leverages physical contextual knowledge such as explicit mathematical models, inherent spatio-

temporal correlations, and spectral properties, to denoise, impute and augment sensor time

series. This first stage significantly improves the quality of the raw data, thereby enhancing

the robustness of subsequent models. In the second stage, we incorporate semantic contextual

knowledge from large language models or domain-specific foundation models to further improve

the robustness and generalizability of our models. Demonstrating broad applicability, our robust

sensor time series analysis framework is effective in diverse sensing systems, ranging from small-

scale individual healthcare monitoring, smart home automation, to large-scale smart building

control, energy management, climate modeling and beyond.
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8.2 Limitations and Open Challenges

The long-term objective of my research lies in designing robust frameworks that perform

well under dynamic conditions of sensing systems, with real-world deployment and broad impact

in various sensing applications such as healthcare, building and home automation, and robotics.

My vision is to create a future where robust sensing devices seamlessly and intelligently interact

with the physical world around us. Below are a few potential directions that I am interested to

explore in the near future.

Multi-modal Framework. Our current robust framework targets only a single type of

time series at a time. However, data collected from real-world sensing applications usually con-

tain heterogeneous modalities. For example, a human activity recognition system might include

multiple modalities such as IMU, EEG, microphone, and WiFi. We plan to collect multi-modal

sensor data and build multi-modal robust learning frameworks that can simultaneously harness

the rich contextual information carried by these diverse modalities.

Efficient Algorithms. Real-world sensor time series often feature high dimensions

and extensive historical records. When paired with text metadata descriptions, the scale and

complexity of the data further increase. Consequently, it is critical to design efficient processing

algorithms, particularly for computations that occur on edge devices. Our current framework in

the second stage incorporates semantic context from large language models, which, although

powerful, are parameter-heavy and thus inefficient. Looking ahead, we plan to design specialized

language models tailored for sensor time series and therefore improves the inference efficiency.

Real-Time Interactions. Our current robust analysis framework transforms raw sensor

time series into valuable insights to support downstream decision making processes. However,

in practice, users often provide feedback and pose additional questions upon receiving these
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insights. For example, in the context of human activity recognition, users might provide real-time

corrections for misclassified activities. This interaction provides an opportunity for the system to

adjust and improve its future predictions. Moving forward, we plan to incorporate user feedback

directly into the system, enhancing real-time interactions between users and the system.

Large-Scale Deployment. We prioritize not only the creation of innovative framework

designs but also the actual deployment and implementation of these systems in real-world

scenarios. Effectively running these robust learning methods requires both local and edge

processing, as shipping all data to cloud for processing is not a viable strategy due to bandwidth

limitations or privacy concerns. Effective edge processing requires not only partitioning of

various functions but also restructuring basic inference algorithms that enable migration of

computation and data appropriately. We plan to design FPGA co-processing methods for

larger-scale deployment of our robust learning methods without compromising efficiency.
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Appendix A

Open-Source Tools

We have released the tools related to this dissertation as follows.

• PILOT (Chapter 2): We develop a physics-informed denoising model that leverages the

inherent relationships between different measurements to denoise sensor data1. We study three

sensing applications: inertial navigation2, CO2 monitoring, and HVAC control.

• ESC-GAN (Chapter 3): We extend the spatial coverage of analysis based on existing sensory

data to generate data for locations where no historical data exists3. The proposed method is

evaluated on CMAP Precipitation data4, HadCRUT temperature data5 and air quality data6.

• ST-Aug (Chapter 4): We combine spectral and time augmentation to generate more diverse

and coherent time series samples7. We evaluate on exchange rate data, available in the same

repository, as well as electricity datasets (ETTh1, ETTh2, ETTm1, ETTm2)8.

• Survey (Chapter 5): We keep an up-to-date Github repository to track papers that transfer

semantic knowledge from LLMs for time series analysis9. The listed papers are grouped into

five categories as detailed in our proposed taxonomy. We also compile a list of multimodal

1https://github.com/xiyuanzh/PILOT
2http://deepio.cs.ox.ac.uk/
3https://github.com/xiyuanzh/ESC-GAN
4https://psl.noaa.gov/
5https://crudata.uea.ac.uk/
6https://www.kdd.org/kdd2018/
7https://github.com/xiyuanzh/STAug
8https://github.com/zhouhaoyi/Informer2020
9https://github.com/xiyuanzh/awesome-llm-time-series
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text and time series datasets in the same repository.

• SHARE (Chapter 6): We model label name semantics for human activity recognition10.

We evaluate on 7 HAR datasets: Opportunity [209], PAMAP2 [207], UCI-HAR [5], USC-

HAD [312], WISDM [264], Harth [160], MHealth [17].

• UniMTS(Chapter 7): We pre-train the motion time series model on synthetic series simulated

from motion skeleton data11 following motion equations12. We evaluate the zero-shot, few-shot

and full-shot classification performance of our pre-trained model on 18 HAR datasets: Opportu-

nity [209], UCI-HAR [5], MotionSense [172], w-HAR [20], Shoaib [220], HAR70+ [246], Re-

alWorld [231], TNDA-HAR [287]; (2) medium level (with 10 to 20 activities): PAMAP2 [207],

USC-HAD [312], Mhealth [17], Harth [160], UT-Complex [221], Wharf [23], WISDM [264],

DSADS [3]; (3) hard level (with more than 20 activities): UTD-MHAD [37], MMAct [122].

10https://github.com/xiyuanzh/SHARE
11https://github.com/EricGuo5513/HumanML3D
12https://github.com/martinling/imusim
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Appendix B

Notations

B.1 Chapter 2: Physical Context of Explicit Mathematical
Models

N: Number of samples.

Xi∼X ,Xi ∈Rc×T : Clean sample, where X denotes the clean data space, T denotes the

number of timesteps in the sensor data, and c denotes the number of sensor measurement channels.

Each sample Xi = [xi1,xi2, · · · ,xic]
T , where xi j ∈ RT represents the jth sensor measurement

channel for the ith sample in the ground truth clean dataset.

DX = {Xi}N
i=0: Unobserved ground truth clean dataset.

Yi ∼ Y ,Yi ∈ Rc×T : Noisy sample, where Y denotes the noisy data space. Each sample

Yi = [yi1,yi2, · · · ,yic]
T , where yi j ∈ RT represents the jth sensor measurement channel for the

ith sample in the noisy dataset.

DY = {Yi}N
i=0: Observed noisy sensor dataset.

εi ∼ E ,εi ∈ Rc×T : Noise. Each noisy sample Yi is corrupted from clean sample Xi by

noise εi, where E denotes the noise space. Specifically, Yi = Xi + εi, i = 1,2, · · · ,N.

g(·): The relationships between different sensor measurement channels in the ground

truth clean data, i.e., g(xi1,xi2, · · · ,xic) = 0, i = 1,2, · · · ,N.

f (·;θ) : Y →X ⊂ Rc×T : The denoising model, which is parameterized by θ and maps

noisy data to clean data by mapping f (·;θ) : Y →X ⊂ Rc×T . We incorporate the physics
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equation g(·) as a constraint to optimize f (·;θ) during training.

p: Location.

q: Orientation (in quaternion form).

w: Angular velocity.

a: Acceleration.

Rq: Rotation matrix.

g0: Gravity constant.

⊗: Quaternion multiplication.

ct : The average CO2 concentration in the room at time t.

c0: Initial average CO2 concentration in the room.

ct
in: CO2 concentration for the input airflow.

ct
out: CO2 concentration for the output airflow.

v: Airflow velocity.

V : Room volume.

s: CO2 emission rate per individual.

nt : The number of occupants in the room at time t.

∆Q: The enthalpy difference across the heating and cooling coils.

m: The air’s mass undergoing reconditioning.

ch: The air’s specific heat capacity.

Tsa: Temperature of the supply air.

Tmix: Temperature of the mix air.

ni: Gaussian noise sampled during the first phase of training.

Zi: Samples with a higher degree of noise during the first phase of training, i.e., Zi =

Yi +ni,ni ∼N (0,σ2), where σ2 represents the variance.

ℓrec: Reconstruction loss.

ℓphy: Physics loss.

ℓ: General loss.
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η : Non-zero mean of noise ε in Corollary 1.

σ2
y : Variance of y in Corollary 1.

ai = ||g(Xi)||22: Physics alignment for the i-th sample.

λ = lrec/lphy: The ratio between reconstruction loss (lrec) and physics-based loss (lphy).

B.2 Chapter 3: Physical Context of Spatio-Temporal Corre-
lations

D: The entire globe gridded into m×n cells.

DO: Observed grid cells (i.e., where we have sensory measurements).

DU = {D\DO}: The remaining unobserved grid cells.

T : Total number of timestamps.

Si j: Grid cell, where i = 1, . . . ,m and j = 1, . . . ,n.

X ∈ Rt×m×n: Input data.

M ∈ {0,1}t×m×n: Corresponding masking matrix. If Mt,i, j = 1, it means Si, j is valid at

time t (i.e. we have data in grid cell Si, j at time t); otherwise, Si, j is invalid at time t (i.e. data is

missing in cell Si, j at time t).

Φ: The set of missing timestamps.

X̃: Complete set of grid cells.

Y: Output of a specific layer.

W: Convolution filter weights.

k′t =
kt−1

2 ,k′h =
kh−1

2 ,k′w = kw−1
2 : kt ,kh,kw represent kernel size along the time, height,

and width dimensions.

θ(X) = Wθ X,φ(X) = Wφ X,g(X) = WgX: Input linear embedding layers of the global

attention module.

µθ ,µφ : Average embedding values over all the regions from θ ,φ .

O: Attention output.
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Wo: Weights for the output linear layer of the global attention module.

nb: The number of branches.

h1,h2, ...,hnb: Hidden features of the last layer of decoders from different branches.

h′ ∈ Rc×t×m×n: The aggregated features, where c, t,m,n are the channel, time, height,

and width dimension size, respectively.

ℓrec: Grid reconstruction loss.

ℓvar: Variation loss.

ℓadv: Adversarial loss.

ℓD: Loss for the discriminator.

ℓG: Loss for the generator, ℓG = ℓadv.

ℓ: Total loss.

Z: Generated grid map.

Nmasked: The number of masked out grid cells.

R: The 1-cell dilation of the masked region.

λvar and λadv: Hyper-parameters balancing between reconstruction loss, variation loss,

and adversarial loss.

B.3 Chapter 4: Physical Context of Time and Frequency
Dependencies

S = [s1, . . . ,st , . . . ,sT ] ∈ Rc×T : Multivariate time series sequence of length T and feature

number c, where st = [s1, · · · ,sc]
T ∈ Rc.

H = [s1, . . . ,sd] ∈ Rc×d: History values up to timestamp d < T .

F = [sd+1, . . . ,sT ]∈Rc×(T−d): Future values at timestamp d+1, . . . ,T , where S = [H,F].

g: Forecasting model.

n: Number of IMFs.

R: EMD Residual.
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w = [w1, . . . ,wn]
T : Random vector to re-combine IMFs, where wi is sampled from

uniform distribution U (0,2).

λ ∼ Beta(α,α): Mix-up ratio, where α is the hyper-parameter that controls how similar

the newly constructed sequence is compared with the original sequences.

ℓ: Reconstruction loss.

Y: Forecasting model output.

N: The number of augmented series in the training set.

B.4 Chapter 5: Semantic Context of Large Language
Models

x: Input, composed of time series xs ∈ RT×c and optional text data xt represented as

strings, where T,c represent the sequence length and the number of features.

xv: Image data.

y: Output, which may represent time series, text or numbers depending on the specific

downstream task. For time series generation or forecasting task, y represents generated time

series ys or predicted k-step future time series yT+1:T+k
s . For text generation task, such as report

generation, y represents text data yt . For time series classification or regression task, y represents

numbers indicating the predicted classes or numerical values.

fθ : Language model.

gφ : Time series model.

hψ : Vision model.

ℓ: Loss.

C = {ci}K
i=1: Codebook of K D-dimensional codewords ci ∈ RD to capture the latent

representations for VQ-VAE.

k: Quantized indices in VQ-VAE.

q: Text-based quantization process.
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B: Batch size in contrastive aligning.

γ: Temperature parameter for distribution concentrations in contrastive aligning.

z(·): Indirect tools generated by large language models.

B.5 Chapter 6: Semantic Context of Label Textual Names

D ′ = {(xi,ci)}N
i=0: HAR data in conventional methods, xi ∼X ,ci ∼ C , where X and

C denote the input space and the label space. Each sample of time series input is denoted as

xi ∈ RTi×v, where Ti is the length of the time series, and v is the number of measured variables.

The label space C contains C classes, and each label c is an integer from {1,2, · · · ,C}.

D = {(xi,yi)}N
i=0,xi ∼ X ,yi ∼ Y : dataset in SHARE, where data space X is the

same as conventional HAR methods, and Y denotes the label space in SHARE. We denote

yi = [yi1,yi2, · · · ,yiki] as a sample human activity label sequence, where ki is the length of the

label sequence yi. The label space Y contains C classes and M tokens.

fθ : X →Z ⊂ Rd: Time series encoder.

Z : Hidden space.

ĉi = fc( f (xi;θ)) ∈ RC: The distribution of the predicted label after fully connected layer

fc for conventional HAR model.

zi = f (xi;θ): Encoded representation.

gφ : Z → Y : The label structure-constrained decoder in SHARE.

Pφ : Conditional probability of decoding label yi from xi.

ŷi: Predicted label sequence.

B.6 Chapter 7: Combining Physical and Semantic Context

Ji: Joint i.

pJi,G : Positions mapped from time domain T to R3, defined in global frame G .

qJi,G L : Orientation quaternions mapped from time domain T to the Special Orthogonal
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Group SO(3), defined in Hamilton convention with subscript G L representing a frame rotation

from local frame L to global frame G .

vJi: Velocities.

aJi: Accelerations.

ωJi: Angular velocities.

⊗: Quaternion multiplication operator.

∗: Quaternion conjugate.

xJi: Motion time series, which can denote either aJi or ωJi .

nJi(t)∼N (0: Gaussian noise during simulation.

x̃Ji: Motion time series after adding Gaussian noise.

Rδ
Ji
∼ Uniform(SO(3)): Random rotation matrix.

x̂Ji: Augmented motion time series after applying random rotation matrix.

G = (V = {x̂Ji}Vi=1,Es = {(x̂Ji, x̂Jl)|(Ji,Jl)∈H },Et = {(x̂t−1
Ji

, x̂t
Ji
)}V,Ti=1,t=2): Input graph

representation. Nodes V contain skeleton joints with features X ∈ RC×T×V , where C,T,V

represent the number of signal channels, temporal steps and joint nodes. Spatial edges Es connect

adjacent nodes defined by the skeleton structure H and temporal edges Et connect temporally

adjacent frames.

M ∈ RC×T×V : Random mask during pre-training, where Mi ∈ RC×T is 1 if joint Ji is

selected, and Mi = 0 if joint Ji is masked.

X̃ = X⊙M: Masked input node features.

Xout: Spatial output features from graph network.

Ks: Spatial kernel size.

Kt : Temporal kernel size.

Ail
k : Whether node xJl belongs to the spatial convolution sampling subset S k

Ji
of node xJi .

Dii
k = Σl(Ail

k )+α : Normalized diagonal matrix. α is set to 0.001 to prevent empty rows.

Φk ∈ RC′×C×1×1: Weights of the 1×1 convolution operation with C′ denoting output

channel dimension.
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k: Number of generated paraphrases in text augmentation.

Y: The original text descriptions combined with the LLM-augmented ones.

fθ : Text encoder.

gφ : Graph encoder.

hψ : Linear classifier during fine-tuning.

B: Batch size.

γ: Temperature parameter that controls distribution concentrations.

ℓctr: Contrastive loss.

ℓce: Cross-entropy loss.

z: One-hot encoded labels.

D: Number of classes.

σ(·): The softmax operation.
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[22] Zalán Borsos, Raphaël Marinier, Damien Vincent, Eugene Kharitonov, Olivier Pietquin,
Matt Sharifi, Dominik Roblek, Olivier Teboul, David Grangier, Marco Tagliasacchi, and
Neil Zeghidour. Audiolm: a language modeling approach to audio generation, 2023.

[23] Barbara Bruno, Fulvio Mastrogiovanni, Antonio Sgorbissa, Tullio Vernazza, and Renato
Zaccaria. Analysis of human behavior recognition algorithms based on acceleration data.
In 2013 IEEE International Conference on Robotics and Automation, pages 1602–1607.
IEEE, 2013.

[24] S van Buuren and Karin Groothuis-Oudshoorn. mice: Multivariate imputation by chained
equations in r. Journal of statistical software, pages 1–68, 2010.

[25] Yifu Cai, Mononito Goswami, Arjun Choudhry, Arvind Srinivasan, and Artur Dubrawski.
Jolt: Jointly learned representations of language and time-series. In Deep Generative
Models for Health Workshop NeurIPS 2023, 2023.

[26] Defu Cao, Furong Jia, Sercan O Arik, Tomas Pfister, Yixiang Zheng, Wen Ye, and Yan
Liu. Tempo: Prompt-based generative pre-trained transformer for time series forecasting.
arXiv preprint arXiv:2310.04948, 2023.

[27] Hong Cao, Vincent YF Tan, and John ZF Pang. A parsimonious mixture of gaussian trees
model for oversampling in imbalanced and multimodal time-series classification. IEEE
transactions on neural networks and learning systems, 2014.

[28] Wei Cao, Dong Wang, Jian Li, Hao Zhou, Lei Li, and Yitan Li. Brits: Bidirectional
recurrent imputation for time series. Advances in Neural Information Processing Systems,
31:6775–6785, 2018.

161



[29] Yue Cao, Jiarui Xu, Stephen Lin, Fangyun Wei, and Han Hu. Gcnet: Non-local net-
works meet squeeze-excitation networks and beyond. In Proceedings of the IEEE/CVF
International Conference on Computer Vision Workshops, pages 0–0, 2019.

[30] Zhiwei Cao, Ruihang Wang, Xin Zhou, and Yonggang Wen. Reducio: model reduction for
data center predictive digital twins via physics-guided machine learning. In Proceedings
of the 9th ACM International Conference on Systems for Energy-Efficient Buildings, Cities,
and Transportation, pages 1–10, 2022.

[31] Ching Chang, Wen-Chih Peng, and Tien-Fu Chen. Llm4ts: Two-stage fine-tuning for
time-series forecasting with pre-trained llms. arXiv preprint arXiv:2308.08469, 2023.

[32] Ya-Liang Chang, Zhe Yu Liu, Kuan-Ying Lee, and Winston Hsu. Free-form video
inpainting with 3d gated convolution and temporal patchgan. In Proceedings of the IEEE
International Conference on Computer Vision, pages 9066–9075, 2019.

[33] Zhengping Che, Yu Cheng, Shuangfei Zhai, Zhaonan Sun, and Yan Liu. Boosting deep
learning risk prediction with generative adversarial networks for electronic health records.
In ICDM, 2017.

[34] Zhengping Che, Sanjay Purushotham, Kyunghyun Cho, David Sontag, and Yan Liu.
Recurrent neural networks for multivariate time series with missing values. Scientific
reports, 8(1):1–12, 2018.

[35] Changhao Chen, Xiaoxuan Lu, Andrew Markham, and Niki Trigoni. Ionet: Learning to
cure the curse of drift in inertial odometry. In Proceedings of the AAAI Conference on
Artificial Intelligence, volume 32, 2018.

[36] Changhao Chen, Peijun Zhao, Chris Xiaoxuan Lu, Wei Wang, Andrew Markham, and Niki
Trigoni. Oxiod: The dataset for deep inertial odometry. arXiv preprint arXiv:1809.07491,
2018.

[37] Chen Chen, Roozbeh Jafari, and Nasser Kehtarnavaz. Utd-mhad: A multimodal dataset
for human action recognition utilizing a depth camera and a wearable inertial sensor. In
2015 IEEE International conference on image processing (ICIP), pages 168–172. IEEE,
2015.

[38] Feng-Wen Chen and Chen-Wuing Liu. Estimation of the spatial rainfall distribution using
inverse distance weighting (idw) in the middle of taiwan. Paddy and Water Environment,
10(3):209–222, 2012.

[39] Kaixuan Chen, Lina Yao, Dalin Zhang, Xiaojun Chang, Guodong Long, and Sen Wang.
Distributionally robust semi-supervised learning for people-centric sensing. In Proceed-
ings of the AAAI Conference on Artificial Intelligence, volume 33, 2019.

[40] Kaixuan Chen, Dalin Zhang, Lina Yao, Bin Guo, Zhiwen Yu, and Yunhao Liu. Deep learn-
ing for sensor-based human activity recognition: Overview, challenges, and opportunities.
ACM Computing Surveys (CSUR), 54(4), 2021.

162



[41] Mingkang Chen, Jingtao Sun, Kazushige Saga, Tomota Tanjo, and Kento Aida. An
adaptive noise removal tool for iot image processing under influence of weather conditions.
In Proceedings of the 18th Conference on Embedded Networked Sensor Systems, pages
655–656, 2020.

[42] Tianqi Chen and Carlos Guestrin. Xgboost: A scalable tree boosting system. In Proceed-
ings of the 22nd acm sigkdd international conference on knowledge discovery and data
mining, pages 785–794, 2016.

[43] Xinlei Chen, Xiangxiang Xu, Xinyu Liu, Shijia Pan, Jiayou He, Hae Young Noh, Lin
Zhang, and Pei Zhang. Pga: Physics guided and adaptive approach for mobile fine-grained
air pollution estimation. In Proceedings of the 2018 ACM International Joint Conference
and 2018 International Symposium on Pervasive and Ubiquitous Computing and Wearable
Computers, pages 1321–1330, 2018.

[44] Xinyu Chen and Lijun Sun. Bayesian temporal factorization for multidimensional time
series prediction. IEEE Transactions on Pattern Analysis and Machine Intelligence, 2021.

[45] Yakun Chen, Xianzhi Wang, and Guandong Xu. Gatgpt: A pre-trained large language
model with graph attention network for spatiotemporal imputation. arXiv preprint
arXiv:2311.14332, 2023.

[46] Yuhua Cheng and Chenming Hu. MOSFET modeling & BSIM3 user’s guide. Springer
Science & Business Media, 1999.

[47] Belkacem Chikhaoui and Frank Gouineau. Towards automatic feature extraction for
activity recognition from wearable sensors: a deep learning approach. In 2017 IEEE
International Conference on Data Mining Workshops (ICDMW). IEEE, 2017.

[48] Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav Mishra,
Adam Roberts, Paul Barham, Hyung Won Chung, Charles Sutton, Sebastian Gehrmann,
Parker Schuh, Kensen Shi, Sasha Tsvyashchenko, Joshua Maynez, Abhishek Rao, Parker
Barnes, Yi Tay, Noam Shazeer, Vinodkumar Prabhakaran, Emily Reif, Nan Du, Ben
Hutchinson, Reiner Pope, James Bradbury, Jacob Austin, Michael Isard, Guy Gur-Ari,
Pengcheng Yin, Toju Duke, Anselm Levskaya, Sanjay Ghemawat, Sunipa Dev, Hen-
ryk Michalewski, Xavier Garcia, Vedant Misra, Kevin Robinson, Liam Fedus, Denny
Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim, Barret Zoph, Alexander Spiridonov,
Ryan Sepassi, David Dohan, Shivani Agrawal, Mark Omernick, Andrew M. Dai, Thanu-
malayan Sankaranarayana Pillai, Marie Pellat, Aitor Lewkowycz, Erica Moreira, Rewon
Child, Oleksandr Polozov, Katherine Lee, Zongwei Zhou, Xuezhi Wang, Brennan Saeta,
Mark Diaz, Orhan Firat, Michele Catasta, Jason Wei, Kathy Meier-Hellstern, Douglas
Eck, Jeff Dean, Slav Petrov, and Noah Fiedel. Palm: Scaling language modeling with
pathways, 2022.

[49] Ranak Roy Chowdhury, Jiacheng Li, Xiyuan Zhang, Dezhi Hong, Rajesh K Gupta, and
Jingbo Shang. Primenet: Pre-training for irregular multivariate time series. In Proceedings
of the AAAI Conference on Artificial Intelligence, 2023.

163



[50] Ranak Roy Chowdhury, Xiyuan Zhang, Jingbo Shang, Rajesh K Gupta, and Dezhi Hong.
Tarnet: Task-aware reconstruction for time-series transformer. In Proceedings of the 28th
ACM SIGKDD Conference on Knowledge Discovery and Data Mining, Washington, DC,
USA, pages 14–18, 2022.

[51] Hyunseung Chung, Jiho Kim, Joon-myoung Kwon, Ki-Hyun Jeon, Min Sung Lee, and
Edward Choi. Text-to-ecg: 12-lead electrocardiogram synthesis conditioned on clinical
text reports. In ICASSP 2023-2023 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP), pages 1–5. IEEE, 2023.

[52] Robert B Cleveland, William S Cleveland, Jean E McRae, and Irma Terpenning. Stl: A
seasonal-trend decomposition. J. Off. Stat, 1990.

[53] A. M. Collier-Oxandale, J. Thorson, H. Halliday, J. Milford, and M. Hannigan. Un-
derstanding the ability of low-cost mox sensors to quantify ambient vocs. Atmospheric
Measurement Techniques, 12(3):1441–1460, 2019.

[54] A. M. Collier-Oxandale, J. Thorson, H. Halliday, J. Milford, and M. Hannigan. Un-
derstanding the ability of low-cost mox sensors to quantify ambient vocs. Atmospheric
Measurement Techniques, 12(3):1441–1460, 2019.

[55] Kevin Cowtan and Robert G Way. Coverage bias in the hadcrut4 temperature series and
its impact on recent temperature trends. Quarterly Journal of the Royal Meteorological
Society, 140(683):1935–1944, 2014.

[56] Zhicheng Cui, Wenlin Chen, and Yixin Chen. Multi-scale convolutional neural networks
for time series classification. arXiv preprint arXiv:1603.06995, 2016.

[57] Maria Luı́sa Lopes De Faria, Carlos Eduardo Cugnasca, and José Roberto Almeida
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