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This dissertation seeks to develop novel neurorehabilitative therapies and neuropros-

theses for restorative treatments in stroke and spinal cord injury (SCI) individu-

als. Since standard physiotherapies and substitutive solutions only provide a limited

degree of restoration of the lost motor behavior in these individuals, novel brain-

computer interfaces (BCI) have been sought. To develop BCI systems for stroke and

SCI individuals, a high-performance electroencephalogram (EEG) based BCI system

was developed and tested under several conditions. This system utilized data-driven

decoding methodologies to obtain real-time control of several external devices. The

external devices that were integrated and tested with this BCI system include a hand

orthosis for stroke individuals with hand weakness, a noninvasive functional electrical

stimulation (FES) system for the treatment of post-stroke foot drop, a virtual real-

ity training environment to assess attempted or kinesthetic motor imagery of walking

control strategies, a robotic gait orthosis mounted on a treadmill for ambulation train-

ing after SCI, and a noninvasive FES device for overground walking for those with

paraplegia due to SCI. The BCI systems directed towards the treatment of stroke indi-

viduals focused on elementary motor behaviors common in chronic stroke individuals:

foot drop and hand weakness (i.e. grasping and extension of the hand). On the other

hand, the BCI systems for SCI individuals focused on ambulation after paraplegia.
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Finally, all systems were tested in both able-bodied individuals and those with stroke

or SCI to assess the performance, safety, and applicability of these devices.

All BCI systems allowed individuals to control the external devices purposefully in real

time. Furthermore, the BCI driven neurorehabilitative therapies and neuroprostheses

presented here allowed for stroke and SCI individuals to obtain real-time control of the

desired motor behavior using intuitive control strategies after only minimal training,

and individuals were able to maintain this high level of control after several days

to months. This provides preliminary evidence that neurorehabilitative therapies

and implantable neuroprostheses in stroke and SCI individuals are feasible. If future

studies are successful, these systems may provide noninvasive training platforms for

implantable neuroprostheses or noninvasive neurorehabilitative therapies for stroke

and SCI individuals, thus becoming novel restorative treatments.
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Chapter 1

Introduction and Background

1.1 Introduction

Brain-computer interface (BCI) systems have the potential to restore lost motor func-

tions in individuals with stroke, spinal cord injury (SCI), and traumatic brain in-

jury [9]. In a typical BCI system, electrophysiological signals are recorded from the

brain, analyzed in real time, and then translated into control commands for various

computer applications [7, 91], robotic manipulators [64, 105, 136], functional electrical

stimulation (FES) devices [103, 112], and other electro-mechanical devices. Thus, in

most biomedical applications where BCI technology has been implemented, the goal

has been for individuals who suffer from severe paralysis or locked-in syndrome to be

able to communicate via their brain waves and BCI computer [41].

Although BCI technology has been traditionally driven by applications for communi-

cation [41], this technology may also be used in motor restoration and neurorehabil-

itation. This may be done by strengthening the motor pathways between the brain

and desired motor output through some form of neural plasticity or Hebbian learn-
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ing [119]. Specifically, rehabilitation of the damaged pathways can foster reconnection

of damaged neural circuits through strengthening the residual synaptic connections

by coactivation of pre- and postsynaptic neurons [119]. By allowing the user’s neural

activity associated with the motor intention to be coupled with the desired motor be-

havior, the synaptic connections between the brain, spinal motor pools, and output

motor neurons, can be strengthened.

The concept of using BCI systems to restore lost motor functions by combining brain

intention with desired motor behaviors has been explored in our preliminary work [30,

34, 83, 81, 145] as well as in other research laboratories [17, 24, 64, 91, 100, 103, 105,

112, 136]. These studies typically focused on restoring motor behaviors in individuals

with stroke and SCI, and they used both invasive and noninvasive methods to acquire

brain signals. Additionally, the output devices that control motor behaviors in these

individuals typically included FES systems, virtual reality environments, and robotic

exoskeletons or manipulators. By augmenting or restoring the lost motor behaviors

through the use of these technologies with BCI systems, neurorehabilitative therapies

and the potential for functional motor improvements from BCI systems, as well as

their applications towards neuroprostheses, have been explored.

This dissertation seeks to develop BCI systems that explore neurorehabilitative ther-

apies and neuroprostheses for individuals with SCI and stroke. By integrating our

high-performance noninvasive electroencephalogram (EEG) based BCI system with

output devices that control motor behaviors such as FES systems and robotic or-

thoses, we have been able to successfully develop BCI systems for the treatment of

foot drop, hand weakness, as well as systems for overground ambulation. The follow-

ing sections and chapters will introduce BCI systems, applications of our BCI, and

stroke and SCI neurorehabilitation. Then, the common methodologies of our BCI

systems will be described, followed by an in-depth review of the BCI systems our

2



laboratory has developed for stroke and SCI neurorehabilitation. Finally, the future

work of these systems will be examined, as well as the future direction of BCI systems

for neurorehabilitation.

1.2 Background

1.2.1 Overview

BCI systems have traditionally been used as a means of communication for those

who have severe paralysis or are affected by locked-in syndrome [41]. However, more

recently, they have been used in motor restoration and the neurorehabilitation of

stroke [5, 15, 24, 118], SCI [44, 64, 112], and traumatic brain injury individuals [66].

The following sections will introduce BCIs, as well as some conventional applications

using BCI system developed by our laboratory. Then, the concept of motor restora-

tion and neurorehabilitation will be discussed to show how our BCI system can be

applied to the field of neurorehabilitation to restore motor movement in stroke and

SCI individuals.

1.2.2 Brain-Computer Interface Systems

In a typical BCI system, electrophysiological signals are recorded from the brain, ana-

lyzed in real time, and then translated into control commands for various applications

(Fig. 1.11) [41]. In most biomedical applications of this technology, the goal has been

for individuals who suffer from severe paralysis to be able to bypass the disrupted

motor pathways by operating prostheses directly from the brain. In addition, BCI

systems have become a valuable scientific tool for the biomedical field, as they allow
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brain functions to be studied in the context of brain-machine interactions.

Figure 1.1: Schematic of a typical BCI system.

Based on the way BCIs acquire brain signals, these systems can be classified as

either invasive or noninvasive. Invasive BCIs utilize either electrocorticogram (ECoG)

signals, where electrodes are placed beneath the dura (on the surface of the brain), or

action/local field potentials, which are recorded by intracortical electrode implants.

Even though these signals have higher spatio-temporal resolution and better signal-to-

noise ratios than scalp EEG recordings [92], obtaining these signals carry significant

health risks. Thus, the majority of BCI devices use noninvasive EEG to acquire brain

signals.

EEG signals are generated by cortical inhibitory and excitatory postsynaptic nerve

cell potentials that summate in the cortex and extend to the scalp surface, where they

are recorded as voltages [46]. Typically, these scalp-mounted electrodes are arranged

in an array (examples shown in Figs. 1.2 and 1.3), conditioned and amplified using a

bioamplifier, and then digitized for computer analysis, which usually involves further

signal processing and statistical data analysis. Once these signals are processed, a

machine learning algorithm or pattern recognition technique is used to extract infor-
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mation from the EEG data to control various devices (Fig. 1.1), such as a computer

cursor [100, 161], virtual keyboard for communication [125, 129, 130, 135, 138], virtual

reality environment [7, 91], FES devices [103, 112], robotic manipulators [64, 105, 136],

or other electromechanical devices.

Figure 1.2: Layout of 19 EEG elec-
trodes according to the 10-20 Interna-
tional Standard, where electrodes are
placed at 10% and 20% intervals ac-
cording to the nasion, inion, and left
and right preauricular reference loca-
tions [72].

Figure 1.3: Layout of 64 EEG elec-
trodes arranged according to the 10-
10 International Standard, where elec-
trodes are placed at 10% intervals ac-
cording to the reference locations.

One of the most common and widely studied application of EEG based BCI systems

is the virtual keyboard for communication, or the P300 speller system [41, 159]. Orig-

inally developed by Farwell and Donchin, [45], P300 speller systems rely on the P300

evoked potential [134], a positive deflection in EEG signals observed predominantly

over the parietal lobe that occurs ∼300 ms after the presentation of an infrequent

task-relevant stimulus, to control a virtual keyboard. These systems utilize the vi-

sual oddball paradigm [45], where participants are instructed to pay attention to a

target stimulus in a random sequence of target and non-target stimuli presented on

a computer screen. The participant’s intentions can then be decoded in real time

by detecting the presence of a P300 potential that coincides with the illumination of
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the target letter on the virtual keyboard. By repeatedly illuminating the letters in a

randomized fashion and detecting the corresponding P300 potentials, letters can be

selected individually from a virtual keyboard to convey messages. These systems are

potentially useful for individuals who suffer from locked-in syndrome [10] (i.e. those

who suffer from quadriplegia and anarthria with the preservation of consciousness

and vertical eye movement [132]) that cannot use residual movement based commu-

nication systems.

Other widely studied BCI applications attempt to restore motor function in indi-

viduals affected by paralysis due to stroke [5, 15, 24, 118], SCI [44, 64, 112], or

traumatic brain injury individuals. These systems sometimes utilize 1-D [86] and

2-D [161] (sometimes even 3-D [100]) cursor systems to train an individual to con-

trol his/her sensory motor rhythms so that they are eventually able to control the

cursor, and in turn the electromechanical device, purposefully in real-time. Other

types of these systems attempt to use actual or imagined movement to control a

BCI system through the use of sophisticated signal processing and machine learning

algorithms [11, 103, 112]. However, these systems may require extensive training,

so further investigation in movement based BCI systems for motor restoration is

required.

Cue vs. Self-Paced BCI Systems

In addition to being classified as either invasive or noninvasive, the BCI applications

mentioned above can also be classified into cue or self-paced BCI systems. In a

cue-paced BCI system, the user is only allowed to assume control of a device upon

presentation of a cue (i.e. outside of this time window, the BCI is not engaged).

On the other hand, self-paced BCI systems allow the participant to make their own

decisions on when to initiate control of the BCI. Another difference between cue-paced
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and self-paced BCIs is that the former uses spatio-temporal features, while the latter

uses spatio-spectral features to classify brain data. For instance, spatio-temporal

features are used in the P300 speller system because oddball and non-oddball EEG

signals are event-related potential [134] (as mentioned in Section 1.2.2) that are time-

locked to the stimuli. Conversely, self-paced BCI systems rely on spatio-spectral

features as there is no time-locked stimuli to be locked to during real-time operation,

only the user’s intention (e.g. imagery or attempted movement).

Self-paced BCI systems developed in our laboratory (Fig. 1.4) can be further catego-

rized as: i) motor imagery based, and ii) movement based. Motor imagery based BCI

systems require the participants to generate motor imagery (mental rehearsal of a

motor act or attempting the motor act without any motor output) in order to control

the output device. On the other hand, movement based BCIs require the participants

to use actual movement or residual movement to control the output device. These

BCIs will potentially target populations of users with preserved residual movement

(e.g. stroke survivors who suffer from foot drop or incomplete motor SCI), while

motor imagery based BCIs are targeted towards participants with complete motor

paralysis.

Despite the differences between self-paced and cue-paced BCIs, both types of systems

utilize signal acquisition, an open-loop training procedure, and classification (these

procedures will be described in Chapter 2). The details of our cue-paced BCI sys-

tem, the P300 speller [148], will be presented in Section 1.2.3 below, followed by a

description of the current research efforts in our invasive self-paced BCI study, the

ECoG-Robot project. The other projects presented in Fig. 1.4 (projects 3–7) will

be examined in the latter chapters, as they represent the current efforts towards the

neurorehabilitation of stroke and SCI individuals.
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Figure 1.4: Overview of the BCI systems currently in development by our laboratory.

1.2.3 Cue–Paced BCI Research

As mentioned in Section 1.2.2, one of the most robust and well studied EEG based

BCI communication systems is the P300 speller [41, 159]. However, in addition to

the P300 speller, there are other more recent applications to cue-paced BCI research,

such as BCIs that utilize the steady-state visual evoked potential (SSVEP) [2, 48, 101,

109, 166]. An SSVEP is elicited using a visual flickering stimulus (examples shown

in Fig. 1.5) that is modulated at a fixed frequency [101], and is characterized by an

increase in EEG activity over the occipital and parietal lobes at the specified stimulus

frequency. Typically, the flickering stimulus is generated using white fluorescent light

whose luminance is modulated between 6 – 13.5 Hz [101, 104]. The neural response

to these frequencies can be then be utilized in BCIs by having various visual targets

flashing at specific frequencies, each associated with a particular command [143]. This

has been successfully performed by various laboratories [2, 48, 101, 109, 166, 167], and

it has been shown that SSVEP based BCI systems can obtain information transfer
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rates (ITR, see definition in Appendix B.4) between 0.03 – 1.13 bits/sec [143].

Figure 1.5: Typical visual presentation for an SSVEP based BCI system, depicting
both the plain stimulus (left) and checkerboard stimulus (right) designs (e.g. those
described in [143, 166]).

Similar to SSVEP based BCI systems, P300 speller systems can also achieve high

ITRs (i.e. communication rates). Specifically, it was hypothesized in [45] that a P300

speller BCI system could achieve ITRs as high as 0.2 bit/s (or 2.3 characters/min).

However, while subsequent studies (e.g. [55, 87, 138, 161]) have managed to opti-

mize the original BCI spelling system and thus significantly improve its performance

beyond this value, the achieved ITRs are still relatively modest and fall well below

those of communication and/or control systems such as SSVEP [48] or systems that

rely on residual motor function (e.g. eye movements [70]). Whether used in spelling,

computer cursor movement, or other applications, it is generally accepted that the

ITR limit of EEG based BCIs is ∼1 bit/sec [159], which remains a major obstacle to

their adoption in both clinical and non-clinical applications. Thus, the goal of our

P300 speller research [148] was to determine if our BCI system could achieve ITRs

higher than those previously reported. This research allowed our lab to determine

how our BCI system’s performance compares to other laboratories.
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P300 Speller System

The cue-paced P300 speller system developed by our laboratory [148] investigated

the ITRs of able-bodied participants with little to no prior BCI experience. To this

end, 6 able-bodied participants performed 3 experimental sessions on 3 different days

over the course of 1 – 3 weeks. Within each daily session, participants performed

BCI spelling experiments at 3 different speeds, where a short training procedure

was performed followed by 1 – 3 online spelling sessions at each speed. The following

sections will briefly describe the experimental protocols, and will show how the results

of the study verified the high ITRs and performances of our P300 speller system.

Methods

As described in [148], each participant completed 3 experimental sessions over the

course of 1 – 3 weeks in which participants performed P300 spelling experiments at

3 different interface speeds (see Table 2 in [148]). For each speed, a short training

procedure was performed, followed by 1 – 3 online spelling sessions. Briefly, a training

procedure was first performed by having the participant pay attention to a specific

character from the speller matrix for 30 s (see Fig. 1.6 for the speller interface) while

their EEG was recorded at the following electrode locations: C3, Cz, C4, P3, Pz, P4,

O1, and O2 (see Fig. 1.2 in Section 1.2.2). Within this time frame, 42 characters were

illuminated randomly in groups of 6 in a block randomized fashion, i.e. after a single

cycle consisting of 7 illuminations, all 42 characters have been illuminated exactly

once. Upon completing the cycle, the groups were re-randomized, and the whole

procedure was repeated for 30 s. After this 30 s procedure, a short pause ensued,

during which the participant was instructed to pay attention to another character,

and the whole procedure was repeated for a total of 10 training characters. The whole
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training session lasted ∼7 min for each speed.

Figure 1.6: Screen capture showing the matrix of characters in the P300 speller
interface [148]. The illuminated characters are bold-faced and highlighted in pink.
The typing prompt (yellow) shows the spelling progress.

For the online spelling sessions described in [148], participants were instructed to

correctly spell the following sentence: THE QUICK BROWN FOX JUMPS

OVER THE LAZY DOG*. This sentence contains 44 characters, including spaces

and the symbol * at the end to exit the interface, and is an English-language pangram,

i.e. each letter of the English alphabet appears at least once in the sentence. In

the case of a typing error, participants used the backspace symbol (<) to delete

erroneously selected characters, and then proceeded with the correct sequence of

letters.

To spell the above sentence in a free-spelling mode [10] (meaning that participants

could choose letters rather than “copy spell” a pre-defined sequence), the BCI com-

puter illuminated characters in groups of 6 in the same manner as done in the training

sessions. In response to each illumination, an EEG trial was processed in real time and

classified (see Chapter 2 for specific methods). The interface continued illuminating
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these characters until an oddball trial was detected, in which the BCI computer then

transitioned to a single-letter pattern where individual characters from the selected

group were illuminated. Once an individual character was selected by classifying it as

oddball, the interface highlighted the selected character and paused for 3 s to let the

participant know of the decision. Note that the order in which the groups of letters

and individual characters illuminated was based on the character’s relative frequencies

in the English language [148]. Finally, the interface included the selected character in

the typing prompt (see Fig. 1.6) so that the participant could track his/her spelling

progress.

To determine the online performance of each session, the BCI system was modeled as

a binary communication channel (see Fig. 1.7) whose inputs are user intentions: o (se-

lect the highlighted character–oddball) and e (do not select the highlighted character–

non-oddball), respectively, and whose output are the decoded intentions: ô (select

character) and ê (do not select character). The transition probabilities between in-

puts and outputs was estimated from the training procedure.

Figure 1.7: Our P300 speller system [148] described as an asymmetric noisy commu-
nication channel [21].

Using the communication model in Fig. 1.7, the amount of information per transmis-

sion is given by the mutual information between inputs and outputs [21], i.e.

I(in, out) = H(out)−H(out|in) (1.1)
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The explicit formula for calculating Eq. 1.1 is given in Appendix B.4. The ITR can

then be calculated as: ITR = BI(in, out), where B is the number of transmissions

(i.e. character illuminations) per unit of time.

For each online session, the total time T to correctly type the benchmark sentence

(44 characters) was recorded by the BCI computer. The total time included the 3 s

pause after each selection that allowed participants to be notified of their selection,

track their typing progress, and visually locate the next desired character. This was

true regardless of whether a correct or incorrect selection was made. In addition, the

participants were required to correct the incorrect selections by backspacing. While in

this case, the selection of < (backspace) represents an intended action, so backspaces

were not counted as correct selections since their purpose is to merely rectify previ-

ously committed error(s). As stringent as these requirements are, they set a standard

for the definition of ITR that is completely immune to bit rate manipulations. More

formally, practical, error-free ITR is defined as

ITR =
Nc

T
log2 |A| (1.2)

where Nc is the number of correctly typed characters (44 in this study), and |A| is

the size of the alphabet (|A| = 42 in this study).

Results

The performances from the training sessions described in [148] revealed that classi-

fication rates as high as 97.4% (Table 3 in [148]) were achieved (see Chapter 2 and

Appendix A for methods). Furthermore, event-related potential analysis (obtained

by averaging oddball and non-oddball trials) consistently revealed that participants

utilized both the N200 and P300 potential, which were most visible on the occipital
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lobe ∼190 ms post-stimulus and ∼290 ms post-stimulus, respectively (see Fig. 1.8).

This is consistent with previously reported findings, e.g. [87] and [129].

Figure 1.8: Event-related potential of oddball (red) and non-oddball (blue) trials for
Participant 2, collected at the slow interface speed [148]. The error bars represent
the standard error of mean. Each panel is 18 µV × 300 ms, with the grid lines
corresponding to 200 and 300 ms post-stimulus.

In the online sessions, the ITR of each participant was determined by the total time

taken (T ) to correctly type the 44-character sentence and the formula presented in

Eq. 1.2. This performance measure revealed that all participants were able to achieve

their best results at the highest interface speed and were able to complete the task

within a 3.45 – 4.51 min time window (see Table 4 in [148]). Additionally, participants

were able to reach practical, error-free ITR values as high as 1.146 bit/s (Table 4).

This bit rate corresponds to correctly typing 12.75 characters per min, which includes

the time taken to backspace as well as the pause time for each character selection. A

movie of this high spelling performance can be seen at <http://www.youtube.com/

user/UCIBCI>, where the video is titled “High-performance EEG based BCI Speller”.

The high online performances indicate that participants who used our P300 speller

system can achieve ITRs considerably higher than those previously reported (see
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Table 5 in [148] for a comparison with prior studies [55, 87, 138, 161]). The best ITRs

achieved for the 6 participants are shown in Fig. 1.9. The figure also illustrates how

the achieved online performances compare to the theoretical lower and upper bounds,

given by the Fano bounds and channel capacity, respectively. This demonstrates that

the communication speed limit of P300 speller systems can be pushed using advanced

signal processing and information theoretic techniques. However, Fig. 1.9 also shows

that further improvement in performance is theoretically possible.

Figure 1.9: ITRs and classification accuracies for the 6 participants (A – F) in the
P300 speller study [148]. Note that the channel capacity (the upper limit of ITR)
and Fano Bounds (the lower limit of ITR) are shown, and the participants’ ITRs are
within these bounds.

Discussion

The results presented above disprove the assumption regarding the upper bound on

ITRs achievable by EEG based BCIs [126, 161]. Particularly, our P300 speller system

allows characters to be selected in an error-free fashion, with ITRs in excess of 3 bit/s

(c.f. Fig. 1.9), which is 3 times higher than the best bit rates achieved with similar

spelling systems [138], and nearly 3 times higher than those achieved with BCI 2-D
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cursor control [161] or SSVEP [48].

While superior online performances were achieved in this study, the P300 speller sys-

tem using our BCI has not been fully optimized. For example, as the users underwent

multiple experimental sessions, they became familiar with the character layout (see

Fig. 1.6), and felt that further reduction of the post-selection pause time (e.g. from

3 to 2 s) would not compromise the spelling accuracy. This step alone would reduce

the total spelling times by at least 43 s, and would increase the practical, error-free

ITRs by > 25%. Furthermore, implementation of a full word completion similar to

current text-messaging systems could further significantly increase the practical bit

rates. These improvements are straightforward and require very little development

effort, although some user training may be required.

In conclusion, the presented P300 speller system allows for error-free selection of

characters with sustained, online bit rates that are several-fold higher than those

that have been achieved with similar spelling systems. By using the ITR calculations

presented in Appendix B.4, we were able to quantitatively compare our online results

to other laboratories [55, 87, 138, 161] to better understand our system’s performance.

More importantly, the results invalidate the common assumption that ITRs of EEG

based BCI spelling systems are limited to ∼1 bit/sec [126, 159]. Since the parameters

of the present system were not completely optimized, it can be hypothesized that

further substantial improvements of both character selection and error-free ITRs can

be achieved. Many of these improvements are straightforward, while others may

require some user training. The results of this study also have significant implications

on the viability and adoption of EEG based BCIs in other applications.
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1.2.4 Invasive BCI Research

Due to the promising results of our P300 speller system research, our laboratory has

also performed extensive research on self-paced BCI systems. Particularly, we have

performed research using invasive ECoG recordings in humans for the “ECoG-Robot”

project depicted in Fig. 1.4 in Section 1.2.2 [37, 149, 150, 152]. This research focuses

on the ability of ECoG data to decode elementary upper extremity movements as

a means of determining appropriate control strategies for a BCI-controlled upper

extremity prosthesis or robotic manipulator. The reason for using a more invasive

recording technique (Fig. 1.10) instead of the more common and non-invasive EEG

technique in this research is because ECoG signals offer higher spatial resolution and

better signal quality [157]. This is important in movement based studies because

it yields superior signal characteristics that could allow for faster communication

rates [157] and multiple degrees of freedom for control [115]. Furthermore, although

action and local field potentials (LFPs) have an even higher resolution [62, 65] than

ECoG (Fig. 1.10 from [25] and [160]), they rely on intracortical implantation of micro-

electrodes, which is a more invasive surgical procedure. Thus, since ECoG has both

better long-term signal stability properties than LFPs and a higher spatial resolu-

tion than EEG, it may provide an ideal signal modality for a BCI-controlled upper

extremity prosthesis.

Other neurophysiological signal modalities, such as functional imaging techniques

(e.g. functional magnetic resonance (fMRI), functional near infrared spectroscopy

(fNIRS), magnetoencephalogram (MEG), or positron emission tomography (PET))

also fall inferior to ECoG for decoding elementary upper extremity movements. Most

notably, fMRI, fNIRS MEG, and PET are very expensive to perform and require

bulky equipment [127]. Furthermore, these functional imaging techniques all rely on

the measure of an increase in blood flow corresponding to increased brain activity.
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Figure 1.10: Neurophysiological signal modalities within the brain, which is further
described in [25, 160].

This is problematic, as these technologies can only detect relatively slow changes in

brain function, thus not making them ideal choices for fast communication [127] from

a BCI system.

ECoG Based BCI Research

The purpose of the ECoG based research on decoding elementary upper extremity

movements was to develop decoding and control strategies for a BCI-controlled upper

extremity prosthesis. In order to create a viable BCI prosthesis for upper extremity

tasks, movements such as finger movement [88, 94, 153], reaching [19, 154] and grasp-

ing [19, 164] are insufficient for restoring upper extremity movement functions, and in

turn, restoring independence to users. Moreover, the Functional Independence Mea-

sure TM [162] indicates that tasks required for independent living, such as dressing,
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toileting, and transferring, require complex upper extremity movements and unique

configurations. Thus, an ideal BCI-controlled upper extremity prosthesis will require

at least 6 degrees-of-freedom to restore independence to a user, as this requirement

was empirically determined in [120] for the above tasks.

The several studies outlined below examine the representation of 6 elementary fin-

ger, hand and arm movements in ECoG signals, and whether these movements can

be distinguished from one another. To accomplish this, the ability to decode idling

periods as well as movement periods were elucidated, as prior studies (e.g. [8, 88, 94])

have omitted this non-movement state. In addition, we improved on the ability to

decode movement trajectories continuously in real-time for each elementary move-

ment. Finally, the ability to distinguish between different elementary movements and

joints was investigated to determine whether a BCI control strategy for a 6 degrees-

of-freedom upper extremity robotic manipulator using ECoG can be developed.

Methods

Participants undergoing subdural ECoG electrode implantation over the primary mo-

tor cortex (M1) for epilepsy resection surgery evaluation were recruited for this study

from both the University of California, Irvine Medical Center and the Rancho Los

Amigos National Rehabilitation Center (see Fig. 1.11 for an example electrode place-

ment). Up to 64 channels of ECoG data were recorded (see Chapter 2 in Section 2.2

for signal acquisition), and the signals were acquired at 2048 Hz with common av-

erage referencing. The participants performed 6 elementary arm movements on the

side contralateral to their ECoG electrode implant: (1) pincer grasp and release, (2)

wrist flexion and extension, (3) forearm pronation and supinaton, (4) elbow flexion

and extension, (5) shoulder forward flexion and extension, and (6) shoulder internal

and external rotation. For the pincer grasp and wrist flexion/extension movements,
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the movement trajectory (position, velocity) was measured using a custom-made go-

niometer built by our laboratory [147]; for the remaining movements, the trajectories

were measured using a gyroscope (Wii Motion Plus, Ninetendo, Kyoto, Japan) and

microcontroller unit (Arduino, Smart Projects, Turin, Italy). The ECoG and tra-

jectory data were synchronized using a common pulse train sent to both acquisition

systems. Finally, for each movement type, the participant was tasked with perform-

ing 4 sets of 25 continuous movement repetitions, with each set intervened by a 20 –

30 s idling period.

Figure 1.11: Magnetic resonance image (MRI) of a participant in [149] ( c© 2013 IEEE)
with ECoG electrodes localized using the technique described in [151].

For each movement type, a decoding model consisting of a state decoder followed by

a trajectory decoder was developed [150, 152]. This allowed us to examine both the

non-movement versus movement states, as well as our ability to decode movement

continuously in real time. To develop these decoding models for each movement type,

the temporal relationship between the µ (8 – 12 Hz), β (13 – 30 Hz), low-γ (30 –

50 Hz) and high-γ (80 – 160 Hz) band powers and trajectories was explored in [152].

This was done by first calculating the logarithmic instantaneous power in each band:

Pn(t) = log |f(x2n(t))| (1.3)
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where xn(t) is the bandpass filtered ECoG signal (µ, β, low-γ, high-γ bands) at

channel n, and Pn(t) is its power, enveloped by a 1.5 Hz low-pass filter, f(.) [149,

150, 152]. Note that taking the logarithm of the powers equalized the otherwise

disparate power levels, especially between the µ and high-γ bands. This avoided

skewing the parameters of the state decoder described in [152] and Section 2.5 in

Chapter 2. Subsequently, Pn(t) was segmented into flexion, extension, and idling

epochs to examine the instantaneous power during these different states [149]. This

was done by analyzing the cross-correlations (Appendix B.2) during each movement

or non-movement type (idling epochs were calculated at zero lag) for all channels

across participants [149].

In addition to examining the instantaneous power, Pn(t) at flexion, extension, and

idling epochs, each of the band powers’ ability to decode the trajectories was also

examined. This led to the use of the high-γ band power (80 – 160 Hz) in [150], as

the instantaneous powers in this band were visually correlated with the trajectory

for several movement types. Specifically, a combination of classification and regres-

sion was used to decode the state and movement trajectories from this band power.

This approach resulted in trajectory decoding accuracies (i.e. cross-correlations, Ap-

pendix B.2) as high as 0.69. However, these accuracies were relatively modest and

had to be improved in order to better translate this feature into a control strategy

for a BCI-controlled 6 degree-of freedom upper extremity prosthesis.

The trajectory decoding of the high-γ band instantaneous power was improved in [152]

through the use of a continuous decoder, constrained by a dynamic movement model,

to decode the movement state trajectories. To this end, a Kalman filter based tra-
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jectory decoder was developed using the following dynamic model:

xk+1 = Axk + wk

yk = Cxk + nk

(1.4)

where xk ∈ R2×1 is the state consisting of the angular position, θ, and velocity, θ̇, k is

the current time step, AinR2×2 is the state matrix, and wk ∼ N (0,Σw) is zero-mean

Gaussian process noise with covariance Σw. Similarly, yk ∈ Rc×1 is the output (note

that yk = Pk), C ∈ Rc×2 is the output matrix, and nk ∼ N (0,Σn) is zero-mean

Gaussian measurement noise with covariance Σn. Both A and C are computed from

the data according to [163]. The Kalman filter was then constructed to compute the

position and velocity at the next time step [163]:

Σk+1 = [I − Lk+1C]
[
AΣkA

T + Σw

]
Lk+1 =

[
AΣkA

T + Σw

]
CT
[
C
[
AΣkA

T + Σw

]
CT + Σn

]−1 (1.5)

where Σ is the a posteriori error covariance and L is the optimal gain.

To assess the performance of the Kalman filter based decoder as well as our state

decoder (described in Section 2.5 of Chapter 2), the reconstructed trajectories, θ̂ and

˙̂
θ, were compared to the trajectories measured by the electrogoniometer or gyroscope,

θ and θ̇ [152]. This was accomplished by calculating the fraction of correctly decoded

idle and movement states, Pc, and the correlation coefficient of the movement, ρM .

Then, to determine the overall performance of both decoders using a single number,

a performance measure, PM , was developed:

PM =
ρMnM + P (I|I)nI

nM + nI
× 100% (1.6)

where nM and nI are the number of movement and idle state samples, respectively,
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and P (I|I) is the probability of correctly decoding the idling state.

The state and trajectory decoder described in [152] led to high state and decoding

performance measures, PM , across multiple degrees of freedom. However, the ability

to decode movement states across multiple joints and distinguish between movement

types still required investigation. To accomplish this task, the sensitivity and speci-

ficity of models for each elementary upper extremity movement were formally tested

in [37]. The sensitivity was defined as the accurate detection of movement of a par-

ticular joint, while the specificity was defined as the ability to distinguish movements

from one another.

For each of the 6 decoding models developed in [152] of each movement type, the

output of the classifier (details given in Appendix A.4) was compared to the class

identity of the test data, which generated the following confusion matrix:

Model\Test Ia Ma

Ia P (Ia| Ia) P (Ia|Ma)

Ma P (Ma| Ia) P (Ma|Ma)

(1.7)

The sensitivity of the model, defined as P (Ma|Ma), represents the probability of

decoding model a correctly classifying the occurrence of movement during task a.

For example, the highly sensitive model for the pincer grasp and release movement

would classify all epochs of pincer grasp movements as the movement class. Similarly,

P (Ia| Ia) represents the probability of correctly classifying the occurrence of idling

during the same task.

To assess the specificity of model a, ECoG data corresponding to task b (b 6= a) were
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classified using model a. This procedure generated the following confusion matrix:

Model\Test Ib Mb

Ia P (Ia| Ib) P (Ia|Mb)

Ma P (Ma| Ib) P (Ma|Mb)

(1.8)

Specificity was then defined as 1 − P (Ma|Mb), where P (Ma|Mb) represents the

probability of model a classifying movement b as movement a — an undesirable out-

come. For example, P (MPG|MW) would be high if the pincer grasp (PG) movement

model frequently classified the wrist flexion and extension (W ) movement as pincer

grasp movement, indicating the low specificity of the model. Note that this definition

deviates from specificity in the classical sense, which is defined as P (Ia| Ia). Hence, a

more appropriate name would be “cross-specificity,” although the term specificity will

be used in the results and discussion of this research since the contextual distinction

is clear [37].

Results

Visual inspection of the µ (8 – 12 Hz), β (13 – 30 Hz), low-γ (30 – 50 Hz), and

high-γ (80 – 160 Hz) instantaneous powers [152] revealed a burst of high-γ power

that was time-locked to every flexion or extension event, while the power P (t) during

idling appeared noisy and chaotic. This resulted in a high positive cross-correlation

for flexion epochs, a low correlation for idling epochs, and a high negative cross-

correlation for extension epochs [149]. As seen in [149] and Fig. 1.12, the high cross-

correlations using the high-γ power over the M1 brain area revealed that this band

power strongly encodes for upper extremity movements, and can be used to determine

the state of the movement (i.e. idle versus move).
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Figure 1.12: Lag-correlation diagram of Participant S2 for pincer grasp (top), elbow
flexion and extension (middle) and shoulder forward flexion and extension movements.
For each M1 electrode, the colors represent the cross-correlation at various lag times.
The dotted line indicates the initiation of movement. On the right is a representative
segment of P (t) (blue trace) and corresponding velocity, θ̇(t) (black), at the best M1
electrode [149] ( c© 2013 IEEE).

Further investigation of the high-γ instantaneous power in [150] resulted in the use

of classification and regression to decode trajectories of the movement state from

this input feature. This resulted in cross-correlations as high as 0.69, and trajec-

tories representative of Fig. 1.13. Also, the high classification accuracy of move-

ment versus idle state using this feature resulted in being able to detect wrist move-

ments in real time to drive the “wrist” of a robotic arm (video can be seen at

<http://www.youtube.com/user/UCIBCI>, where the video is titled “Electrocor-

ticogram (ECoG) based Brain-Computer Interface (BCI)”). However, as mentioned

previously, the trajectory decoding results presented in [150] and Fig. 1.13 were rela-

tively modest and required further improvement.
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Figure 1.13: ECoG-decoding from regression using the high-γ instantaneous power
approach (blue dashed line) and measured (red solid line) velocities during the shoul-
der flexion and extension movement for Participant S2 [150].

Based on the results described in [149] and the state and trajectory decoding results

described in [150], the trajectory decoding of the high-γ instantaneous power was

improved in [152] through the use of a Kalman filter based trajectory decoder. This

resulted in decoded trajectories representative of Fig. 1.14, and cross-correlations as

high as 0.76. In addition, the performance measures, PM , resulted in high state

and trajectory decoding accuracies, reaching accuracies as high as 91% for the pincer

grasping movement for Participant 3 [152].

The performances and cross-correlations of the Kalman filter based approach [152] in

comparison to the regression approach [150] revealed that the improved approach out-

performed the regression approach by a wide margin (average: ∼83%). For example,

the average cross-correlation of the Kalman filter based approach was 0.70 and 0.68

for position and velocity, respectively, while the average correlation of the velocity

using the regression approach was 0.58. This represents a significant improvement

with respect to velocity decoding, and led to relatively accurate trajectory decoding
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Figure 1.14: ECoG-decoded from the Kalman filter decoding approach (red thin line)
and measured (gray thick line) velocities during the pincer grasping movement for
Participant 3 [152] ( c© 2013 IEEE).

results.

Despite the accurate results presented in [152] and the improvement in trajectory

decoding, the ability to decode movement states across multiple joints and distinguish

between different joint movements still required investigation. This resulted in a

formal sensitivity and specificity test [37] for each upper extremity movement. The

results of this study revealed that the movements in all 6 tasks could be detected with

high sensitivity across participants (see the sensitivity Table I in [37]). Specifically, the

average sensitivity across all models for Participant S1 was 0.95 ± 0.03, and ranged

from 0.90 – 0.98. This was true for Participant S2 as well, who had an average

sensitivity of 0.98 ± 0.02 and ranged from 0.95 to 1.00.

Unlike the sensitivity of the decoding models, the specificity of the individual models

was very low. For example, the shoulder forward flexion and extension model classified

all instances of elbow movement as shoulder forward flexion/extension movements,
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yielding zero specificity (see P (ISFE|ME) in Table I in [37]). This means that a

BCI designed to decode shoulder movement could be operated by elbow movement,

potentially confusing the user’s movement intentions. However, the pincer grasping

model was specific with respect to shoulder flexion/extension movement, as it had a

specificity of 0.57. Furthermore, on average, the specificity of all models with respect

to all movements was 0.11±0.12 for Participant S1; for Participant S2, the average

specificity was 0.19±0.26. These average specificities are very low, and the specificity

during idling were very low, indicating that the ECoG signals during idling were very

similar across tasks. This is expected, however, given that idling behavior is similar

across tasks, so the low specificity of idling is considered a positive outcome.

Discussion

The results presented in [149] and shown above indicate that the high-γ instantaneous

power, P (t), is an important input feature for BCI decoding algorithms of upper

extremity movements from ECoG signals. Furthermore, when P (t) is only visually

inspected, the pattern of high-γ bursts (Fig. 1.12) can be seen with each flexion and

extension event. This indicates that such an input feature may significantly boost

the decoding accuracies of BCI algorithms. Also, the high classification accuracy of

movement versus idle state using this feature elucidates the ability to decode the

state of the movement. However, further examination of the trajectory decoding of

the movement using this feature was required and performed in [150] and [152].

Using the regression based trajectory decoding approach in [150], efforts towards

developing an appropriate trajectory decoding approach using the high-γ band in-

stantaneous power was improved and resulted high classification accuracies of idle

versus movement. However, the trajectory decoding cross-correlations were relatively

modest, so further improvement through the use of a Kalman filter based design was
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necessary [152]. This new method for trajectory decoding resulted in relatively high

state and trajectory decoding accuracies (i.e. performance measures, PM). In ad-

dition, the Kalman filter based approach outperformed the regression approach by a

wide margin, demonstrating the improvement in decoding model design. Even though

these results improved the trajectory decoding model design, the specificity of the de-

coder, or the ability to distinguish between movement types, was challenging using

ECoG recordings and our BCI decoding design. This warrants further investigation

in whether resolving movement states across multiple joints is possible.

The sensitivity and specificity results presented in [37] indicate that the decoding

model design is capable of high sensitivity for idle versus movement, but has low

specificity. In other words, the decoding model of each movement has a tendency of

confusing other movement types as its own movement. Only in some cases was this

confusion somewhat lower; however, the increased specificity for these instances is

likely due to the somatotopic, anatomical separation of finger from shoulder repre-

sentation areas on M1. Conversely, the somatotopic proximity of neighboring upper

extremity joint representation areas may explain why ECoG high-γ features under-

lying other movements appear to be similar and confuse the decoding models. To

alleviate this issue, the BCI upper extremity prosthesis may require the use of mini-

or micro-ECoG grids, or other neurophysiological signal acquisition techniques that

offer higher resolution signals.

In addition to the specificity issue described in [37], there are other issues underlying

the development of a BCI-controlled 6 degree-of-freedom upper extremity prosthesis.

First, the Kalman filter based trajectory decoder [152] would sometimes overshoot

the measured trajectory, which could be problematic during development because

the prosthesis itself imposes physical constraints. This overshoot can be mitigated by

imposing boundary conditions to the trajectory decoder that conform to the phys-
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ical constraints of the prosthesis. Secondly, the ability to decode multiple degree-

of-freedom movements largely depended on the grid placement, which caused some

participants to have only 1 or 2 degree-of-freedom movements accurately decoded.

As previously mentioned, this may be improved through the use of higher resolution

neurophysioligical signals such as micro- or mini-ECoG, which may further facilitate

proper 6 degrees-of-freedom BCI control of an upper extremity prosthesis. Finally,

even though the specificity of the decoding models may be improved through the use

of other methods or signal acquisition techniques, it will likely result in a reduction

in specificity. This problem can be avoided by sacrificing some degrees of freedom,

however, this may limit the applicability of a BCI-controlled upper extremity pros-

thesis.

In conclusion, the findings in [37], [149], [150], and [152] suggest that the high-γ power

band of ECoG signals can be used to accurately decode both the state and trajectory

for several movement types. The ability to decode these movements may lead to

BCI control of a 6 degrees-of-freedom upper extremity prosthesis, however, further

research in the specificity of movement types is required. Through research using mini-

or micro-ECoG, the decoding models presented above may increase in specificity by

increasing the separability of upper extremity movements across electrodes, which in

turn may provide a better decoding resolution.

1.2.5 BCI Systems for Neurorehabilitation

In addition to our ECoG-Robot research described above and depicted in Fig. 1.4, our

laboratory has focused on other self-paced BCI applications, particularly applications

for neurorehabilitation and motor recovery. Our high performance BCI system can

be used in neurorehabilitation applications by simultaneously activating the motor
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brain areas via our BCI, and the lower motor neurons of a damaged pathway via an

external device, such as a FES system. This may foster reconnection of the damaged

neural circuits through strengthening the synaptic connections by coactivation of pre-

and postsynaptic neurons [119]. In other words, by allowing the user’s neural activity

associated with the motor intention to be coupled with the desired motor behavior,

the synaptic connections between the brain, spinal motor pools, and output motor

neurons, can be strengthened. The following sections will describe the theory behind

these concepts, and how they can be exploited for the neurorehabilitation of stroke

and SCI individuals.

Neural Plasticity and Hebbian Learning

The concept of neurorehabilitation stems from the theories underlying neural plastic-

ity, which is defined as any change in neuron structure or function that is observed

either directly from measures of individual neurons or inferred from measures taken

across populations of neurons [155]. This definition specifies measurable change in

neuron structure or function, thus changes in behavior on their own are not a measure

of neural plasticity. Although these behavioral changes are mediated by neural plas-

ticity, they are not direct measures, and do not tell us exactly how the central nervous

system is adapting to the therapy. Conversely, neural plasticity measures alone do

not tell us how the behavior is adapting during the therapy. Therefore, we need both

sets of information to determine how neural plasticity supports improvements in mo-

tor function associated with neurorehabilition [155]. BCI systems may offer one such

novel approach by providing both sets of information through EEG or other neuro-

physiological signal acquisition techniques, and through functional behavior measures

before, during, and after the BCI therapy.

The use of neural plasticity to induce behavioral change originated from the theory
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of Hebbian learning [61]. Specifically, Hebbian learning plays an important role in

neural plasticity by strengthening synaptic connections when pre- and postsynaptic

neurons are coactive [61]. This may be accomplished when two neurons or groups

of neurons that have been disconnected by a lesion are activated at the same time

(see Fig. 1.15 from [119]). Simultaneous activation will take place if both neurons

are separately connected to a circuit whose neurons themselves are functionally in-

terconnected. When this circuit of neurons is activated, the two neurons that are

disconnected from each other are simultaneously activated [119]. Thus, Hebbian

learning may help explain how partially lesioned neural circuits can regain the orig-

inal pattern of connections, and therefore the cortical functions that they subserve

may be regained. Furthermore, there is abundant evidence [29, 136] that supports the

Hebbian principle that “cells that fire together, wire together”. This is an important

concept in neural plasticity and neurorehabilitation, as it helps define the framework

for therapies that attempt to optimize recovery mechanisms and allow for the greatest

functional gain.

There are other theories of neural plasticity in addition to Hebbian learning that may

explain how partially lesioned neural circuits can regain the original pattern of con-

nections, and thus regain the desired motor function. For instance, mechanisms that

support rapid plasticity may be the uncovering of latent or existing connections, ac-

tivating existing but silent synapses [12]. In addition, morphological changes such as

neurogenesis, synaptogenesis, or synaptic remodelling may provide a new substrate

and space for neuroplastic changes [12]. However, there is overwhelming evidence

that long-term potentiation and long-term depression, or changes in synaptic effi-

cacy within the cortex and elsewhere in the nervous system, plays an important role

in neural plasticity and motor learning. These concepts are closely related to Heb-

bian learning, as long-term potentiation and depression observations help explain the

key mechanisms required to observe Hebbian learning across neurons by allowing for
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Figure 1.15: Illustration of autonomous reconnection through Hebbian learning, sim-
ilar to the process presented in [119]. Circles represent neural groups, and lines repre-
sent tracts in the neural circuit. (A) A well-connected, intact neural circuit, (B) After
lesioning (by brain damage), the same circuit is still connected but not very densely,
(C) Some neural groups become activated through an external random process, (D)
The activation spreads through the circuit, where a Hebbian learning process forms
connections, (E) The process continues until the circuit is well connected in (F).

activity-dependent bidirectional modification of synaptic strength [16].

The application of Hebbian learning and other neural plasticity concepts in neurore-

habilitative therapies is not a trivial task. First, although there have been major

advances in neuroscience, we are still far from understanding the brain circuitry at

a level needed to place new neurons and synapses in the right places to restore lost

function after damage. Furthermore, identifying the specific neural circuits that en-

code for a particular movement or experience may be difficult to identify [155]. This is

because behaviors such as a motor task can engage multiple brain areas. For example,

learning a skilled hand movement engages the primary motor cortex, supplementary

motor cortex, premotor cortex, cerebellum, somatosensory cortex, and several sub-
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cortical areas. Finally, because neural plasticity is a dynamic process involving a

complex cascade of molecular, cellular, and structural events that change over time,

it is difficult to observe neural plasticity and its behavioral relevance during a therapy

even though functional and neural measures exist.

In addition to the above issues, neurorehabilitation therapies face several confounding

variables that can contribute to the level of functional improvement when treating

neurological injury or disease, such as stroke or SCI. These variables include the indi-

vidual’s health status, age, lifestyle, time after injury, and the nature and locus of the

central nervous system injury [155]. These factors compound to produce an extremely

diverse range of impairments even within the same injury domain (e.g. stroke or SCI),

and may lead to further heterogeneity in the way residual brain areas or spinal cord

connections adapt to the injury and potentially respond to the therapy through neural

recovery and compensation. However, different neural strategies, such as restoration,

recruitment, and training, can take advantage of the inherent functional redundancy

within the brain [155], thus inducing some form of neural plasticity.

Neurorehabilitative therapies that focus on motor recovery utilize all of the afore-

mentioned strategies to induce neural plasticity. Specifically, these types of therapies

are based on the hypothesis that synaptic plasticity mediates rehabilitation-dependent

functional reorganization within the central nervous system. Furthermore, since there

are many confounding variables and strategies for neurorehabilitation, we must rec-

ognize the importance of individualizing the therapy for each participant, and char-

acterize the specific behavioral and neural impairment profiles to guide this individu-

alization. By developing specific therapies for each individual, we may maximize the

opportunity for neural plasticity and ultimately enhance functional outcomes.
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Stroke Neurorehabilitation

The concept of using BCI systems as neurorehabilitative therapies for motor recovery

of stroke individuals has been explored by several research laboratories [5, 14, 15,

24, 118, 142]. These BCI-driven devices utilize movements of an orthosis [15, 118],

robotic manipulator [5, 14, 142] or directly via FES [24] to provide real time feedback

during simultaneous motor imagery or attempted movement. Specifically, the motor

imagery or attempted movement behaviors of an individual produce specific spatio-

temporal or spatio-spectral patterns of cortical oscillations, mainly observed over the

sensorimotor areas. These potentials or rhythms can be recorded via EEG [5, 24, 118,

142], magnetoencephalogram [15], or both [14], and then decoded and classified via a

computer to provide real time feedback to the user. By simultaneously activating the

brain areas of motor behavior with real time movement feedback, these systems may

re-engage the damaged neural circuits within the motor cortex by positively affecting

neuroplastic changes associated with the brain lesion [131].

There are different design strategies used in BCI neurorehabilitation to exploit learn-

ing mechanisms in the post-stroke brain. For instance, one design strategy for a BCI

system for the neurorehabilitation of stroke would be to promote neuroplasticity by

coupling a conditioned stimulus, such as a target on a cursor screen, and an uncon-

ditioned stimulus attached to a response, such as movement of an orthosis [15, 118]

or robotic manipulator [5, 14, 142]. Specifically, these BCI designs require spatio-

temporal patterns of cortical activity (i.e. event-related potentials) to be linked to

a specific task (i.e. target reaching with a screen cursor [14, 15]) and the external

device to be connected to the task. These cue-paced BCI systems [14, 15] simulate

the contingency between the cortical neuronal activation (the event-related potential)

and the spinal or subcortical neuronal activation (the movement induced by the ex-

ternal device triggered by the target stimulus). This may facilitate new activations
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between the cortical and subcortical neurons, and consequently motor functional re-

covery. However, this particular paradigm does not require specific motor actions or

behaviors of the participant, as these event-related potentials can be driven by other

movements or strategies by the user, thus negatively affecting neuroplastic changes.

Another example of a BCI design for stroke neurorehabilitation is a BCI system that

is integrated with a FES system for finger extension [24]. This BCI task requires

attempted or imagined finger movement to be integrated with FES of the finger that

then aids him/her in the motor action via an orthodromic response (i.e. in the an-

terograde direction, or away from the soma of the stimulating neuron). Additionally,

the electrical stimulation feedback from the antidromic response in the motor nerve

fibers (towards the soma) may reach the anterior horn cell, and possibly further up the

neuraxis [122] (Fig. 1.16 from [122]). This may help reinforce the connection between

the attempted or imagined finger movement with the desired movement by promot-

ing associations in secondary brain regions. If this task is repeated several times,

the probability of excitation of the perilesioned areas increases as the probability of

enhancing the desired movement increases. The association between the attempted

or imagined movement and the antrodimic stimulation towards the secondary brain

areas may facilitate functional recovery by increasing the probability of the desired

motor behavior.

Figure 1.16: Cartoon of the potential connections for neural plasticity within the
central nervous system after performing a BCI driven FES based therapy [122].
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It is still unclear how these BCI experimental designs influence brain plasticity. At

present, due to the wide heterogeneity of stroke individuals and their different lesion

sizes and locations [131], it is difficult to delineate how BCI systems influence the

promotion of neuroplasticity. Furthermore, it is unclear how the timing and duration

of the BCI driven feedback affects the functional outcomes of the therapy. Studies on

BCI based neurorehabilitative therapies for stroke should therefore consider using ob-

jective assessments of brain function to understand the persistent functional changes

in the brain induced by the BCI neurorehabilitative therapy. Understanding how the

brain reorganizes during a BCI based therapy may be crucial in understanding the

mechanisms underlying motor improvement, and may facilitate restorative [39] rather

than substitutive treatments for stroke recovery.

The facilitation of motor movement restoration after stroke is an important concept in

determining the design of BCI systems for stroke neurorehabilitation. Motor behav-

iors can be substituted, compensated, or restored (i.e. recovered) using different reha-

bilitation concepts. A motor behaviors can be substituted through alternative motor

elements, it can be compensated through adaptation of remaining motor elements, or

it can be recovered or restored through reacquisition of the motor behavior [93]. For

example, through substitutive rehabilitative methods, the motor behavior of walking

can be substituted by a wheelchair to provide ambulation after stroke. However, this

does not lead to the reacquisition of motor behaviors. Thus, all BCI designs should

attempt to restore or recover lost motor behaviors through influencing neuroplasticity

of the post stroke brain by coupling intention to the desired motor behavior.

SCI Neurorehabilitation and Neuroprostheses

Although SCI and stroke both involve the central nervous system, they differ in the

possibility to restore the disrupted neuronal connection through BCI neurorehabili-
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tative therapies. Particularly, spinal cord injuries are characterized by an irreparable

nerve lesion at the spinal level, while in stroke, the lesion occurs where tissues are

known to be plastic, such as cortical and subcortical structures of the brain [131].

Thus, restoring movement in individuals with SCI requires a bypass of the spinal

injury through incomplete or spared connections, while restoring movement in stroke

individuals would requiring positively affecting neuroplastic changes associated with

the brain lesion [131]. This is important in the design of BCI neurorehabilitative

therapies for SCI, as only incomplete SCI individuals may have any restorative ben-

efits from a neurorehabilitative therapy, while complete injury individuals may only

benefit from the BCI as a neuroprosthesis.

There has been considerable progress in the field of BCI systems for incomplete and

complete motor SCI individuals [64, 91, 103, 112]. These studies utilized invasive [64]

or noninvasive [91, 103, 112] techniques to acquire brain signals related to motor

imagery tasks. Although noninvasive techniques are easier to perform and are safer,

invasive techniques may provide a more direct channel of communication between

the central nervous system and the prosthetic device [50]. In addition to the varying

recording techniques, the aforementioned studies used different types of movement

feedback or virtual reality feedback [91] as their interface of the BCI. For instance,

the study in [64] used a robotic arm to provide upper extremity movement feedback

to tetraplegic individuals, while the studies in [103] and [112] used FES. Depending

on the end effector type (virtual reality feedback [91] or robotic arm movement [64]

versus FES [103, 112]), these studies also differed in the designs of the BCI driven

therapy.

The BCI systems in [112] and [103] relied on FES of the upper extremities to provide

movement feedback and antidromic stimulation. Specifically, the study in [112] used

EEG based BCI-controlled functional electrical stimulation of the fingers, hand, and
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forearm to allow a tetraplegic participant perform a reach and grasp task. This

was accomplished by performing different phases of repetitive foot motor imagery to

trigger different functions of the noninvasive FES device. The experiment resulted

in successful reach and grasp movements by the individual, and allowed the user to

drink a cup of water. However, this study relied on foot motor imagery to control

the device, so this BCI design may lead to maladaptive neuroplasticity in the brain

if used as a neurorehabiliative therapy.

The study in [103] performed grasping patterns of the hand using a FES device. The

stimulation device used in this study was the Freehand system (NeuroControl Cor-

poration, Valley View, OH), an FDA-approved, 8-channel, implantable FES system.

This device was set to perform lateral grasping movements, resulting in 3 grasp phases

of stimulation. These phases were triggered by a “brain switch”, or the detection of

only one brain pattern from EEG to initiate all phases of the stimulation. Unfortu-

nately, the control strategy for the “brain switch” used in this study also relied on

foot motor imagery.

The aforementioned BCI studies [103, 112] have successfully allowed for upper ex-

tremity movements in SCI individuals. However, these studies relied on unintuitive

control strategies [103, 112]. In order to design a BCI neurorehabilitative therapy or

an assistive device for this population, the BCI system should use intuitive control

strategies, such as grasping imagery for an upper extremity movement, to prevent

any maladaptive neuroplastic changes. Also, prior BCI studies on SCI individuals

have mostly focused on tetraplegic individuals and restoring movements to the up-

per extremities [64, 103, 112]. Lower extremity movements, such as foot movement

or ambulation, on SCI individuals with paraparesis or monoparesis has yet to be

investigated.

39



1.3 Significance of Work

1.3.1 Significance

The research presented in this dissertation uses our high-performance BCI system to

develop neurorehabilitative therapies and assistive devices for both SCI and stroke

individuals. Due to the heterogeneity of these injuries, the potential functional motor

improvements are unknown. However, by promoting neuroplasticity and functional

reorganization in these patient populations using our BCI system, our devices may

lead to motor function improvements and increased independence. This may in turn

improve their quality of life beyond that of current rehabilitation.

This dissertation also contributes significantly to the field of neurorehabilitation by

focusing on lower extremity movements. By testing the feasibility of BCI systems

for lower extremity movements in both stroke and SCI individuals, the potential

applications for neurorehabilitation in these populations have increased. Particularly,

our BCI system was applied to ambulation applications in SCI individuals. Since

most technological approaches for ambulation have been sought to substitute for the

lost motor functions, such as robotic exoskeletons [49], FES systems [52], or spinal

cord stimulators [60], there has yet to be any restorative treatments for walking. By

applying our BCI to different ambulation applications, our research may lead to novel

restorative approaches to walking, improving the quality of life in SCI individuals.

1.3.2 My Contributions

This dissertation represents a collaborative work performed by our laboratory. I was

mainly responsible for building and testing prototypes, conducting all BCI experi-
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ments, assisting with technical debugging, performing post-hoc analyses, writing the

manuscripts, and presenting our work at conferences. My colleague, Po T. Wang,

wrote the BCI software and assisted with technical debugging, prototyping, post-hoc

analyses, and writing the manuscripts. Finally, our co-principal investigators, Dr.

Zoran Nenadic and Dr. An H. Do, provided conceptual design, funding and support,

recruited participants, and assisted with the experiments and writing the manuscripts.

All projects were performed as a team effort, although my primary research focused

on the neurorehabilitation of ambulation after SCI (Chapter 4), while Po T. Wang

focused on our invasive BCI research (Section 1.2.4 above).
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Chapter 2

Common Methodologies

2.1 Overview

The following chapters will discuss our current efforts towards BCI systems for stroke

and spinal cord injury (SCI) neurorehabilitation. These systems (projects 3–7 in

Fig. 1.4) are all self-paced BCI systems, where they allow participants to generate

motor imagery or movements to control the output device in a self-paced manner

(i.e. they can decide when to initiate control). In order to allow participants to

control these output devices, our BCI systems use noninvasive electroencephalogram

(EEG) signals to acquire brain signals (Section 2.2). Then, through a brief open-loop

training procedure (Section 2.3), a prediction model for the classification of EEG

signals into “Idle” or “Move” states is developed using data-driven dimensionality

reduction techniques (Section 2.4). Once a prediction model is developed, a brief

online calibration procedure is performed (Section 2.5) to find the optimal parameters
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for online operation. Finally, self-paced or cue-paced online tests (Section 2.6) are

performed to assess the performance of the system by the user (Section 2.7). Note

that some of these tests are performed in a cue-paced manner to be able to perform

a complete feasibility assessment of the system, or are performed because the design

of the BCI system itself is cue-paced (i.e. the P300 speller system in Section 1.2.3 of

Chapter 1).

2.2 Experimental Setup and Data Acquisition

With the exception of our research using electrocorticogram (ECoG) signals (Sec-

tion 1.2.4), our BCI systems typically use EEG signals to acquire neurophysiological

information. Specifically, signals are acquired by a 19-channel (for the P300-Speller

system in Section 1.2.3) or 63-channel (for all of our other EEG based BCIs) EEG

cap arranged according to the 10-20 (19-channel cap) or 10-10 (63-channel cap) In-

ternational Standard, respectively. A layout of these caps can be seen in Fig. 1.3

of Chapter 1. In addition to these layouts, the chosen electrodes using 32 channels

of the 64 channel cap for the BCI systems described in Chapter 3 and 4 are shown

below in Fig. 2.1. This subset of electrodes removed “hat band” electrodes to prevent

electromyogram (EMG) artifacts from contaminating the EEG signals during move-

ments. The setup for the wireless EEG system that utilizes Bluetooth capabilities

only allows for 24 EEG signals to be recorded wirelessly, so the chosen electrodes

shown in Fig. 2.1 are utilized. This setup ensures that most of the brain areas can

be recorded by the EEG, and it also focuses on the motor cortex region, as these

electrodes are known to be important for imagined and attempted movement.

For the 19-channel cap, the EEG cap used (Compumedics USA, Charlotte, NC) has

19 sintered Ag-AgCl electrodes, as optimal electrode locations to detect the P300

43



Figure 2.1: EEG channels chosen for the 32 channel EEG setup for wired transmission,
and for the 24 channel setup for wireless EEG transmission. Note that these layouts
excluded “hat band” electrodes, which are susceptible to EMG artifacts.

evoked potential are already known. However, for the self-paced BCI systems, a

relatively novel BCI research field with not fully understood EEG features, a 63-

channel EEG cap with sintered Ag-AgCl electrodes (MediFactory BV, Heerlen, The

Netherlands) is used. Also, since some of these systems utilize actual movement to

control the BCI system, the 64-channel cap is immune to motion artifact because the

actively shielded electrodes minimize the electromagnetic interference due to cable

movements and mechanical vibrations. Finally, both EEG caps require conductive

gel (Compumedics USA, Charlotte, NC) to be applied to all electrodes and the 30-Hz

impedance between each electrode and the reference electrode must be maintained at

< 5–10 kΩ.

Once an EEG cap is mounted and the impedances between the electrodes and ref-

erence electrode are reduced, the EEG signals are amplified, band-passed filtered,

and digitized. For the 19-channel EEG system, this is done using a system of linked

single-channel EEG bioamplifiers (EEG100C, Biopac Systems, Goleta, CA), and the

signals are subsequently digitized using the MP150 data acquisition system (Biopac

Systems). For the BCI systems discussed in the remaining chapters that used the
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63-channel EEG cap, the signals are acquired using two linked 32-channel bioampli-

fiers (NeXus-32, Mind Media, Roermond-Herten, The Netherlands) to amplify (gain:

20), filter (0.01 – 50 Hz), and digitize (sampling rate: 256 Hz, resolution: 22 bits)

the EEG signals in a common average reference mode and synchronized with other

physical sensor acquisition systems (see Fig. 2.2 for the data acquisition schematic).

Finally, EEG signals from both systems are acquired using several Matlab scripts

(MathWorks, Natick, MA).

Figure 2.2: Schematic of our current data acquisition systems. EEG data, physi-
cal sensor data, and audio data are all synchronized by a common pulse train sent
by either the MP150 or Arduino microcontroller (SmartProjects, Turin, Italy) sys-
tems. The common pulse train is then routed back to the data channel of the EEG
bioamplifier and other acquisition systems to synchronize all data.

After mounting the EEG cap and preparing the signals for data acquisition, physical

sensors are mounted to detect the attempted or actual movement by the participant

and/or output device. These physical sensors include electrogoniometers [147], gy-

roscopes (L3G4200D, STMicroelectronics, Geneva, Switzerland), a Wii motion plus

(Nintendo, Kyoto, Japan), a laser distance meter (411D Laser Distance Meter, Fluke

Corporation, Everett, WA), or EMG sensors (Biopac Systems). For the motor im-

agery based BCI systems, an audio signal is used to determine the cue given to the

participant (Fig. 2.2), and assuming the motor imagery or idling task is being followed

by the participant. Finally, all neurophysiological, physical sensor, and audio data is
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synchronized by a common pulse train (the “sync” in Fig. 2.2) generated by either an

Arduino microcontroller (SmartProjects, Turin, Italy) or an MP150 data acquisition

system (Biopac Systems).

2.3 Training Procedure

To develop a prediction model for the classification of EEG signals, the BCI systems

require participants to undergo a short 10–20 min training session while EEG signals

associated with a cognitive process (e.g. P300 response, motor imagery, motor move-

ment) are recorded in an open-loop manner. More specifically, participants are seated

in a chair 0.8–1.0 m from a monitor while computer cues (Fig. 2.3) instruct the user

to perform a cognitive process while EEG data is recorded without providing any

feedback to the user. Then, the recorded EEG signals are combined/synchronized

using the M150 system or Arduino microcontroller, and segmented into class-labeled

trials using several Matlab scripts.

Figure 2.3: Example interface for the offline training session for BCI systems using
textual cues with visual feedback applied after each trial, in this instance, after each
“Idle” or “Move” trial.
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During the training procedure, participants are asked to remain still and refrain from

making any excessive movements or blinking. The experimenter monitors the EEG,

physical sensors, as well as the audio and synchronization signals while the participant

performs the movement or motor imagery tasks. This is performed to prevent any

excessive movement artifacts or blinking that may contaminate the EEG training

data for subsequent decoding model generation. If consistent movements or blinking

are observed, then the participant is asked to repeat the entire training procedure

without making the undesired movements. Finally, if excessive EMG artifacts are

observed during the training procedure due to face, neck and jaw muscles, these

channels are physically removed from the amplifier as well as from the analysis, as

common average referencing and feature extraction are susceptible to these artifacts.

2.4 Decoding Model Generation

2.4.1 Feature Extraction

Once the training procedure is completed and the EEG data is saved for offline anal-

ysis, a prediction model to classify “Class 1” and “Class 2” EEG signals is developed.

Briefly, the EEG and labeling signals are first aligned and merged using the synchro-

nization signal, and an iterative artifact rejection algorithm [30] is used to exclude

EEG channels with excessive EMG artifacts from further analysis. This is done by

removing those channels whose EEG amplitude exceeded an outlier voltage threshold

in more than 25% of the total trials. The outlier threshold voltage is nominally set to

6 standard deviations from the mean, and is adaptively changed to keep the number

of outlier trials below a pre-specified number (5% of all trials). This procedure is

repeated until no more channels can be removed. To minimize the effect of outliers
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on statistical estimates, robust (i.e. median-based) mean and standard deviations are

used [69]. Finally, upon artifact removal, the EEG data from the remaining channels

are split into each class using the audio signal or physical sensors for subsequent signal

processing and feature extraction.

Since both computer-paced and self-paced BCI systems use the same signal process-

ing and pattern recognition techniques, both systems use the methodologies described

in Appendix A. Specifically, both systems use a combination of classwise principal

component analysis (CPCA) [27], and approximate information discriminant anal-

ysis (AIDA) [26] or Fisher’s linear discriminant analysis (LDA) [47], to reduce the

dimension of the input data and extract its salient features. These pattern recogni-

tion and dimensionality reduction techniques typically result in the extraction of 1D

spatio-temporal or spatio-spectral features. A schematic of the individual steps to

this process are shown in Fig. 2.4.

Figure 2.4: Schematic of our current data-driven methods for feature extraction and
classification. Note that there are C channels and B time (frequency) samples per
channel in our cue-paced BCIs (self-paced BCIs), respectively.

For binary pattern recognition problems, CPCA projects high-dimensional data onto

a pair of subspaces locally adapted to individual classes. Due to its nonlinear (piece-

wise linear) nature, CPCA is well-suited for pattern recognition problems where

high-dimensional data are confined to a low-dimensional manifold, such as a binary

classification. In addition, unlike principal component analysis and other nonlinear

dimensionality reduction techniques [121], CPCA is a supervised learning technique,
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as it takes advantage of the known class labels (see Appendix A.3 for details on the

methodology).

In addition to CPCA, AIDA and LDA enhance the class separability of the remaining

m dimensions while reducing the dimension of the data. AIDA is an approximation

of an information-theoretic technique [106] that seeks a low-dimensional data pro-

jection by maximizing the mutual information between the class labels and data.

Unlike other computationally expensive information-theoretic techniques [106, 137],

AIDA and LDA retains the computational simplicity characteristics of linear, second-

order techniques. More specifically, the feature extraction matrix of AIDA, TDA

described below, is found through eigenvalue/eigenvector decomposition (details in

Appendix A.3).

Using the AIDA, LDA, and CPCA methods described above, the resulting low-

dimensional spatio-temporal/spatio-spectral features can be extracted by:

f ? = TDAΦC(d) (2.1)

where d ∈ RB×C is a single-trial of EEG data (B– the number of frequency bins, C–

the number of EEG channels), ΦC : RB×C → Rm is a piecewise linear mapping from

the data space into an m-dimensional CPCA-subspace, and TDA : Rm → R is an

LDA or AIDA transformation matrix. A detailed description of the CPCA, AIDA,

LDA, and related information-theoretic feature extraction techniques can be found

in [27, 26, 47, 106], and a recap of these techniques is given in Appendix A.3.
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2.4.2 Classification

For all of our BCI systems, the Bayesian classifier is implemented as the following

rule:

P (C1|f ?)
P (C2|f ?)

C1

>

<

C2

1 (2.2)

where P (C1 |f ?) and P (C2 |f ?) are the posterior probabilities of “Class 1” and “Class

2” given the observed feature, f ?, respectively. Note that these posterior prob-

abilities were calculated from the Bayes rule assuming Gaussian probability den-

sity functions with equal variances. Eq. 2.2 is read as: “classify f ? as Class 1 if

P (C1 |f ?) > P (C2 |f ?), and vice versa.” A detailed description of the Bayesian clas-

sifier as well as how to calculate the posterior probabilities for classification are given

in Appendix A.4.

The performance of the Bayesian classifier (Eq. 2.2), expressed as a classification ac-

curacy, can be assessed by performing stratified 10-fold cross-validation [85]. Briefly,

the EEG trials are randomly separated into 10 groups (folds) while the data from

9 of the 10 folds is used to train the parameters of CPCA, the choice of AIDA or

LDA and its corresponding parameters, and the Bayesian classifier. The data from

the remaining fold is then transformed into the feature domain and classified. This

is repeated until all 10 folds are exhausted, each time designating a different fold for

classification. The number of misclassified trials are then used to calculate the proba-

bilities of omission and false alarm errors. Finally, to estimate the standard deviation

of these errors, the 10-fold cross-validation procedure is repeated 5 to 10 times, each

time re-randomizing the grouping of trials into folds. Once this is completed and a
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performance is determined, the resulting parameters of the CPCA, choice of AIDA or

LDA procedure and its corresponding transformation matrix (TDA), and the Bayesian

classifier are saved for real time operation.

Once the features are extracted and a decoding model is generated, the linear Bayesian

classifier is implemented as a binary state machine for online BCI operation. As a

binary state machine (Fig. 2.5), these classes can be generally denoted as “Class 1”

(C1) and “Class 2” (C2) in Eq. 2.2. Note that for our P300 speller system, the classes

are defined as oddball or non-oddball (see Section 1.2.3 in Chapter 1). Similarly,

for the BCI systems for gait and ambulation (Chapter 4), the classes are defined as

attempted walking motor imagery or idling. For the BCI systems for stroke neurore-

habilitation (Sections 3.3 and 3.2 in Chapter 3), the two classes are defined as idling

or actual movement.

Figure 2.5: Schematic of our binary state machine, with classes “Class 1”, C1, and
“Class 2”, C2. Note that the posterior probability, P̄ (C2|f ?), is averaged over a sliding
average window of 1–2 s to reduce false transitions between states.

As depicted in Fig. 2.5 above and the hysteresis shown below (Fig. 2.6), two thresholds

are used to transition between each class. Specifically, the BCI system transitions to

the “Class 1” state when P̄ (C2|f ?) < TC1 , and transitions to the “Class 2” state when

P̄ (C2|f ?) > TC2 . Otherwise, the system remains in the current state. Note that these
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separate thresholds are utilized to reduce the number of false alarms and omissions

during online operation.

Figure 2.6: Hysteresis of our binary state machine, with thresholds TC1 and TC2

to transition from “Class 1” and “Class 2”. The BCI system transitions to the
“Class 1” state when P̄ (C2|f ?) < TC1 , and transitions to the “Class 2” state when
P̄ (C2|f ?) > TC2 .

2.5 Online Calibration

Prior to online testing for the self-paced BCI systems described in the remaining

chapters, a brief 2 – 5 min calibration procedure is performed to determine the op-

timal parameters for online operation. This step is necessary to reduce noise during

online BCI operation and to minimize the mental workload of the user. To this end,

segments of EEG data are acquired every 0.25 s and the most recent data segments

are combined into a data window with a duration of AD. This sliding window dura-

tion can be varied to make faster or more reliable decisions based on the EEG data.

The EEG data window of duration AD is then used as the input for the feature ex-

traction techniques described in Section 2.4.1. The posterior probabilities, P (C1|f ?)

and P (C2|f ?), are calculated using the Bayes rule in Eq. 2.2. To reduce the false

alarms and omission rates as well as make faster or more reliable decisions during
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online operation, the posterior probabilities are also averaged over a sliding window

duration of PD, P̄ (·|f ?). In addition, the posterior probability is compared to the two

thresholds mentioned above, TC1 and TC2 , to initiate state transitions (see Figs. 2.5

and 2.6).

The values of TC1 and TC2 , as well as other parameters for online operation (e.g. sliding

window durations PD and AD), are determined from the short calibration procedure

and brief familiarization session. Specifically, during both procedures, the system is

set to run in the online mode (with the external device disabled) as the participant

alternates between “Class 1” and “Class 2” states for 2 – 5 min. The values of P̄ are

then plotted in a histogram after the calibration procedure to empirically determine

the values of TC1 and TC2 . A sample histogram can be seen in Fig. 2.7. Note that

ideally, P̄ (C2|f ? ∈ C1) and P̄ (C2|f ? ∈ C2) should cluster around 0 and 1, respectively.

However, as long as these probabilities are separable, online BCI control should be

achievable.

Figure 2.7: Histogram of an online calibration session where P̄ (C2|f ? ∈ C1) are the
averaged posterior probabilities of “Class 2” given the features belong to “Class 1”,
and P̄ (C2|f ? ∈ C2) are the posterior probabilities of “Class 2” given the features
belong to “Class 2”.
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The brief familiarization online session with posterior probability feedback while the

external device is still disabled is performed after the histogram plotting session to

further fine-tune the threshold values TC1 and TC2 , as well as the sliding window

durations AD and PD. The two thresholds, TC1 and TC2 , are initially set as TC1 =

median{P (C2|f ? ∈ C1)} and TC2 = median{P (C2|f ? ∈ C2)}. Then, based on the

participant’s feedback and verbal cues given to the participant, the operator adjusts

these thresholds and the values of PD and AD as necessary. This step is implemented

to smooth the noisy state transitions, reduce false alarms and omissions, and allow

for faster and more reliable detection of both states.

2.6 Online Experiments

2.6.1 Online Signal Analysis

During online BCI operation, 0.25 s segments of EEG data are acquired and the av-

eraged posterior probabilities are calculated as explained above. For the self-paced

BCI systems, projects 3 – 7 in Fig. 1.4 and those described in the remaining chapters,

the power spectral densities (PSD) are calculated using the Fast Fourier Transform

(FFT) over a sliding data window with the empirically determined duration AD

(see Appendix A for details). This is then used as the input for the feature ex-

traction techniques described in Section 2.4.1. The posterior probabilities, P (C1|f ?)

and P (C2|f ?), are calculated using the Bayes rule in Eq. 2.2, and averaged over the

determined sliding window duration PD. Then, the averaged posterior probability,

P̄ (·|f ?), is compared to the determined thresholds TC1 and TC2 to make state transi-

tions or remain in the current state. Note that these decisions are made in a self-paced

manner, meaning the user can decide when to initiate state transitions through active
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movement or mental imagery.

Unlike the self-paced BCI systems, the cue-paced BCI systems in our laboratory,

such as our P300 speller system, utilize spatio-temporal features for classification

of oddball or non-oddball (see Section 1.2.3 in Chapter 1). This is because the

P300 speller system relies on the presentation of a cue followed by an event-related

potential to classify neurophysiological data into oddball or non-oddball states. Thus,

the EEG data does not need to use FFT to transform the data into the frequency

domain; rather, a 400 ms sliding window of data is used as the input for feature

extraction and classification in the temporal domain. Then, once 1-D features are

extracted, the instant posterior probabilities are calculated using the Bayes rule in

Eq. 2.2, and compared to a threshold that was determined using the training EEG

data. Specifically, this threshold represents the ratio of the costs associated with

false alarm and omission errors so that the Bayesian classifier minimizes the total

risk function [42, 148]. Finally, since the ratio of each class is not equal in the case

of the P300 speller system, the classifier with this determined threshold prefers to

make non-oddball decisions over oddball decisions, thus defaulting to make reliable

target letter decisions and reducing the number of false alarms, or undesired letter

selections, during online spelling.

2.6.2 Real-Time Experiments

To determine the performance of our BCI systems, several different online tests are

performed. For a complete feasibility assessment of a system and to determine the

level of real-time control of the BCI system, participants are often asked to perform

alternating epochs of “Class 1” or “Class 2”, i.e. “Idle” or “Move”, given computerized

textual cues [30, 34, 83] similar to Fig. 2.3. Although these BCI systems are considered
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self-paced systems, computerized cues are used to assess purposeful control and the

level of system performance given the known intended tasks. In addition, several

physical sensors and/or an audio signal are recorded and synchronized with the BCI

system (Section 2.2) to assess the performance of the output device and/or intended

movement. For the P300 speller system, the complete assessment of participants’

control is determined by having participants copy-spell a sentence that is free of

errors [148] (Section 1.2.3 of Chapter 1). On the other hand, to assess the performance

of BCI systems in a self-paced manner, other BCI studies in our laboratory use goal-

oriented tasks with virtual reality games [32, 81, 146, 145] or overground courses [80].

The details of these goal-oriented task will further be described in Section 4.3 and 4.5

of Chapter 4.

2.7 Performance Assessment

To assess the performance of the BCI systems in the remaining chapters, several

statistical tests are used. For the BCI systems that utilized computerized textual

cues to assess the performance, these systems compare epochs of intended movement

and BCI mediated movement. To accomplish this, there are two different methods

for comparing intention and movement. For the motor imagery studies or those

where movement intention is desired albeit ineffective (e.g. stroke or SCI studies),

the intended movement is determined by the state of the BCI and an audio signal sent

during each “Move” class epoch given by the computerized textual cues. Conversely,

for those studies where actual movement is used to control the BCI system, the

readings from the physical sensors are used to determine epochs of movement and

idling using a threshold crossing. A time series, x, describing intended movement, is
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thus defined as:

x[i] =


−1, if i ∈ C1

1, if i ∈ C2

(2.3)

where i = 1, 2, . . . , N, and N is the number of samples in the physical sensor trace. A

time series, y, describing the output control device movement, is defined in a similar

manner. The normalized cross-covariance function between the time series x and y

is then calculated as:

ρxy(m) =


N−m∑
n=1

xn+myn

N−m m ≥ 0
N+m∑
n=1

xnyn−m

N+m
m < 0

(2.4)

where m ∈ [−N + 1, N − 1] is the lag between the sequences x and y. The latency

between the two sequences is then found as the lag with maximal cross-covariance, i.e.

m? = arg max−L≤m≤L ρxy(m), where L is the lag cutoff. Subsequently, the temporal

correlation between x and y is found to be: ρ?xy = ρxy(m
?). A detailed description of

this performance measure can be found in Appendix B.2.

In addition to assessing the performance of the BCI system through cross-correlation,

the sequences x and y are also analyzed for false alarms and omissions (see Ap-

pendix B.5). A false alarm is defined as any BCI-mediated movement during a non-

movement intention epoch (as determined by the physical sensors or audio signal and

Eq. 2.3). Conversely, an omission is defined as the absence of any BCI-mediated

movements within a movement intention epoch.

To assess the significance of the online performances, an auto-regressive model is
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defined as [34]:

Xk+1 = αXk + βWk X0 ∼ U(0, 1)

Yk = h(Xk)
(2.5)

where Xk is the state variable, Wk ∼ U(0, 1) is uniform white noise, Yk is the simu-

lated posterior probability, and h is a piecewise linear saturation function that ensures

yk ∈ [0, 1]. The coefficients α and β are determined so that the mean, µ{Yk}, and the

“one off” lag correlation coefficient, ρ(Yk+1, Yk), match those of the posterior probabil-

ity sequence, P̄ , observed in the online sessions. The simulated posterior probabilities,

{Yk}, are then fed into the binary state machine (Fig. 2.5 in Section 2.4.2), resulting

in a simulated sequence of “Class 1” and “Class 2” (i.e. “Idle” and “Move” in the re-

maining Chapters) states. The cross-correlation between the intended movement and

the simulated BCI states is then calculated as explained above and in Appendix B.2.

This procedure is repeated for several Monte Carlo runs, typically 10,000 runs, for

each online session. The details of this procedure can be seen in Appendix B.3. Fi-

nally, an empirical p-value is then defined as the fraction of Monte Carlo runs that

achieved a higher temporal correlation than the online session’s ρ?xy.
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Chapter 3

Stroke Neurorehabilitation

3.1 Overview

The BCI systems for stroke neurorehabilitation, projects 3 and 4 in Fig. 1.4, utilize

attempted or actual movement to initiate the movement of an external device. The

BCI-Glove study mentioned in Fig 1.4, also described as the BCI driven hand orthosis,

utilizes actual movement of the hand to control the orthosis. In addition, the BCI-

functional electrical stimulation (FES) system (project 4 in Fig. 1.4), also known

as the BCI-FES system for foot dorsiflexion, utilizes actual foot movement in able-

bodied individuals and attempted, albeit ineffective, movement in stroke individuals

to operate the FES of the tibialis anterior to initiate foot dorsiflexion. Note that both

of these studies only focus on one type of attempted movement that is simple, and

both studies assess both the movement as well as the idle state (i.e. non-movement)

of each of these behaviors. The reason behind utilizing both movement and non-

movement states to control the BCI systems is to prevent potential positive feedback

from occurring during activation of the external device.

59



In order to develop these systems as a stroke neurorehabilitative therapy, each move-

ment or non-movement state is controlled in real time over a long period of time (e.g.

each epoch of the states lasts for several seconds). The reason for this sustained move-

ment or non-movement is due to the need for coactivation to occur during each state,

thus hopefully capitalizing on the Hebbian learning and neuroplasticity principles that

can lead to functional improvement (Section 1.2.5 of Chapter 1). Furthermore, since

significant latency can occur between the attempted movement and non-movement

caused by the BCI driven external device, the sustained movement or non-movement

state allows for the potential coactivation of the upper and lower motor neurons to

occur during the steady state response of the system.

3.2 BCI Driven Hand Orthosis

A common functional deficit that affects more than one third of chronic (> 6 months

post-ictus) stroke survivors is distal upper extremity weakness, i.e. hand weak-

ness [74]. Despite intensive treatment and spontaneous recovery, significant functional

recovery of hand weakness after the first 6–8 months in these individuals is uncom-

mon [43], and there are only limited treatments for chronic individuals (e.g. bilateral

arm training [97], constraint-induced movement therapy [139, 158], or both [96]).

Also, these therapies often require the individual to have residual movements in their

hand (for constraint-induced therapy, a minimum of 20◦ of active wrist extension and

10◦ of finger extension [139]), and thus are not applicable for stroke individuals with

severe upper extremity weakness. Therefore, to address these issues, novel treatments

such as BCI neurorehabilitative therapies for chronic stroke individuals with distal

upper extremity weakness have been sought.

To develop a BCI neurorehabilitative therapy for chronic stroke individuals with
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hand weakness, the underlying attempted (albeit ineffective for those with severe

limb weakness) neurophysiological activity must be coupled with the same move-

ment from an output device, such as an FES system or an orthosis. This has been

tested by several other laboratories using different output devices and control strate-

gies, for instance, a magnetoencephalogram based BCI driven hand orthosis [15], a

BCI-FES system for finger movement [24], and a BCI driven and arm orthoses [118].

However, these existing BCI upper extremity systems require bulky and expensive

equipment [15], extensive training (e.g. days [118] or weeks [24]), selection of brain

areas based on able-bodied anatomy [24, 118], or do not account for BCI control

during both movement and non-movement states [15, 118]. In order for a more ap-

plicable neurorehabilitative treatment, a BCI system should be inexpensive, operable

after only minimal training, able to accommodate for brain remodeling after stroke,

and controllable during both movement and non-movement states.

The methods described below demonstrate that purposeful real-time control of an

electroencephalogram (EEG) based BCI system during both movement and non-

movement states can be achieved after ∼20 min of training [78, 83]. Furthermore,

the data-driven decoding approach described in Chapter 2 allows for participant-

specific brain areas to control the BCI system, which can accommodate for brain

remodeling after stroke.

3.2.1 Methods

Overview

The BCI system described in Chapter 2 was integrated with a hand orthosis [102].

However, in order to determine the feasibility of such a system as a neurorehabilitative

therapy, this device was tested on several able-bodied participants in a contralateral
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control paradigm [78, 83]. This entailed participants performing voluntary movements

of one hand to elicit BCI control of the orthosis mounted on the opposite (contralat-

eral) hand (see Fig. 3.1 for an overview schematic of the system and contralateral

control paradigm). Note that unlike an ipsilateral control paradigm, this approach

separates voluntary and BCI-mediated hand orthosis movements, thus facilitating an

accurate performance assessment of the system. Finally, to assess the attainment

of purposeful control using this paradigm, participants’ performances of the online

sessions were compared to Monte Carlo simulations (described in Appendix B.3).

Figure 3.1: Schematic of the BCI driven hand orthosis system [78]. The participant
performs repetitive hand grasping of one hand to elicit BCI driven hand orthosis
movement of the other hand. Shown in the schematic are the EEG cap and am-
plifier, the 2 electrogoniometers mounted on each hand to measure hand movement
via a microcontroller, a monitor to display textual cues, and the orthotic glove and
controller [102] used to control the grasping and extension of the opposite hand.
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Participant Recruitment and Data Acquisition

This study [78, 83] was approved by the University of California, Irvine Institutional

Review Board. Able-bodied participants who are generally healthy with no history of

neurological conditions were recruited and gave their informed consent to participate.

As described in Section 2.3 of Chapter 2, each participant was seated in a chair∼1 min

from a computer monitor that displayed textual cues (Fig. 2.3 in Section 2.3). EEG

was recorded using the 63-channel EEG cap described in Section 2.2 of Chapter 2.

With the exception of the 1st participant, whose methods and results are described

in [83], all other participants used the 32 electrodes shown in Fig. 2.1 of Section 2.2

of Chapter 2. Finally, except for Participant 3, whose 30-Hz impedances between

each electrode and the reference electrode were ∼50 KΩ, all other participants had

their impedances reduced to <10 KΩ. The EEG signals were then streamed in real-

time to a computer and re-referenced in a common average mode using the NeXus-32

bioamplifier (MindMedia, Roermond-Herten, The Netherlands).

The voluntary and orthosis-mediated movements were measured by custom-made

electrogoniometers [147] mounted on the metacarpophalangeal joint of the middle

fingers (see Fig. 3.1). However, unlike in [147], the 2 bi-directional flex sensors that

were integrated with voltage dividers were acquired using an Arduino Uno micro-

controller (Arduino, SmartProjects, Turin, Italy). The electrogoniometer system was

then synchronized with the EEG system by a common pulse train generated by the

microcontroller (see Fig. 2.2 and Section 2.2 of Chapter 2). Finally, custom-written

Matlab (MathWorks, Natick, MA) programs were used for data acquisition and anal-

ysis of all systems.
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Training Procedure and Decoding Model Generation

To generate EEG decoding models for each participant, each participant was in-

structed via computerized textual cues (shown in Fig. 2.3 of Section 2.3 in Chapter 2)

to perform 200 6-s-long alternating epochs of idling and repetitive hand grasping while

their EEG and electrogoniometer signals were recorded [78, 83]. Specifically, when

instructed to “Grasp”, the participants pumped their fist contralateral to the hand

orthosis at a comfortable pace. When instructed to “Idle”, participants relaxed their

hand and remained still. The hand with the orthosis remained idle the entire time.

The total duration of this procedure lasted ∼20 min.

Once the training procedure was performed, EEG decoding models were developed

using the methods described in Section 2.4 of Chapter 2. Briefly, the EEG and elec-

trogoniometer signals were first aligned and merged using the synchronization signal

generated by the microcontroller. The EEG data were then segmented into ∼5.25-

s-long trials of “Idling” and “Grasping” using the electrogoniometer signals. Note

that the 1st 0.75 s of each training epoch were removed to avoid the effect of visual

response from the cues. In addition, those channels whose voltages were excessively

contaminated with electromyogram (EMG) artifacts were removed using the itera-

tive artifact rejection algorithm described in Section 2.4.1 of Chapter 2. The power

spectral densities (PSD) of the remaining channels and trials were calculated in 2-Hz

bins from 8-30 Hz (6-30 Hz for Participant 1 in [83]) using the Fast Fourier Transform

(FFT) described in Appendix A.1. The dimension of the input data was then reduced

using classwise principal component analysis (CPCA, described in Appendix A.3 and

Section 2.4.1), and discriminating features were extracted using either approximated

information discriminant analysis (AIDA) or linear discriminant analysis (LDA), de-

scribed in the same appendix and section mentioned above). Once the single-trial

data were reduced to a 1-D spatio-spectral feature, the linear Bayesian classifier de-
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scribed in Section 2.4.2 of Chapter 2 and in Appendix A.4 was designed in the feature

domain to classify the input feature as “Idle” or “Grasp”. The performance of the

Bayesian classifier, expressed as a classification accuracy, was assessed using stratified

10-fold cross-validation described in Section 2.4.2 of Chapter 2 and in Appendix B.1.

Finally, this cross-validation procedure was also used to determine the parameters and

methods for the participant-specific EEG decoding model for online BCI operation.

Online Signal Analysis and Calibration

During online BCI operation, segments of EEG data were acquired every 0.25 s and

the most recent data segments were combined into a data window with a duration of

AD, as described in Section 2.5 of Chapter 2. The PSDs of this data window were

then used as the input for the feature extraction techniques described in Appendix A.3

and Section 2.4.1 of Chapter 2. Finally, the posterior probabilities were calculated

using the Bayes rule (Eq. 2.2 in Section 2.4.2 of Chapter 2, and in Appendix A.4),

and were averaged over a sliding window with a duration of PD, as described in

Section 2.5 of Chapter 2.

To determine the optimal parameters for online operation, and to minimize the false

state transitions of the binary state machine (Figs. 2.5 and 2.6 in Section 2.4.2 of

Chapter 2), a brief calibration procedure was performed. As previously mentioned,

this was performed by allowing the BCI system to run in the online mode (with the

hand orthosis disabled) while the participant alternated between idling and voluntary

hand grasping for ∼5 min. The two thresholds were initially set as the median of

the posterior probabilities given the known class of the input feature, and were fine-

tuned using a brief familiarization online session without feedback (see Section 2.5

of Chapter 2). Finally, the durations AD and PD were also fine-tuned during the

brief familiarization online session to minimize the false state transitions and latency
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between the voluntary hand movement and BCI system’s binary state machine re-

sponse.

BCI Driven Hand Orthosis Integration and Online Performance Assess-

ment

The electrically actuated, cable-driven hand orthosis described in [102] consists of a

leather glove with a finger actuation system and a controller (see Fig. 3.2). Prior to

online experimentation, this device was mounted on each participant. The parameters

of the orthosis were then set to a 0% voltage value for flexion and a 100% voltage value

for extension for all participants (i.e. the absolute minimum and maximum potential

flexion and extension voltage values the orthosis device was capable of), since these

participants were all able-bodied and could fully flex/extend their hand [78, 83].

Furthermore, note that both right-hand and left-hand orthoses were available during

the time of the study. However, regardless of their handedness, the orthosis used was

determined based on the availability of the device. Finally, to assess the real time

control of the BCI driven hand orthosis, electrogoniometers [147] were mounted over

both the hand orthosis and the opposite hand, as explained above, and their signals

were recorded during the online performance assessment sessions.

Figure 3.2: Image of the hand orthosis [102] used in the study [78, 83].

66



After calibrating the BCI and hand orthosis, participants operated the BCI system

in real time over multiple online sessions while their EEG and electrogoniometer

data were recorded. For each online session, participants were instructed via the

computerized textual cues to perform 20 alternating 10-s-long epochs of idling and

voluntary hand grasping for a total of 200 s. The transition to the “Idle” state resulted

in the extension (opening) of the hand orthosis, while the transition to the “Grasp”

state triggered the grasping (clenching) of the orthosis.

To assess the performance of each online session, cross-correlation analysis between

the electrogoniometer signals corresponding to the voluntary and orthosis-mediated

movements was performed. This procedure is described in Appendix B.2 and Sec-

tion 2.7 of Chapter 2. In addition to the maximal temporal correlation and the lag

with maximal cross-correlation, the number of false alarms and omissions were cal-

culated for each online session. A false alarm was defined as the initiation of a BCI

driven hand orthosis response within any idling epoch of the opposite hand. Con-

versely, an omission was defined as the absence of a BCI driven hand orthosis response

within any voluntary hand grasping epoch. A detailed description of how the false

alarms and omissions were calculated can be found in Appendix B.5 and Section 2.7

of Chapter 2.

To determine the significance of the online performances, an autoregressive model

described in [34], Section 2.7 of Chapter 2, and Appendix B.3, was defined. This

model generated simulated and randomized posterior probabilities that matched the

posterior probability sequence observed during the online session. The simulated

posterior probabilities were then fed into the binary state machine described in Fig. 2.5

of Section 2.4.2 of Chapter 2, resulting in a simulated sequence of “Idle” and “Grasp”

states. The cross-correlation between the voluntary movement electrogoniometer data

and the simulated BCI states was then calculated as explained in Appendix B.2. This
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procedure was repeated for a total of 10,000 Monte Carlo runs for each online session.

An empirical p-value was then defined as the fraction of Monte Carlo runs that

achieved a higher temporal correlation than the online session being analyzed.

3.2.2 Results

Six able-bodied participants gave their informed consent to participate in the study [78].

Their demographic data are shown in Table 3.1. Note that the hand orthosis for each

participant was not chosen based on handedness; rather, it was based on which of the

two devices was available at the time of the experiment.

Table 3.1: Demographic data of the study participants, including gender, age, hand-
edness (i.e. preferred hand), hand used for the orthosis, and hours of BCI experi-
ence [78]. Note that Participant 1 has more detailed data described in [83] ( c© 2011
IEEE).

Participant Sex Age Handedness Orthosis Hand Hours BCI Experience
1 F 24 Left Left 10
2 M 21 Left Right 0
3 F 20 Right Right 0
4 M 20 Right Right 0
5 M 22 Right Right 0
6 M 21 Right Right 0

Offline Performances

After the participants underwent the offline training procedure (described in Sec-

tion 2.3 of Chapter 2), participant-specific EEG decoding models were generated as

described in Section 2.4.1 of Chapter 2 and Appendix A.3. Each participant’s chosen

parameters, number of retained EEG channels, and optimal methods are given in Ta-

ble 3.2. Cross-validation (described in Section 2.4.2 of Chapter 2 and Appendix B.1)

of these models resulted in classification accuracies that ranged from 83.7% to 98.7%
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(Table 3.2), all significantly above the chance level (50%). Finally, the average offline

classification accuracy across all participants was 92.5±4.8% (n = 6).

Table 3.2: Offline decoding accuracy (chance = 50%) and parameters across partici-
pants. The frequency range, feature extraction method (AIDA or LDA), and number
of channels are listed, as these parameters were participant-specific [78, 83]. Note
that Participant 1 used a 64 channel EEG system [83], while all other participants
used a 32 channel EEG system [78].
Participant Freq. Range (Hz) Method No. Channels Decoding Accuracy

1 6-30 CPCA+AIDA 63 95.3±0.6%
2 8-30 CPCA+AIDA 29 95.5±0.5%
3 8-30 CPCA+LDA 23 83.7±1.2%
4 8-30 CPCA+LDA 30 98.7±0.4%
5 8-30 CPCA+AIDA 31 92.0±0.8%
6 8-30 CPCA+LDA 32 89.8±0.6%

The EEG decoding models revealed that salient features for classification for Par-

ticipant 1 were over the C3 electrode at 19 Hz (i.e. the β-band) [83]. The feature

extraction maps, depicting this salient feature, can be seen in Fig. 3.3. Note that

this participant performed voluntary right hand grasping to control the BCI hand

orthosis system. This resulted in a salient feature over the contralateral (left) side of

the brain, electrode C3, and a less salient feature over the ipsilateral (right) side of

the brain, over electrode C4.

For those participants who performed left hand grasping [78], the EEG decoding

models revealed salient features over the C4 and C6 electrodes from 9–19 Hz (i.e.

the µ and low-β bands) [78]. A representative example of these salient features can

be seen in Fig. 3.4 for Participant 5. Particularly, Participant 2 had salient features

over the C4 electrode at 9 Hz, Participant 3 had salient features over the C4 and

C6 electrodes at 11 Hz, Participant 4 had salient features over the CP3 and CP5

electrodes at 13 Hz, Participant 5 had salient features over the C6 electrode at 11

Hz (Fig. 3.4), and Participant 6 had salient features over the C6 electrode at 19 Hz.

With the exception of Participant 4, all participants’ salient EEG features were over
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Figure 3.3: Representative feature extraction matrices (CPCA+AIDA) in the 18–20
Hz bin shown as images [83] ( c© 2011 IEEE). Two images underlie the piecewise
linear structure of the CPCA feature extraction method. Dark colors (red, +1, and
blue, -1) represent the areas that were most informative for encoding the differences
between idling and contralateral hand grasping.

the side of the brain contralateral to the voluntary moved hand [78]. In addition, the

power spectra and signal-to-noise ratio for Participant 5 at electrode C6 during the

idling and grasping tasks are shown in Fig. 3.5. Note the desynchronization in the

µ-band (8 – 12 Hz) between the idling and grasping tasks, a consistent feature that

is also present in the offline EEG decoding model in Fig. 3.4.

Online Calibration

The short calibration procedure (methods described in Section 2.5 of Chapter 2)

performed to minimize the false state transitions of the binary state machine re-

vealed highly separable distributions of the posterior probabilities, P̄ (G|f ? ∈ G) and

P̄ (G|f ? ∈ I), where G denotes the “Grasp” state and I denotes the “Idle” state. Rep-

resentative histograms are shown in Fig. 3.6 for Participant 1 [83] and Participant

4 [78]. Note that in an ideal situation, P̄ (G|f ? ∈ G) and P̄ (G|f ? ∈ I) should cluster
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Figure 3.4: Representative feature extraction matrices in the 10–12 Hz bin shown
as images for Participant 5 [78]. Dark colors (red, +1, and blue, -1) represent the
areas that were most informative for encoding the differences between idling and
contralateral hand grasping.

around 1 and 0, respectively. This, in turn, resulted in state transition thresholds

that were highly separable (Table 3.3). For example, the average idle threshold across

participants was 0.42±0.19, while the average grasp threshold was 0.83±0.12. Finally,

with the exception of Participant 3 who had high impedances (< 50 KΩ) during the

EEG mounting procedure, the analysis and posterior probability averaging durations,

PD, presented in Table 3.3, were relatively consistent across participants.

Table 3.3: Calibration parameters for online BCI operation as determined by the
calibration session. The analysis duration (AD), posterior probability averaging du-
ration (PD), idle threshold (TI), and grasping threshold (TG) are shown for all par-
ticipants [78, 83].

Participant AD (s) PD (s) TI TG
1 0.75 1.50 0.10 0.70
2 1.00 2.00 0.42 0.90
3 2.25 4.50 0.55 0.70
4 1.00 2.00 0.60 0.99
5 1.00 2.00 0.30 0.78
6 0.75 1.50 0.57 0.92
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Figure 3.5: Representative (Participant 5 from [78]) PSDs at electrode C6. Red and
blue traces denote the average (n = 100) power spectra of EEG signals under idling
and grasping conditions, respectively. Black trace represents the signal-to-noise ratio

(SNR), defined as: SNR(f) = (µI(f)−µG(f))2

σ2
I (f)+σ

2
G(f)

, where f is the frequency, µI(f) and

µG(f) are the average powers at frequency f under idling and grasping conditions,
respectively, and σ2

I (f) and σ2
G(f) are the corresponding variances.

Online Performances

After the calibration procedure, all participants operated the BCI driven hand or-

thosis system in real time for 5 – 7 online sessions (mean: 5.83, standard deviation:

0.75) [78]. The results of the online performances are presented in Table 3.4. The

overall average cross-correlation across participants and sessions was 0.58 (standard

error of the mean: 0.13), with a corresponding lag of 2.49 (0.61) s. The average max-

imum cross-correlation across participants and sessions was 0.67 (0.12), with a lag of

2.49 (0.88) s. In addition, the overall average number of false alarms and omissions

were 1.91 (1.42) and 0.37 (0.60), respectively. Given that the durations of the “Idle”

and “Grasp” states of an online sessions were 100 s, these values correspond to the
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Figure 3.6: Representative histograms of Participant 1 (top) [83] ( c© 2011 IEEE) and
Participant 4 (bottom) [78].

following error rates: 1.15 (0.85) false alarms per minute, and 0.22 (0.36) omissions

per minute.

Individual session’s performances ranged from a 0.35 cross-correlation at a 2.75 s lag

with 1 false alarm and 1 omission (Participant 3, session 1) to a 0.84 cross-correlation

at a 2.31 s lag with 1 false alarm and 0 omissions (Participant 1, session 5) [78, 83].

A representative performance (the best online session for Participant 2) is shown

in Fig. 3.7. The statistical tests described in Appendix B.3 revealed that all but
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Table 3.4: Online performances of each participant (Pt.), including the number of
online sessions performed (No. Sess.), average cross-correlation coefficient (ρ) and
lag in s, maximum cross-correlation coefficient and lag in s, average number of false
alarms (FA), and average number of omissions (OM). Standard error of the mean
(SE) are reported in the parentheses [78].

Pt. No. Sess.
Avg. ρ? Lag (s) Max. Lag No. FA No. OM

mean (SE) mean (SE) ρ? (s) mean (SE) mean (SE)
1 6 0.77 (0.06) 2.15 (0.31) 0.84 2.31 1.50 (0.55) 0.33 (0.82)
2 6 0.61 (0.07) 2.44 (0.23) 0.73 2.13 0.67 (1.21) 0.33 (0.52)
3 5 0.43 (0.06) 3.35 (0.45) 0.49 4.00 1.17 (1.17) 0.60 (0.55)
4 7 0.50 (0.08) 2.98 (0.26) 0.63 3.00 3.00 (2.33) 0.43 (0.79)
5 6 0.64 (0.06) 2.26 (0.33) 0.71 1.94 3.00 (1.27) 0.00 (0.00)
6 5 0.52 (0.06) 1.70 (0.30) 0.60 1.56 1.80 (0.84) 0.60 (0.55)

Avg. 5.83 (0.75) 0.58 (0.13) 2.49 (0.61) 0.67 2.49 1.91 (1.42) 0.37 (0.60)

one cross-correlation (the 4th session for Participant 6) were statistically significant

(p-value < 10−4).

Figure 3.7: Representative electrogoniometer traces of the 4th online session of Par-
ticipant 2 [78]. Traces show 1 omission and 0 false alarms for this online session, with
a maximum cross-correlation of 0.73 at a 2.29 s lag.
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3.2.3 Discussion

The results of this study show that able-bodied participants were able to operate the

BCI driven hand orthosis with purposeful (i.e. above the chance level, 50%) perfor-

mances throughout the entire experiment (except for a single session for Participant

6) [78]. Furthermore, all participants were able to operate the BCI after only ∼25 min

of training and calibration, obtaining immediate real time, online control of the ortho-

sis during both movement and non-movement states [78, 83]. These findings suggest

that a BCI driven hand orthosis for the neurorehabilitation of stroke individuals with

hand weakness may be feasible.

Offline Performances

The offline classification accuracies were very high across participants, and this trans-

lated into immediate online control of the system without the need for extensive train-

ing [78, 83]. Moreover, the participant with the lowest performance was Participant

3, who had unusually high impedances during the EEG mounting procedure, and

this performance (83.7%) was still well above the chance level (50%). These high

classification accuracies also translated into high online performances, indicating that

no overfitting occurred in the design of the decoding models.

The EEG decoding models across participants revealed that similar features were re-

sponsible for encoding the differences between idling and voluntary repetitive hand

grasping. Particularly, the EEG power in the µ (8–12 Hz) and β (13–30 Hz) bands

over the motor cortex contralateral to the voluntarily moved hand played a prominent

role in classifying the two states [78, 83]. The modulation of the EEG power in these

bands likely corresponds to activity within the primary motor cortex’s hand repre-

sentation area and/or supplementary motor area. While this is not surprising from
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an anatomical standpoint, it should be noted that the EEG decoding models were

not anatomically constrained, and so these observations highlight the physiological

and anatomical plausibility of our data-driven decoding methodologies described in

Chapter 2 and Appendix A.3. Finally, these spatio-spectral EEG features are con-

sistent with classical upper extremity movement theory, and prior EEG [6, 113, 114]

and functional magnetic resonance imaging [6] studies.

Online Performances

The results achieved online demonstrate that BCI-mediated hand orthosis movement

can be reliably controlled using a contralateral control paradigm in a population

of able-bodied individuals [78, 83]. More importantly, the statistically significant

cross-correlations across sessions and participants (except for a single online session)

throughout the entire study suggest that control of this system can be maintained

over time. These results also demonstrate that very high correlation coefficients are

achievable (e.g. Participant 1 in [83]), although this participant had more prior BCI

experience. This suggests that additional practice with the BCI could further improve

performance. Finally, the false alarm rate (i.e. movement during non-movement

states) across participants was higher than the omission rate (i.e failing to move

within a movement state); however, both types of errors were very low, as the average

error rates across participants did not exceed 1.8 false alarms per minute and 0.36

omissions per minute [78].

3.2.4 Conclusion

This study suggests that a BCI driven hand orthosis system to treat hand weakness in

stroke individuals may be feasible [78, 83]. With minimal training and BCI experience,
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able-bodied participants were able to operate the BCI driven hand orthosis in real

time throughout the entire experimental day. Future studies will require testing this

device in a population of stroke individuals using attempted, albeit ineffective, hand

grasping of the stroke affected hand to control the BCI-hand orthosis. However, this

will be further elaborated upon in Section 5.2.1 of Chapter 5.

3.3 BCI-FES System for Foot Dorsiflexion

Despite spontaneous recovery and intensive physiotherapy in stroke survivors, over

30% of these chronic individuals are affected by gait functional impairments, with

foot drop often being the primary cause [75]. Ankle-foot orthoses and FES devices

can mitigate this condition, however, they are cumbersome to use and can cause

discomfort. More importantly, the benefits of these devices disappear upon their

removal. Hence, novel methods that can provide lasting neurological and functional

gait improvements are necessary [23].

As previously mentioned in Section 3.2 above, there has been a recent increased inter-

est in using BCI systems to improve motor outcomes after stroke [5, 14, 15, 24, 118,

142]. For instance, the results from [24] demonstrated that a BCI-controlled FES sys-

tem for hand grasping led to the improvement of hand function in a stroke survivor.

This improvement may have been due to the participant’s robust BCI-FES control,

which allowed for simultaneous activation of the post-infarct cortex and peripheral

neuromuscular system, thus promoting neural plasticity and Hebbian learning mech-

anisms (Section 1.2.5 of Chapter 1). Ultimately, simultaneous activation through

BCI-FES therapies may reduce motor impairment, and may eventually translate into

sustained functional gains in chronic stroke survivors.
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To develop a neurorehabilitative therapy for the treatment of foot drop in stroke

survivors, the underlying attempted, albeit ineffective, neurophysiological activity

of foot movement must be coupled with the peripheral neuromuscular system via

FES. Specifically, the voluntary attempted foot movement must be coupled with the

electrical stimulation feedback from the antidromic response of the FES in the motor

nerve fibers (towards the soma), potentially reaching the anterior horn cell and further

up the neuraxis (see Fig. 1.16 in Section 1.2.5 of Chapter 1) [122]. Thus, to accomplish

this goal, our laboratory developed a BCI-FES system for the treatment of foot drop

in which the movement and non-movement states of the system are controlled in real

time over a long period of time (i.e. several seconds). This sustained control may

promote coactivation between the intended movement and antidromic response, and

may mitigate the latency issues between the BCI response and actual movement,

thus promoting neural plasticity and Hebbian learning mechanisms to occur during

BCI-FES operation.

3.3.1 Methods

The BCI-FES system developed for the treatment of foot drop in stroke survivors

was first tested in an able-bodied population as a proof-of-concept study [30, 31],

then in a small population of chronic stroke individuals with foot drop [36, 38]. In

addition, two of the participants in the study using a small population of chronic

stroke survivors were long-term users of a commercial FES system for foot drop

(L300, Bioness, Valencia, CA), providing a control for the potential improvement due

to FES alone versus our proposed BCI-FES therapy. Given the successful results from

these studies, this device is now being tested for safety in a Phase I clinical trial in a

larger population of chronic stroke individuals over a much longer therapy duration

(∼20 participants, 12 weeks). However, much of these results will not be presented,
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as the Phase I clinical trial is still ongoing.

Overview

For the proof-of-concept study on an able-bodied population [30, 31], our EEG based

BCI system was integrated with a noninvasive FES system for the lower extremi-

ties (see Fig. 3.8 for a schematic of the setup). To assess the performance of the

BCI-FES system and whether purposeful control can be obtained, a contralaterally-

controlled FES paradigm, similar to the BCI driven hand orthosis control paradigm

described in Section 3.2, was utilized. In other words, able-bodied participants per-

formed repetitive foot dorsiflexion of the opposite foot to trigger FES of the tibialis

anterior muscle of the other foot so as to achieve its dorsiflexion. To accomplish this

real time BCI task, participants underwent a short 20 min training procedure to de-

velop a participant-specific EEG decoding model, followed by several online sessions

using computerized textual cues, where the real time performance of the integrated

BCI-FES system was tested.

The BCI-FES studies that included chronic stroke survivors [36, 38] utilized the same

BCI-FES system described in Fig. 3.8 for foot dorsiflexion. However, participants uti-

lized attempted, albeit ineffective, repetitive foot dorsiflexion of the stroke affected

foot to induce BCI-FES mediated foot dorsiflexion of the same foot. To accomplish

this, the training procedure was reduced to 10 min to allow for faster online operation

and to reduce fatigue due to attempted foot dorsiflexion by the user. Then, following

the same feature extraction techniques (described in Section 2.4.1 of Chapter 2), a

participant-specific EEG decoding model was developed. Several online sessions us-

ing computerized textual cues were then used to assess the online performance of the

system and the participant’s ability to induce BCI-FES mediated foot dorsiflexion

and idling using this attempted foot dorsiflexion strategy. The online sessions were

79



Figure 3.8: (A) Block diagram of the integrated BCI-FES system. (B) Experimental
setup showing the participant performing foot dorsifiexion in response to visual cues
displayed on the computer screen. The inset shows the microcontroller connected
to the neuromuscular stimulator and the placement of surface FES electrodes. Also
visible is a pair of custom-made electrogoniometers [147], used for measurement of
both executed and BCI-FES mediated foot dorsifiexion [30].

repeated for up to 1 hour, or until the participant was fatigued and could not con-

tinue. This entire experimental procedure was repeated for 3 daily sessions in two

participants, and was repeated for 12 daily sessions for 1 participant, who performed a

study protocol similar to our Phase I clinical trial. Finally, pre- and post-intervention

dorsiflexion active range of motion was measured to ascertain the functional gains.

For the Phase I clinical trial where safety is currently being assessed, a before-and-

after study designed was implemented. Specifically, chronic stroke survivors with foot
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drop who qualified to participate in the study first underwent baseline neurological

and functional assessments (gait velocity, dorsiflexion active range of motion, 6-min

walk test) prior to receiving the BCI-FES therapy. Each participant then performed

12 daily sessions of BCI-FES therapy over the course of 4 weeks (3 sessions per

week), and interval neurological and functional assessments were performed before

every 3rd session. The post-intervention neurological and functional assessments were

performed 1 week and 1 month after completing the BCI-FES therapy (see Fig. 3.9

for the study time line). The primary outcome measures for the clinical trial are the

proportion of participants who experienced a significant deterioration in their gait

velocity at the end of the study, and the secondary outcome measures are the propor-

tion of participants who experienced a deterioration in neurological and functional

parameters.

Figure 3.9: Experimental time line of the ongoing Phase I clinical trial.

BCI-FES Integration

To develop a BCI-FES system for the treatment of foot drop in stroke survivors [30],

a low-cost, FDA-approved, constant-current neuromuscular stimulator (LG-7000, LG

Medical Supplies, Austin, TX) was used for the FES of the neuromuscular system

consisting of the deep peroneal nerve and the tibialis anterior muscle (see Fig. 3.8). To

facilitate BCI-FES integration, the stimulator’s manually controlled “on/off” switch
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and analog potentiometer that adjusted the amplitude of the stimulating current was

modified to allow for computer control of the stimulator (see Fig. 3.10). To this end,

the FES device’s analog potentiometer was replaced with a digital potentiometer by

utilizing a General Pin Input Output (GPIO) interface. Likewise, the switch func-

tion was emulated using a digital relay that kept the stimulating circuit closed/open

when electrical stimulation was/was not intended. Both the digital potentiometer

and the relay were controlled by a microcontroller unit (Freescale, M52259, Freescale

Semiconductors, Austin, TX) in a master-slave configuration. More specifically, a

custom-made C-language program was used to instruct the microcontroller unit to

listen for command requests from the BCI computer via a DB9 serial port, utilizing

a universal asynchronous receiver/transmitter protocol. These requests carried the

information of whether to turn the stimulator “on” or “off” (as determined by the

prediction model), and the intensity of the electrical stimulation (as determined by

the experimenter). Based on the current relay and potentiometer states, the micro-

controller generated the appropriate signals needed to achieve the desired results.

For example, when real time EEG data were classified as “Dorsiflex”, the BCI soft-

ware sent a series of instructions to the microcontroller that commanded the relay to

close the stimulation circuit and the digital potentiometer to decrease its resistance,

thereby initiating electrical stimulation. This continued until the real time EEG data

were decoded as “Idle”, upon which the BCI software sent a series of instructions

to the microcontroller to open the relay, thereby opening the stimulation circuit and

stopping the electrical stimulation. During operation, the BCI-FES system toggled

between these two states.
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Figure 3.10: (A) The block diagram shows a microcontroller unit interfaced with a
digital potentiometer (digipot) and a relay. The digipot modulates the amplitude of
the stimulating current, while the relay keeps the circuit between the surface FES
electrodes and the stimulator normally open. The relay circuit closes when it re-
ceives a logical high from the microcontroller unit (coinciding with the detection of
dorsifiexion state by the BCI computer). For safety reasons, a manually operated
emergency power-off switch is added to the stimulator power supply circuit. (B) The
circuit diagram of the BCI-FES control module showing detailed wiring scheme. The
digipots resistance changes from 0 KΩ to 50 KΩ, thereby changing the amplitude
of the stimulating current from 0 mA to 100 mA. Not shown in (A) is a field-effect
transistor (BS170), used to ensure proper power-on sequence for the digipot [30].
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Participant Recruitment and Data Acquisition

Both the able-bodied [30, 31] and stroke population studies [36, 38] were approved

by the Institutional Review Board of the University of California, Irvine. For the

able-bodied population study [30, 31], recruited participants were able-bodied who

are generally healthy with no history of neurological conditions. On the other hand,

the stroke population study [36, 38] and Phase I clinical trial recruited chronic stroke

survivors (>6 months post-ictus) with foot drop. Exclusion criteria for this study

were the presence of electronic implants, peripheral neuropathy, severe contractures,

or spasticity, as these conditions may preclude safe and effective FES delivery.

As described in Section 2.2 of Chapter 2, both studies utilized the 63-channel EEG

cap to record EEG data, where all impedances were reduced to <10 KΩ. Unlike

the able-bodied population studies [30, 31], the stroke population studies [36, 38]

used the 32 electrodes presented in Fig. 2.1 of Section 2.2 of Chapter 2. These EEG

signals were then streamed in real-time to a computer and re-referenced in a common

average mode using one or two linked 32-channel NeXus bioamplifiers (Mind Media,

Roermond-Herten, The Netherlands). In addition, for the able-bodied population

studies [30, 31], 2 custom-made electrogoniometers [147] were mounted on the dorsum

of each ankle to measure foot dorsiflexion; for the stroke population studies [36, 38]

and Phase I clinical trial, only 1 electrogoniometer was mounted on the dorsum of the

stroke affected ankle. The electrogoniometer signals were then acquired using either

a data acquisition system (MP150, Biopac Systems, Goleta, CA) with a sampling

rate of 4 kHz and a resolution of 16 bits [30], or using a custom-made Arduino Uno

microcontroller (Arduino, SmartProjects, Turin, Italy) [36, 38] similar to the one

described in the BCI driven hand orthosis study (Section 3.2). Finally, since much

of the electrogoniometer signal was too similar when distinguishing between idling

and movement states during the training data procedure in the stroke population
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studies [36, 38] and Phase I clinical trial, an audio signal was generated using the

above data acquisition system (MP150, Biopac Systems) and used to label the EEG

data as “Idle” or “Dorsiflex” given the computer cues. All data was acquired using

custom-written Matlab (MathWorks, Natick, MA) programs.

Training Procedure and Decoding Model Generation

For the able-bodied population studies [30, 31], participants alternated between 6-

s epochs of repeated foot dorsiflexion and idling given computer cues while their

EEG and electrogoniometer data were recorded for a total of 200 epochs (20 min).

This training procedure was then repeated using the opposite foot, and the foot

that yielded the prediction model with the highest classification accuracy (described

in Section 2.4.2 of Chapter 2 and in Appendix B.1) was chosen as the controller

foot for the remainder of the study [30]. On the other hand, the stroke population

studies [36, 38] and Phase I clinical trial alternated between 6-s epochs of attempted,

albeit ineffective, repeated dorsiflexion of the paretic foot and idling given computer

cues while their EEG and audio data were recorded for a total of 100 epochs (10 min)

to avoid muscle fatigue. Finally, as previously mentioned, the electrogoniometer data

was not recorded during this period for the stroke participants, as the attempted foot

movement was too weak to distinguish between “Idle” and “Dorsiflex” states.

As mentioned in Section 2.4 of Chapter 2, the training EEG data underwent an

automated artifact rejection algorithm to remove channels with excessive EMG ac-

tivity. For each EEG epoch of the remaining channels corresponding to “Idle” and

“Dorsiflex” states (determined by either the electrogoniometer signals [30, 31] or au-

dio signal [36, 38]), the first and last second of data in each epoch were removed

to eliminate transient events and visual response from the computer cues. The re-

maining 4-s-long trials were then transformed into the frequency domain, and the
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spatio-spectral features were extracted using the methods described in Section 2.4.1

of Chapter 2 and in Appendix A.3. Finally, a linear Bayesian classifier (described in

Section 2.4.2 of Chapter 2 and in Appendix A.4) was used to classify EEG data into

“Idle” and “Dorsiflex” states.

Online Signal Analysis and Calibration

During online operation for the able-bodied study [30, 31], stroke population stud-

ies [36, 38], and Phase I clinical trial, EEG data were acquired in 0.25 s-long, non-

overlapping segments in real time, and the PSDs of the retained EEG channels were

used as the input for the feature extraction algorithm described in Section 2.4.1 of

Chapter 2 and Appendix A.3. The resulting 1-D spatio-spectral features were then

used to calculate the posterior probabilities of “Idle” and “Dorsiflex” state (see Sec-

tion 2.4.2 of Chapter 2 and Appendix A.4).

Participants from all of the BCI-FES studies [30, 31, 36, 38] underwent the same

calibration procedure described in Section 2.5 of Chapter 2. This allowed the exper-

imenter to determine the optimal parameters for online operation, specifically, the

thresholds of the binary state machine (described in Section 2.4.2 of Chapter 2), TI

and TD, where I is the “Idle” class and D is the “Dorsiflex” class. Then, prior to

online evaluation, all participants were fitted with a pair of self-adhesive FES surface

electrodes on the surface of the skin over the anterior lateral lower leg, covering the

approximate course of the deep peroneal nerve (see Fig. 3.8 for placement). Test

stimulation was used to confirm that the electrode placement and chosen stimulation

parameters were adequate for effective foot dorsiflexion (∼15◦ to 20◦). The stimula-

tion parameters, including the current amplitude, pulse width, and frequency, were

empirically determined to achieve the required foot dorsiflexion without causing dis-

comfort to the participant.
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Online Sessions and Performance Assessment

To ascertain whether purposeful control of the BCI-FES system is possible in the

able-bodied proof-of-concept study [30, 31], participants performed 10 alternating

10-s epochs of idling and repetitive dorsiflexion of the optimally chosen foot to induce

BCI-FES mediated dorsiflexion of the contralateral foot. Instructions to perform this

task were shown as computerized textual cues, and both the voluntary and BCI-FES

mediated foot dorsiflexions were measured by the electrogoniometers for subsequent

performance assessment [30]. Finally, note that these able-bodied participants only

performed one BCI-FES online session, as this was a proof-of-concept study [30].

For the stroke population studies [36, 38] and Phase I clinical trial, the participants

operated the BCI-FES system in real time over multiple online sessions. This allowed

for a more complete assessment of the performance in this population, and deter-

mined whether stroke individuals could maintain control of the device throughout

the experimental day. For each online session, the participants were tasked to per-

form 10 alternating 10-s-long epochs of idling and BCI-FES mediated dorsiflexion of

the stroke affected foot given computer cues. Ideally, during “Idle” epochs, the partic-

ipant would sit still and the BCI-FES system would provide no electrical stimulation.

During “Dorsiflexion” epochs, the participant would attempt foot dorsiflexion of the

stroke affected foot, and the system would ideally detect the associated EEG changes

and respond by delivering stimulation to elicit foot dorsiflexion. The BCI state tran-

sitions throughout the online sessions and the electrogoniometer signals were used to

evaluate the online performance [36]. Finally, based on their availability and muscle

fatigue, participants performed 1–7 online BCI-FES sessions on each experimental

day. The active range of motion of the stroke affected foot was measured before and

after the short-term stroke population studies [36, 38] using goniometry. In addition

to the dorsiflexion active range of motion, neurological and functional assessments
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were performed before every 3rd daily session, 1 week after intervention, and 1 month

after intervention.

For the short-term study in the stroke population studies [36], participants underwent

3 daily sessions. On the other hand, for the participant that performed the long-term

study as apart of the Phase I clinical trial and the other participants of the Phase

I clinical trial, participants performed 12 daily sessions, where as many BCI-FES

online runs as possible were performed within a 1 hr period. To emulate a typical

physiotherapy schedule for these individuals, these sessions were performed at a rate

of 3 times per week over the course of 4 weeks. Dorsiflexion active range of motion, 6

min walk test, 5 m walk tests (gait velocity test, repeated 3 times), and neurological

exams were performed at the beginning of the study, at the beginning of each week,

and 1 week as well as 1 month after the last session (see Fig. 3.9).

The online performances of both studies were assessed by the following criteria: 1)

cross-correlation between BCI-FES decoded states or the electrogoniometer signal

changes due to the voluntary foot movement, and the instructional cues or BCI-FES

mediated electrogoniometer signal changes; 2) the number of omissions, defined as the

failure to activate BCI-FES mediated dorsiflexion during a “Dorsiflexion” cue; 3) the

number of false alarms, defined as the activation of BCI-FES mediated dorsiflexion

during an “Idle” cue. A detailed description of the cross-correlation analysis, and false

alarm and omission analysis, are described in Section 2.7 of Chapter 2 and Appen-

dices B.2 and B.5. Finally, statistical significance of these results was determined by

running 10,000 Monte Carlo simulation trials with a chance level classification accu-

racy (50%). Details of the statistical significance analysis can be found in Section 2.7

of Chapter 2 and Appendix B.3.

In addition to the above performance measures, in the able-bodied population proof-

of-concept study [30, 31], the PSDs of the salient electrodes for classification were
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also analyzed. To this end, the power spectra of EEG signals under idling and foot

dorsiflexion conditions were compared to the signal-to-noise ratio, defined as:

SNR(f) =
(µi(f)− µd(f))2

σ2
i (f) + σd2(f)

(3.1)

where f is the frequency, µi(f) and µd(f) are the average powers at the frequency

f under idling and dorsiflexion conditions, respectively, and σ2
i (f) and σ2

d(f) are the

corresponding variances [77]. Note that this definition is the same signal-to-noise

ratio defined in Fig. 3.5 that was also used to understand the salient frequencies and

electrodes for classification during BCI operation.

3.3.2 Results

For the able-bodied population study [30, 31], 5 participants were recruited and pro-

vided their informed consent to participate in the study. Their demographic data

are shown in Table 3.5. The hours of relevant BCI experience and dominant foot are

presented in the table.

Table 3.5: The demographics of the 5 able-bodied participants. The columns list:
participant number, sex, age, dominant side (L-left, R-right), and number of hours
of relevant BCI experience [30, 31].

Participant Sex Age (yr) Dominant BCI
Side Experience (hr)

1 F 24 L 20
2 M 40 R 10
3 M 29 R 5
4 M 28 R 0
5 F 56 R 5

For the stroke population studies [36, 38], 3 male chronic stroke survivors (>6 months

post-ictus) with foot drop were recruited for the study. Their demographic data
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and stroke information are summarized in Table 3.6. As previously mentioned, the

participants of the short-term study, Participants 1 and 2, were both long-term users

of the commercial FES system for foot drop (L300, Bioness, Valencia, CA). Finally,

note that only 1 participant who performed the long-term study (Phase I clinical

trial) is presented in these results, as this participant was excluded from the current

Phase I clinical trial due to a recurrent stroke (> 1 month) that was unrelated to the

study.

Table 3.6: Summary of the demographics data for the short-term and long-term
participants [36, 38] ( c© 2012 IEEE).
Participant Age Study Time from Stroke Clinical NIH

Type Stroke Location Presentation Stroke
(mo) Scale

1 60 short 25 left internal right 4
capsule hemiparesis

2 38 short 22 right frontal left 9
parietal and hemiparesis
temporal lobes
MCA territory

3 83 long 29 left frontal, parietal right 4
centrum semiovale hemiparesis

Offline Performances

For the able-bodied proof-of-concept study [30, 31], the optimal participant-specific

EEG decoding models resulted in EEG frequency bands (Table 3.7) that included the

µ (8–13 Hz), β (13–30 Hz), and low-γ bands (30–50 Hz). Specifically, for Participant

1, this included the µ (8-13 Hz), β (13-30 Hz), and low-γ (30-38 Hz) bands. For

Participant 2, this included the high-β (22-30 Hz) and low-γ (30-50 Hz) bands; for

Participant 3, the µ, β and low-γ (30-50 Hz) bands, the µ and β bands for Participant

4, and for Participant 5, the µ, β, and low-γ (30-50 Hz) bands were important fre-

quencies for classification. Finally, the 10-fold cross validation procedure resulted in
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classification accuracies that ranged from 85.1% to 97.6%. These results are statisti-

cally significant, as the probability of achieving the performance ≥85%, i.e. correctly

classifying 170 or more trials (out of 200) by random chance, is only 3.0866× 10−25.

Table 3.7: Offline performances of the able-bodied population study [30]. Columns
list the foot that was voluntarily dorsiflexed (left, L, or right, R), the EEG frequency
band that was used for classification, and the offline classification accuracy.

Participant Foot EEG-band (Hz) Classification Accuracy
1 R [8-38] 94.4%
2 L [22-50] 97.6%
3 L [8-50] 85.1%
4 R [8-30] 91.9%
5 R [10-50] 93.6%

Analysis of the participant-specific EEG prediction models revealed that the EEG

power changes in the β-band observed over the mid-central areas (i.e. electrode Cz)

were the most informative features for classification (see Fig. 3.11), where prominent

event-related desynchronization (loss of power) was observed over a broad frequency

band (see Fig. 3.12). These observations are consistent with prior studies, where sim-

ilar event-related desynchronization was observed upon the initiation or imagination

of movement [76, 108, 110, 133].

The FES stimulation parameters were similar across participants in the able-bodied

population study [30]. Shown in Table 3.8, the FES stimulation parameters ranged

from an 88-100 mA current, where 100 mA was the maximum allowable current

deliverable by the FES system. In addition, the pulse width ranged from 120–200

Hz, and the frequency ranged from 20–30 Hz. These parameters all allowed for the

optimal 15◦–20◦ of FES induced ankle dorsiflexion of the contralateral foot.

The EEG decoding models of the short-term study with stroke individuals [36] re-

sulted in EEG features that deviated from the classical foot representation area seen

in Fig. 3.11 for the able-bodied participants. Specifically, it can be seen in Fig. 3.13
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Figure 3.11: Feature extraction mapping, showing salient features for classification
(blue, -1, and red, +1) in the high β-band (centered at 29 Hz) for Participant 2 in
the able-bodied study [30]. Two maps are presented, one adapted to the idling class
(left) and the other to the dorsiflexion class (right).

Figure 3.12: PSDs at electrode Cz for the able-bodied study in Participant 2 [30].
A broadband (8–50 Hz) desynchronization of EEG signals is shown. Red and blue
traces denote the average (n = 100) power spectra of EEG signals under idling and
foot dorsiflexion conditions, respectively. The shades represent ±1 standard error of
mean bounds. Black trace represents the signal-to-noise ratio, as defined in Eq. 3.1.
The values of the signal-to-noise ratio above the magenta line define the frequencies
with a statistically significant difference between the average idling and dorsiflexion
powers (p < 0.001, paired t-test).
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Table 3.8: FES stimulation parameters for the able-bodied population study [30],
including the stimulating current amplitude, its pulse width and frequency.

Participant Current (mA) Pulse Width (µs) Frequency (Hz)
1 100 140 20
2 100 200 30
3 90 200 30
4 88 200 20
5 100 120 20

that EEG activity at the midcentral and central-parietal areas in the 20–22 Hz fre-

quency band were salient features for classifying “Idle” and “Dorsiflexion” states.

Furthermore, this EEG decoding model revealed salient features in the θ-band (4–6

Hz), also around the midcentral and central-parietal areas of the brain.

The participant with stroke who performed the long-term study as apart of the Phase

I clinical trial resulted in EEG decoding models that did not significantly differ from

across weeks (Fig. 3.14). At the beginning of the study, the salient features of these

decoding models were over the mid-central regions in the 12–14 Hz band, somewhat

resembling the EEG decoding models of the short-term study participants [36]. Then,

the participant’s salient features progressively expanded and became more diffuse over

time. Finally, the participant reported a recurrent stroke approximately 1 month

after the completion of the study, excluding the participant from the ongoing Phase

I clinical trial. However, this adverse event was deemed unrelated to the study, and

the other participants’ results from the Phase I clinical trial are not shown here as

the study is still ongoing.

Online Calibration

Prior to online BCI operation, a brief calibration procedure was performed for the

able-bodied [30, 31], stroke [36, 38] studies, and Phase I clinical trial to determine

the posterior probability thresholds for optimal online BCI-FES operation. Using the
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Figure 3.13: Feature extraction mapping of the short-term stroke study [36] ( c© 2012
IEEE), showing salient features for classification (blue, -1, and red, +1) in the low
β-band (centered at 21 Hz) for Participant 1, and in the θ-band (centered at 5 Hz).
Both maps show areas over the Cz and CPz electrodes as important features for
distinguishing between idling and attempted foot dorsiflexion.

EEG decoding model developed from the training procedure, the participants alter-

nated between idling and dorsiflexion for 3–5 min while their posterior probabilities

were recorded. Their histograms were then plotted (Figs. 3.15 and 3.16) to determine

the state transition thresholds.

The histograms from the able-bodied population study [30] demonstrated that the

posterior probabilities were very separable, although a few false positives could occur

(Fig. 3.15). On the other hand, the histograms for the short-term stroke population

studies [36] demonstrated that the posterior probabilities during idling epochs were

very stable, while the posterior probabilities during dorsiflexion epochs were more
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Figure 3.14: Feature extraction for the participant who performed long-term stroke
study and Phase I clinical trial, showing salient features in the µ-band (8–12 Hz)
and low β-band (12–16 Hz) for Participant 3. The features at Week 1 involved the
Cz, CPz, and FC1 electrodes in the 12–14 Hz bin, then features shifted anteriorly at
Week 2, and then expanded posteriorly and changed frequencies to the 14–16 Hz bin
by Week 3. At Week 4, there was a bilateral and lateral expansion of features, and a
return to the 12–14 Hz bin.
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Figure 3.15: Histogram from the able-bodied study, showing the posterior probabil-
ities for Participant 2 [30]. Classes are denoted as dorsiflexion (D) and idling (I).
Dashed lines represent the 25%, 50%, and 75% quartiles.

volatile. This resulted in more omissions during BCI-FES online operation, although

these errors were mitigated by choosing lower state transition thresholds for these

individuals.

Online Performances

For the able-bodied population study [30, 31], participants performed repetitive dorsi-

flexion of their optimally chosen foot to induce BCI-FES mediated dorsiflexion of the

contralateral foot given computer cues. More specifically, each 0.25 s segment of EEG

data was acquired and analyzed as explained in the methods section above, and based

on the analysis, the computer instructed the FES system to respond. The basic steps

of this procedure applied to the training data are illustrated in Fig. 3.17. Note that

the pink and green bands in this figure represent the mean ±2 standard deviations

96



Figure 3.16: Histogram from the short-term stroke study [36] ( c© 2012 IEEE), showing
the posterior probabilities for Participant 1.

of the features corresponding to idling and dorsiflexion training data, respectively.

Finally, the dashed lines correspond to the thresholds, TD (green) and TI (red), as

determined by the calibration procedure, and the pink and red blocks in Fig. 3.17

show the BCI-FES system state, idle (pink) or BCI-FES induced dorsiflexion (green).

To determine the performance of each online session, cross-correlation analysis was

performed, and the number of false alarms and omissions were calculated. This re-

sulted in participants being able to perform the task with no omissions and a 100%

BCI-FES response (Table 3.9). However, BCI-FES mediated dorsiflexion epochs typ-

ically lagged behind the actual dorsiflexion epochs, and the average values of this

latency ranged from 1.4 to 3.1 s across all participants. Temporal correlations be-

tween the voluntary and BCI-FES mediated dorsiflexion epochs ranged between 0.59

and 0.77, and are also shown in Table 3.9. The statistical significance of these results

was confirmed by the 10,000 Monte Carlo simulation trials with a chance level clas-

sification accuracy of 50%. The maximum correlation coefficient obtained from the
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Figure 3.17: (A) A goniometer trace of idling and dorsiflexion states for the able-
bodied study [30]. (B) The corresponding EEG signal at the Cz electrode. (C, D)
One-dimensional spatio-spectral EEG features in the idling (I) and dorsiflexion (D)
subspaces, respectively. (E) The average posterior probability of dorsiflexion given
the feature.

simulations was 0.41, and therefore even the lowest correlation coefficient of 0.59 is

significant with a p-value < 10−4.

The cross-correlation analysis demonstrated that Participants 2 and 5 achieved the

highest correlation coefficients, and they also achieved the highest offline classification

accuracies. A representative figure of this high performance for Participant 2 can be

seen in Fig. 3.18. Conversely, Participant 3 had the lowest classification accuracy

and correlation coefficient. This drop in online performance may be attributed to

the single false alarm (Table 3.9). Also, the relationship between the offline and

online performances indicate that no overfitting occurred during EEG decoding model
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Table 3.9: Online performances of the able-bodied study [30]. Cross-correlation be-
tween the voluntary and BCI-FES mediated dorsiflexion epochs, corresponding lag
at this temporal correlation, total number of omissions (OM), and total number of
false alarms (FA) are presented.

Participant Cross- Lag OM FA
correlation (s)

1 0.67 3.1 0 0
2 0.72 1.4 0 0
3 0.59 2.7 0 1
4 0.62 3.0 0 0
5 0.77 2.9 0 0

generation.

The stroke population studies [36, 38] and Phase I clinical trial performed online BCI-

FES sessions similar to the able-bodied proof-of-concept study [30, 31]. However, the

stroke participants utilized attempted, albeit ineffective, dorsiflexion of the stroke

affected foot to cause BCI-FES mediated dorsiflexion of the same foot. The online

sessions resulted in the participants who performed the short-term study to complete

9–12 BCI-FES online sessions, and the participant who performed the long-term study

as apart of the Phase I clinical trial to complete 102 online sessions (Table 3.10).

In addition, the average cross-correlation between the computer cues given to the

participants and the BCI-FES response was 0.335 and 0.403 for Participants 1 and

2, respectively. Furthermore, for the participant who performed the long-term study

that was excluded from the Phase I clinical trial, the cross-correlation between these

two states improved (0.635, see Table 3.10). Finally, dorsiflexion active range of

motion improved in all participants, from 5◦ to 8◦ in Participant 1, from 0◦ (no

observable dorsiflexion or muscle twitch) to 1◦ (trace movement) in Participant 2,

and from 3◦ to 12◦ in the long-term Phase I clinical trial study participant. Note

that no adverse events occurred during both the short-term and long-term studies,

but a recurrent stroke in the long-term study participant occurred > 1 month after

post-therapy follow-up exam and was deemed unrelated to the study.
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Figure 3.18: Online performance of Participant 2 in the able-bodied study [30]. (A)
Blue trace marks the 10 epochs of 10-s-long repetitive foot dorsiflexion, and red trace
marks the epochs of BCI-FES mediated dorsiflexion of the contralateral foot. (B) The
inset of a single dorsiflexion epoch, showing the goniometer trace corresponding to 15
dorsiflexion cycles (blue) and BCI-FES mediated dorsiflexion (red) of the contralateral
foot.

A representative performance of the short-term online sessions [36] can be seen in

Fig. 3.19. Depicted in this figure are the computer cues given to the participant (blue

blocks), the BCI-FES system response (red blocks), and the corresponding electro-

goniometer response on the stroke affected foot. Note that even small dorsiflexion

movements were detected by the electrogoniometer immediately prior to larger dis-

placements due BCI-FES mediated dorsiflexion.

The stroke participant who conducted the long-term study and was excluded from

the Phase I clinical trial performed 102 total BCI-FES runs over the course of 12

experimental days. A breakdown of these performances and sessions is given in Ta-

ble 3.11. This participant improved his dorsiflexion active range of motion from 3◦
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Table 3.10: Summary of online performances for the stroke population studies [36,
38]. Presented are the total number of BCI-FES runs performed, cross-correlation
between the computer cues and BCI-FES response (p-value < 0.01), and dorsiflexion
active range of motion (AROM) before and after the study. Note that Participant 3
performed the long-term study as apart of the Phase I clinical trial, but was excluded
from the clinical trial.

Participant Total No. Cross- Dorsiflexion
of BCI-FES correlation AROM

runs completed between (before/after)
cues and BCI-FES (◦)

response
1 12 0.335 5/8
2 9 0.403 0/1
3 102 0.635 3/12

Figure 3.19: Online performance of the stroke individual presented in [36] ( c© 2012
IEEE) operating the BCI-FES system. Blue blocks correspond to instructional cues
to attempt dorsiflexion, and red blocks correspond to BCI-FES mediated dorsiflexion
states. Black trace represents the corresponding electrogoniometer trace on the BCI-
FES controlled foot.

to 7◦ after only one week of intervention. His active range of motion continued to

improved throughout the study, ultimately reaching 12◦ one week after the last exper-

imental day. In addition, as described in the methods above, all online sessions were

purposeful, and the cross-correlation analysis showed that the participant’s ability to

control the BCI-FES system improved over time.

3.3.3 Discussion

The results of the able-bodied proof-of-concept study [30, 31] demonstrated the first

successful integration of a noninvasive EEG based BCI with a noninvasive FES system

101



Table 3.11: Number of BCI-FES runs completed, cross-correlation between the com-
puter cues and BCI-FES response, p-value, and dorsiflexion active range of motion
(AROM) for each week for the long-term study (Participant 3).
Phase of Total No. Cross-correlation p-value Dorsiflexion
Study of BCI-FES runs between cues AROM (◦)

completed and BCI-FES response
Baseline N/A N/A N/A 3
Week 1 24 0.635 p < 0.001 3
Week 2 25 0.643 p < 10−5 7
Week 3 23 0.600 p < 0.01 10
Week 4 30 0.658 p < 0.001 11
1-week follow up N/A N/A N/A 12

for the lower extremities. The performance of this system was tested in a population

of able-bodied individuals and utilized a contralaterally controlled FES paradigm.

This paradigm was chosen since ipsilateral dorsiflexion and stimulation in able-bodied

participants would produce confounding results, as it would be difficult to resolve

voluntary and BCI-FES mediated movements.

The results of the stroke studies [36, 38] provide preliminary evidence that BCI-

FES systems may be a useful physiotherapy for stroke survivors. Specifically, all

participants learned to successfully operate the BCI-FES system despite their brain

injury. In addition, no adverse effects or events were associated with using the BCI-

FES system, indicating the safety of the device. However, further analysis from the

current participants of the Phase I clinical trial will need to be performed to better

assess the level of safety of this system.

The increase in dorsiflexion active range of motion in all participants suggests that

operating the BCI-FES system could promote neurological improvements after stroke.

Although limited in sample size and lacking analysis of the functional tests that are

currently being performed in the Phase I clinical trial, these findings are encouraging.

These results are particularly impressive because all the participants were ∼2 years

post-ictus and therefore at a rehabilitative plateau. Furthermore, since the partici-
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pants of the short-term study [36] were long-term users of a commercial FES system

for foot drop, these observed improvements were unlikely caused by FES alone.

As seen in the participant who performed the long-term study that was excluded from

the Phase I clinical trial, operating the BCI-FES system over a longer time period

led to additional improvements. This improvement reached a plateau toward the

end of this participant’s involvement. This observation indicates that the BCI-FES

dorsiflexion system may be applied as a novel physiotherapy, and that approximately

12 experimental sessions may be necessary to achieve optimal neurological outcomes.

These results warrant the ongoing formal clinical trials to assess the safety and efficacy

of BCI-FES therapies. These trials currently examine whether the improvements in

dorsiflexion active range of motion are permanent and whether they translate into

gait functional gains by assessing the gait velocity, dorsiflexion active range of motion,

and 6-min walk test performed before, during, and after the clinical trials. Finally,

future studies will compare the improvements from the BCI-FES therapy to those of

conventional physiotherapy.

Offline Performances

The offline EEG decoding models of the able-bodied study [30, 31] corresponding to

epochs of repetitive foot dorsiflexion and idling collected during the training proce-

dures revealed that the EEG power in the µ, β, and low-γ bands were responsible

for encoding the differences between idling and dorsiflexion states. The change in the

signal power was mostly observed over the mid-central area, which likely corresponds

to activity within the primary motor cortex’s foot representation area (located in the

interhemispheric fissure of the brain) and/or supplementary motor area. This was

further confirmed by examining the feature extraction maps of the prediction models,

which indicated that mid-central brain areas played a prominent role in classifying
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idling and dorsiflexion states. While these results are not surprising from an anatom-

ical standpoint, it should be noted that our prediction model is entirely data driven,

and so these observations underscore the physiological and anatomical plausibility of

our feature extraction maps. It should also be noted that these spatio-spectral EEG

signal features are consistent with prior studies [108, 133]. Consequently, idling and

dorsiflexion epochs could be predicted from the underlying multi-channel EEG data

with an accuracy as high as 97.6%, and all participants achieved performances that

were significantly above random chance.

The EEG decoding models generated during the stroke studies [36, 38] that are pre-

sented here demonstrate the system’s ability to automatically hone in on the fre-

quencies and brain areas underlying dorsiflexion in the post-stroke cortex. Unlike the

able-bodied study [30, 31] whose activation areas were consistent with classic motor

homunculus, all stroke participants had posterior expansion of their foot representa-

tion area. Prior functional studies have reported similar reorganization patterns after

stroke [53].

The long-term study in the stroke participant that was excluded from the Phase I

clinical trial may have also revealed evidence of motor learning and plasticity, as

there was an expansion of salient brain areas in the EEG decoding models though

successive weeks of BCI-FES operation. Similar observations have been described in

functional magnetic resonance literature, where the learning of a new motor task led

to the expansion of relevant brain areas, followed by a decrease in the activation area

with continued practice [40]. However, the current study may have not lasted long

enough for this contraction to be apparent in the EEG decoding models. Analysis of

the features from the EEG decoding models in the ongoing Phase I clinical trial must

be performed to confirm this hypothesis.

The automated identification of salient brain areas and frequencies from the feature
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extraction techniques presented in these studies and this dissertation reduces the

amount of intervention from the experimenter. It also reduces the time necessary

for participants to acquire purposeful BCI control by enabling the use of an intuitive

“attempted movement” control strategy. The current data-driven feature extraction

algorithm may allow BCI-FES operation to accommodate for and complement the

brain plasticity process underlying motor learning and recovery. Ultimately, these ca-

pabilities of our data-driven feature extraction algorithm may have important impli-

cations for stimulating neurological recovery after stroke and future practical clinical

applications. It may also be possible to utilize te current feature extraction technique

as a new brain mapping tool during this BCI-FES therapy.

Online Performances

The results achieved online during the able-bodied proof-of-concept study [30, 31]

demonstrate that BCI-FES mediated foot dorsiflexion can be reliably controlled in

a small population of able-bodied individuals. In general, this study suggests that

the integration of a noninvasive BCI with a lower-extremity FES system is feasible.

In addition to achieving excellent performances, all participants were able to assume

immediate control of the interface, requiring only a short training session to develop

a EEG decoding model, and a single 3–5 min calibration session. It should be noted

that the high performances achieved offline generally transferred into robust online

BCI-FES operation, indicating that our cross-validation procedure selected the cor-

rect features without overfitting. Finally, the FES-elicited movements during online

operation did not interfere with the control of the BCI system. For example, upon

cessation of voluntary foot dorsiflexion, it is conceivable that EEG signals due to

FES-elicited movements may be confused with those of voluntary movements, which

may in turn confuse the classifier and cause the system to remain in the dorsiflexion
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state. This type of positive feedback, however, was not observed, perhaps because

the EEG signals underlying these types of movements were sufficiently different and

did not get misclassified. These differences may reflect spatial separation of cortical

representation of FES-induced passive movements (likely localized to sensory cor-

tex areas) and of voluntary movements (originating from more anterior brain motor

areas).

For the stroke population studies [36, 38], the online results indicated that stroke

individuals were able to achieve immediate and purposeful control of the BCI-FES

system regardless of post-stroke cortical reorganization. Furthermore, by coupling

the activation of the brain areas reassigned to subserve dorsiflexion with the electri-

cal stimulation of corresponding spinal motor pools via antidromic conduction, this

system may provide synaptic strengthening through a Hebbian-like process. This may

have contributed to the observed improvement in dorsiflexion active range of motion

in the short-term study individuals [36] and the individual excluded from the Phase

I clinical trial presented above. More specifically, this BCI-FES system may have

allowed for a simultaneous activation of upper motor neurons by means of attempted

dorsiflexion with lower motor neurons via antidromic conduction to the anterior horn

cells from BCI-mediated FES. Over time, this simultaneous firing may increase the

synaptic strength between upper and lower motor neurons. This approach may hold

advantages over prior BCI-FES methodologies [24].

3.3.4 Conclusion

The able-bodied proof-of-concept study [30, 31] on the BCI-FES system demonstrates

that the integration of a noninvasive EEG based BCI system with a noninvasive FES

system for the dorsiflexion of the foot is feasible. The integrated BCI-FES system
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shows that EEG signals can be used to enable direct brain control of foot dorsiflexion

via FES. This further suggests that it may be feasible to utilize BCI-FES systems to

restore lost motor function of the lower extremities in individuals with neurological

injury.

The stroke population studies [36, 38] provide preliminary evidence that the oper-

ation of a BCI-FES system by chronic stroke individuals may potentially lead to

neurological improvements. This approach is based on the Hebbian learning and

neural plasticiy principles, which may strengthen the connections between upper and

lower motor neurons. Further studies must be performed in addition to the ongoing

Phase I clinical trial to formally assess the safety and efficacy of this system as a

novel post-stroke neurorehabilitative for the treatment of foot drop. The future work

of these clinical trials for this BCI-FES system will be further elaborated upon in

Section 5.2.2 of Chapter 5.
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Chapter 4

Neurorehabilitation of Ambulation

in Spinal Cord Injury

4.1 Overview

Projects 5, 6, 7 of our BCI systems for spinal cord injury (SCI) (Fig. 1.4) focus on

neurorehabilitative therapies and neuroprostheses for this patient population. Since

these individuals typically have no residual movement in the lost motor functions,

these systems rely on kinesthetic motor imagery and attempted movement (without

any actual movement occurring) strategies to control the BCI system. Specifically,

these systems utilize kinesthetic motor imagery and attempted movement of ambu-

lation (i.e. walking) to control external devices that produce ambulatory movement.

For example, the BCI driven walking simulator studies [32, 84, 81, 107, 145, 146]

utilized motor imagery of ambulation and attempted walking to control the ambu-

lation of an avatar within a virtual reality environment to determine whether SCI

individuals can control ambulation devices using this type of control strategy. Given
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the success of these studies, our laboratory has since focused on applying this con-

trol strategy to BCI driven ambulation devices for neurorehabilitation therapies and

neuroprostheses, such as a robotic gait orthosis (RoGO) [73] or a functional electrical

stimulation (FES) device [51, 52] for overground walking (e.g. the Parastep I system,

Sigmedics, Fairborn, OH).

The following sections will discuss our BCI systems for ambulation using the kines-

thetic motor imagery and attempted walking control strategies. The BCI driven walk-

ing simulator studies (Section 4.3) will first be discussed to show how an attempted

walking or kinesthetic motor imagery of walking control strategy was determined to

be a feasible input for future neurorehabilitative therapies and neuroprostheses for

ambulation after SCI. In addition, this system was then used as a training platform for

the following BCI driven ambulation devices: the BCI-RoGO [33, 34, 35] (Section 4.4)

and the BCI-FES system [80] for overground walking (Section 4.5). Finally, these am-

bulation systems were both tested in proof-of-concept studies on able-bodied and SCI

individuals to determine whether this BCI design could become the first restorative

treatment for walking after SCI.

4.2 BCI Systems for Ambulation

SCI can leave the affected individual with severe paraparesis or paraplegia, thus ren-

dering them unable to ambulate. Since there are currently no restorative treatments

for this population [39], technological approaches have been sought to substitute for

the lost motor functions. Examples of these technologies include RoGOs [73], FES

systems [51, 52], and spinal cord simulators (e.g. programmable central pattern gen-

erators) [60]. However, these systems lack intuitive able-body-like supraspinal control

as they rely on manual controls, and they do not consider neuroplasticity and neu-
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rorehabilitative principles of residual or spared spinal connections between the brain,

spinal motor pools, spinal cord, and neuromuscular system. As a result, these systems

monopolize the upper extremities, which interferes with the user’s hand function, and

the degree of restoration is minimal. Due to these and other limitations, wheelchairs

still remain the primary means of mobility after SCI. Unfortunately, the extended

reliance on wheelchairs typically leads to a wide variety of comorbidities (e.g. heart

disease, osteoporosis, pressure ulcers) that constitute for the bulk of chronic SCI-

related medical care costs [116, 124, 128, 165]. Consequently, to address the above

issues associated with the treatment of severe paraparesis and paraplegia after SCI,

novel BCI neuroprostheses and neurorehabilitative devices are being pursued by our

laboratory. For example, BCIs can be incorporated with programmable central pat-

tern generators, RoGOs, and FES technologies to restore ambulation and lost motor

functions in these individuals [168] (see Fig. 4.1). Programmable central pattern

generators, however, are not advanced enough yet to integrate with BCIs [67], as

they require manual insertion of electrodes, and targeting and aligning the implanted

electrodes requires significant improvement before adopting this technology in SCI

individuals. Thus, RoGOs and FES systems have become important technologies

for restorative treatments after SCI [18], as these systems are noninvasive and can

provide immediate ambulation to SCI individuals.

As mentioned in Section 1.2.5 of Chapter 1, BCI driven neuroprostheses differ from

neurorehabilitative therapies by directing this technology towards those with complete

SCI, as there exists no residual spinal cord connections that can be monopolized.

However, these devices still may have several benefits to those with complete SCI.

For instance, FES based neuroprostheses can overcome the deficit produced by the

lesion in the spinal cord and maintain the integrity of various bodily functions through

direct neuromuscular stimulation [58]. Furthermore, BCI driven neuroprostheses can

have restorative effects on the strengthening and proprioception of the neuromuscular
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Figure 4.1: Overview of the current technological approaches for restoring ambulation.
FES systems and programmable central pattern generators, or reciprocal inhibitory
connections that can generate periodic patterns whose frequencies are controlled by
the brain [18], can be integrated with current BCI systems for restorative ambulation
treatments after SCI.

system [63], as well as hands-free control of the ambulation device.

Recent surveys by [4] and [20] suggest that SCI individuals with paraplegia highly

prioritize walking as a function that would improve their quality of life if restored.

In addition, survey participants in [20] mentioned that they would be willing to

have a surgery to use an implantable BCI driven neuroprosthesis to restore this lost

function. To test the feasibility of such a device, an alternative solution is to develop a

noninvasive electroencephalogram (EEG) based BCI system for overground walking,

as this would be a prerequisite for an implantable BCI system. As a result, our
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laboratory has investigated whether an EEG based BCI system could be used to

control ambulation, and whether such a system can be integrated with ambulation

devices, such as a RoGO [73] or an FES device [51, 52] for overground walking.

4.3 BCI Driven Walking Simulator

The integration of BCIs with lower extremity prostheses and ambulation devices to

restore or improve gait function in SCI individuals is envisioned to have intuitive and

robust control, as well as minimal user training. For example, an intuitive strategy to

control a BCI ambulation device may include attempted walking or kinesthetic motor

imagery of walking. The feasibility of such a system, however, is contingent upon the

ability to robustly decode neurophysiological patterns underlying these control strate-

gies in the face of potential cortical reorganization following SCI. More specifically,

functional magnetic resonance imaging studies suggest that brain areas normally as-

sociated with motor imagery of the lower extremity movements or gait may diminish,

disappear, or shift following paraplegia due to SCI [1, 22, 68, 123]. This requires a

BCI system to accommodate for each user’s potentially unique neurophysiology. In

addition, a BCI system must be designed to facilitate rapid user training, thereby

promoting widespread adoption of this technology. Therefore, we hypothesize that a

data-driven method for extracting participant-specific electrophysiological correlates

underlying intuitive BCI control strategies will satisfy the above criteria and facilitate

a BCI system that is intuitive, robust, and permits rapid user training.

The studies described below [32, 84, 81, 107, 145, 146] present a novel EEG based

BCI system for intuitive, self-paced control of the ambulation of a simulator (i.e.

avatar) within a virtual reality environment. This BCI-controlled walking simula-

tor employs a data-driven, participant-specific EEG decoding model, which enabled
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able-bodied [145] and SCI [81] participants to use kinesthetic motor imagery or at-

tempted walking to achieve intuitive control of the avatar’s ambulation after a very

brief training session. This simulator provides a similar, albeit virtual, experience of

operating a potential BCI-controlled ambulation device without the associated phys-

ical risks [91]. In addition, the use of a virtual reality environment in the context

of BCI design has been shown to reduce the decoding error [111] and may serve as

a training platform for future BCI-controlled lower extremity prostheses [91]. The

ability to rapidly achieve purposeful control of an avatar within the virtual reality

environment represents a necessary step towards successful integration of an EEG

based BCI system and a physical prosthesis for ambulation. Finally, this BCI driven

walking simulator may act as the first step in training SCI users to operate such a

prosthesis.

4.3.1 Methods

Similar to the BCI-FES system for the treatment of foot drop in stroke survivors

described in Section 3.3 of Chapter 3, the BCI driven walking simulator was first

tested in an able-bodied population as a proof-of-concept study [32, 84, 107, 145, 146]

for 1 daily session, and then in a small SCI population [81] across 5 daily sessions.

In addition, the BCI driven walking simulator was tested over a long period of time

(i.e. months) in a single SCI individual, however, the results of this study will be

described in Section 4.5, as the simulator was used to train the individual to operate

the BCI using an attempted walking control strategy for the testing of our system

with a FES device for overground walking.
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Overview

To determine the feasibility of a BCI system for ambulation, a data-driven, participant-

specific decoding methodology (Section 2.4 of Chapter 2) that enables intuitive BCI

control was utilized and tested in an able-bodied population [32, 84, 107, 145, 146]

followed by an SCI population [81]. To this end, 8 able-bodied participants and

6 SCI participants used kinesthetic motor imagery of walking (for the able-bodied

population) or attempted walking (for the SCI population) to operate the ambula-

tion of an avatar within a virtual reality environment. Note that since able-bodied

participants are able to walk, they performed kinesthetic motor imagery of walking

rather than an attempted walking control strategy, and refrained from making any leg

movements. All participants first underwent alternating epochs of kinesthetic motor

imagery or attempted walking and idling while their EEG data were collected. Subse-

quently, the data-driven decoding methodology described in Section 2.4 of Chapter 2

used this training data to extract salient EEG signal features and train the EEG

classifier described in Section 2.4.2 of Chapter 2. The training procedure was then

followed by several sessions of an online BCI goal-oriented virtual reality walking

task, where participants utilized kinesthetic motor imagery or attempted walking

and idling to asynchronously control the linear ambulation of an avatar within a vir-

tual reality environment. Note that asynchronous, or self-paced control, means that

the participants were able to decide when to turn the BCI system on or off, and

did not need to rely on any cues to operate the system. The entire offline and on-

line procedures were repeated for 1 daily session for the proof-of-concept able-bodied

study [32, 84, 107, 145, 146], and for 5 daily sessions over the course of several weeks

for the SCI population study [81]. Lastly, to assess the attainment of purposeful con-

trol, participants’ performances were recorded over several online sessions and were

compared to random walk Monte Carlo simulations.
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BCI Walking Simulator Integration

In order to assess a self-paced BCI kinesthetic motor imagery or attempted walking

control strategy for a BCI driven ambulation device, a virtual reality walking simu-

lator was constructed [145]. To this end, the virtual reality environment was created

using Garry’s ModTM simulated physics environment (Half-Life 2, Valve Corporation,

Bellevue, WA) that consisted of a flat grassland with 10 non-player characters next

to traffic cones standing in a straight line. The course length was ∼120 body lengths

(∼210 m, assuming a body length of 1.75 m) along the users’ avatar linear path (see

Fig. 4.2). This design was used to facilitate an asynchronous goal-oriented online task

in which the participants utilized kinesthetic motor imagery or attempted walking and

idling to walk the avatar forward and stop by each non-player character/cone, a sim-

ilar virtual reality task conducted in prior studies by other laboratories [91]. Further

details of how the performance of this task was evaluated are described in the online

signal analysis section below.

To interface the BCI system with the virtual reality environment, a virtual joystick

program (Parallel Port Joystick [140] or the vJoy Virtual Joystick [144]) was used.

To this end, a C++ dynamic-link library was developed to relay BCI commands

from the custom-written Matlab (Mathworks, Natick, MA) programs to move/stop

the avatar via the virtual joystick. Finally, a custom-made C# program performed

optical character recognition on the position and speed readouts from the virtual

reality environment’s display (shown in Fig. 4.2) in order to automatically track the

participant’s online BCI performance while playing the goal-oriented walking task.
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Figure 4.2: Screen capture of the virtual reality environment with the BCI-controlled
avatar in 3rd person ‘over-the-shoulder’ view [81]. Shown next to the avatar is a non-
player character and a traffic cone. The position and speed readouts used for online
performance assessment are shown in the top right corner.

Participant Recruitment and Data Acquisition

Both the able-bodied proof-of-concept study [32, 84, 107, 145, 146] and the SCI pop-

ulation study [81] were approved by the University of California, Irvine Institutional

Review Board. For the able-bodied study [32, 84, 107, 145, 146], 8 participants

were recruited and gave their informed consent to participate. The SCI population

study [81] recruited 5 participants with paraplegia and 1 with tetraplegia due to SCI

to participate in the study. These participants were recruited via physician referral

from the Long Beach Veterans Affairs Spinal Cord Injury Center and other SCI out-
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reach programs, such as Project Walk (Carlsbad, CA). Note that all participants in

both studies were BCI näive with only 0–1 hr of prior BCI experience. Finally, for

the SCI population study, all participants performed the 5 daily BCI sessions at a

rate of approximately 1 session per week, and able-bodied participants performed the

BCI session only once.

Prior to online evaluation, each participant underwent the EEG mounting procedure

described in Section 2.2 of Chapter 2. Particularly, the participants were positioned

0.8–1 m from a computer screen that displayed textual cues or the virtual reality envi-

ronment. EEG data were recorded using the 63-channel cap (Medi Factory, Heerlen,

The Netherlands) described in Section 2.2 of Chapter 2 and in Fig. 1.3 of Chapter 1.

All 63 electrodes were gelled (Compumedics USA, Charlotte, NC) and recorded be-

cause the salient brain areas for kinesthetic motor imagery or attempted walking and

idling are unknown. The participants then had their 30-Hz impedances between each

electrode and the reference electrode reduced to < 10 KΩ. The EEG signals were

streamed in real-time to a computer and re-referenced in a common average mode

using 2 linked NeXus-32 bioamplifiers (MindMedia, Roermond-Herten, The Nether-

lands). Data acquisition and analyses were performed using custom-made Matlab

(MathWorks, Natick, MA) programs.

Training Procedure and Decoding Model Generation

To facilitate intuitive control of ambulation within a virtual reality environment, an

EEG decoding model was developed that differentiates idling and kinesthetic mo-

tor imagery (for the able-bodied participants [32, 84, 107, 145, 146]) or attempted

walking (for the SCI participants [81]) EEG. As described in Section 2.3 of Chap-

ter 2, training EEG data were acquired while participants underwent alternating 30

s epochs of idling and kinesthetic motor imagery or attempted walking over a 10
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min session. Participants were instructed to perform walking or idling via automated

textual cues displayed on the screen. For the kinesthetic motor imagery of walking

task in the able-bodied study [32, 84, 107, 145, 146], participants were instructed to

vividly imagine themselves walking while refraining from moving their own legs. On

the other hand, for the attempted walking control strategy in the SCI population

study [81], participants were instructed to attempt to perform the cyclic leg move-

ments of walking, although these attempted movements did not produce any motor

output.

In order to classify EEG data as either walking or idling, the data were labeled by

a corresponding computer signal recorded by an auxiliary data acquisition system

(MP150, Biopac Systems, Goleta, CA). The labeling and EEG signals were syn-

chronized by sending a common pulse train to both the MP150 and NeXus-32 data

acquisition systems. Electromyogram (EMG) activity was not recorded during either

study to monitor for minor limb movements since increased EMG activity is often

observed during kinesthetic motor imagery or attempted walking [28, 71, 90, 156].

Instead, the participants were instructed to refrain from moving during the training

procedure, which was enforced by observing the procedure and discarding the entire

session if it was considered contaminated by overt movements.

Once the training EEG data were collected, the signals were analyzed offline using

the methods described in Section 2.4 of Chapter 2 and in Appendix 2.4. First, the

EEG channels with excessive EMG activity were excluded from further analysis using

the iterative artifact rejection algorithm described in Section 2.4.1 of Chapter 2. The

pre-processed continuous 10 min EEG record was then split into 30 s long segments

of idling and walking states based on the labeling signal, and were synchronized

with this signal using the common synchronization pulse (see Fig. 2.2 in Section 2.2

of Chapter 2). Due to uncertainties in timing between the computer cue and the
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participant’s reaction, the first 8 s of each state were removed from analysis. Each

remaining 22 s EEG segment was then divided into five 4 s long non-overlapping trials

for a total of 100 trials.

The labeled EEG trials were transformed using the fast Fourier transform (described

in Appendix A.1), and their power spectral densities were integrated in 2 Hz bins

from 1–40 Hz. The dimension of the input data was then reduced using the feature

extraction techniques described in Section 2.4.1 of Chapter 2 and in Appendix A.3.

This resulted in the extraction of 1-D spatio-spectral features, which were then clas-

sified using the linear Bayesian classifier described in Section 2.4.2 of Chapter 2 and

in Appendix A.4. The classification accuracy of the classifier was then assessed by

performing 10 runs of stratified 10-fold cross-validation (described in Section 2.4.2 of

Chapter 2 and in Appendix B.1).

For all the SCI neurorehabilitative studies described in this chapter, the above de-

coding model generation procedure was systematically repeated to find the optimal

frequency range [145]. Briefly, the lower frequency bounds was increased in 2 Hz

steps until the classifier performance stopped improving, allowing the optimal lower

frequency bound, FL, to be determined. The optimal higher frequency bounds, FH ,

was found in a similar manner. This was performed because the important frequency

ranges for classification of kinesthetic motor imagery of walking and attempted walk-

ing are unknown. The optimal frequency range determined, list of retained channels

after artifact rejection, feature extraction mapping and methods used, as well as the

classifier parameters – together referred to as the decoding model, were then saved

and implemented into the BCI software for real-time BCI operation.
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Online Signal Analysis and Calibration

During online operation, 0.5-s-long blocks of EEG data were acquired in real time

at a rate of 2 blocks per second (see a similar method described in Section 2.6 of

Chapter 2). This rate was limited by the computer processing speed and was em-

pirically found to ensure data acquisition without dropping packets. Of these 0.5 s

blocks, 0.75-s-long segments (i.e. the most recent 0.5 s block plus 50% of the previous

block) were assembled and processed using the methods described in the offline train-

ing section above. Note that this segment length provided an accurate estimation

of EEG spectral power even at the lower end of physiological relevant frequencies.

Subsequently, the EEG signals were first band-pass filtered, then transformed into

the frequency domain, and the power spectral densities over the optimal frequency

range were integrated into 2-Hz bins. These spectral data were used as the input for

the feature extraction algorithm, and the posterior probabilities of idling and walking

were calculated.

Prior to online operation, a short calibration procedure described in Section 2.5 of

Chapter 2 was performed. This was necessary to determine the state transition thresh-

olds for the binary state machine that are suitable for self-paced online BCI operation,

and to reduce the number of false state transitions during the online walking tasks.

Briefly, using the participant-and-day specific EEG decoding model developed during

the training procedure, the BCI system was set to run in the online mode (with the

virtual reality environment’s joystick disabled) while participants were prompted to

alternate between idling and kinesthetic motor imagery or attempted walking for ∼2

min. The posterior probabilities were then recorded and their histograms were plotted

to determine the walking and idling thresholds, TW and TI (where W is “Walking”

and I is “Idling”), for the binary state machine described in Fig. 2.5 in Section 2.4.2

of Chapter 2. These two thresholds were initially set as the median values from the
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histograms, and then were adjusted as necessary based on the participant’s feedback

and a brief online familiarization test. During online BCI operation, the posterior

probabilities corresponding to the most recent 1.5 s of EEG data were averaged and

compared to the two thresholds, and the state transitions were executed based on the

binary state machine.

Online Sessions and Performance Assessment

To assess the online BCI performance, participants were tasked to move the avatar

within 2 body lengths of each non-player character and remain idle at each location

for at least 2 s. On each daily session, participants repeated this task for 2–8 online

sessions. This depended upon the participant’s willingness and availability. In to-

tal, each SCI participant underwent between 19 and 29 online sessions over 5 daily

sessions [81], and each able-bodied participant performed 5 online sessions in 1 exper-

imental day [32, 84, 107, 145, 146]. Two performance measures were recorded during

each session: the time taken to complete the course and the number of successful

stops. Participants received one point for idling the avatar within the designated

stop for at least 2 s; therefore, the maximum successful stop score was 10 points. In

addition, only a fraction of a point was awarded for dwelling between 0.5 and 2.0

s. Note that participants were not penalized for dwelling longer than 2 s, however,

this will inevitably increase the completion time and therefore lower the overall per-

formance. A 20 min time limit was enforced, beyond which the online session was

interrupted and the number of successful stops achieved thus far was recorded. Ide-

ally, it should take on average 18 s to walk from 1 non-player character to the next

without stopping, with the total course completion time of 211 s (191 s for walking

and 20 s for idling).

The number of successful stops and completion times were compared to those achieved
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by Monte Carlo random walk simulations to determine whether purposeful control

was attained. As described in Appendix B.3, random walk performances were simu-

lated using the methods described in Appendix B.3 and applying the state transition

rules outlined in Section 2.4.2 of Chapter 2 with the participant-specific threshold

values, TI and TW . The random walk simulations were also allotted the 20 min

time limit, and the number of successful stops was calculated in the same manner as

above. To facilitate statistical testing, 1,000 Monte Carlo runs of the random walk

simulation (Appendix B.3) were performed. The participants’ performances were

then compared to those of the Monte Carlo simulation, and empirical p-values were

calculated. An additional control experiment consisted of an able-bodied participant

manually performing the same task with a physical joystick.

The 2-D probability density function (PDF), with number of successful stops and

completion times as variables, of each participants’ simulated random walk from the

Monte Carlo simulations (Appendix B.3) was estimated using the Parzen window

method [42, 13]. Through each participant’s observed performance point (consisting

of a successful stops and completion time pair), a constant-value PDF contour was

drawn. The volume under the PDF outside the contour was then found by numer-

ical integration, effectively defining the p-value (the null hypothesis being that the

participants’ performances are no different from random walk). Purposeful control

was defined as the ability to complete the task within 20 min with performances

significantly different from random walk.

In addition to the above Monte Carlo simulation analysis to assess purposeful control,

and since it is difficult to interpret multivariate performance measures across partic-

ipants and sessions, a single composite score was defined as the following geometric
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mean:

c =
√
csct (4.1)

where cs and ct are the normalized performance measures for the number of successful

stops and completion times, respectively. Further details of how the composite score

is calculated can be found in Appendix B.4. As a recap, the values of cs and ct are

obtained by:

cs =
s

smax

ct =
tmax − t
tmax − tmin

(4.2)

Here, s is the participant’s number of successful stops, smax = 10 is the maximum

number of successful stops, t is the participant’s completion time, tmax = 1200 s

is the maximum allowed time, and tmin = 201.52 s is the minimum time required

to complete the course while achieving 10 successful stops. The values of cs and

ct, and consequently c, range from 0 to 100%, where 100% corresponds to a prefect

performance. Note that the the geometric mean used here favors a performance that is

balanced over a performance that sacrifices one performance measure over the other

(e.g. when a participant finishes the course in a short time while failing to make

stops). Also, the normalization of cs and ct ensures that the performance measures

are unitless.

4.3.2 Results

Eight able-bodied participants [32, 84, 107, 145, 146], 5 SCI participants [81] with

paraplegia, and 1 SCI participant with tetraplegia [81] participated in this study. The

demographic data for the able-bodied study [32, 84, 107, 145, 146] are presented in
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Table 4.1, and the demographic data for the SCI population study [81] are shown

in Table 4.2. Note that the participant with tetraplegia suffered from syringomyelia

(Participant 3 in Table 4.2).

Table 4.1: Demographic data of the able-bodied study [32, 84, 107, 145, 146], including
gender, age, and hours of BCI experience.

Participant Sex Age BCI Experience
1 M 40 ∼1 hr
2 M 29 ∼1 hr
3 F 23 ∼1 hr
4 F 57 0 hr
5 F 24 0 hr
6 M 21 0 hr
7 M 25 0 hr
8 M 32 0 hr

Table 4.2: Demographic data of the SCI population study [81], including gender, age,
and SCI status. ASIA = American Spinal Injury Association impairment scale. Note
that all SCI participants were BCI näive with 0 hours of BCI experience.

Participant Sex Age SCI Status
1 M 34 T11, ASIA A, 8 yr. post injury
2 M 46 T1, ASIA B, 4 yr. post injury
3 M 43 C5, Syringomyelia, 14 yr. post onset
4 M 59 T1, ASIA B, 2 yr. post injury
5 M 21 T11, ASIA B, 1 yr. post injury
6 F 27 T8, ASIA B, 11 yr. post injury

Offline Performances

The stratified 10-fold cross-validation of the participant-specific EEG decoding models

in the able-bodied study [32, 84, 107, 145, 146] resulted in classification accuracies that

ranged from 64.3% to 88.3% (Table 4.3), with p-values < 0.01 (the null hypothesis

being defined as having a chance level classification accuracy of 50%). The average

offline performance of the able-bodied participants was 75.1% [32, 84, 107, 145, 146].

Finally, note that these accuracies represent the probability of correctly classifying
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a trial given the feature, f ?, in other words, P (correct|f ?) = P (I|f ? ∈ I)P (I) +

P (W |f ? ∈ W )P (W ), where P (I|f ? ∈ I) and P (W |f ? ∈ W )P (W ) are the posterior

probabilities of idling (I) or walking (W ) given that the observed feature belongs to

the idle or walk class, respectively, and P (I) and P (W ) are the prior probabilities

of idling and walking classes, respectively. Details of this procedure are described in

Section 4.3.1 above and in Appendix B.1.

Table 4.3: Offline performances represented as classification accuracies estimated by
the cross-validation procedure for the able-bodied study [32, 84, 107, 145, 146].

Participant P (correct|f ?) p-value
1 88.3±0.7% 1.27×10−16

2 86.6±0.8% 6.56×10−15

3 76.0±1.3% 9.05×10−8

4 80.9±1.2% 1.35×10−10

5 67.4±2.2% 2.04×10−4

6 72.5±1.6% 2.35×10−6

7 64.3±1.1% 1.76×10−3

8 64.5±1.8% 1.80×10−3

All 75.1±9.5% –

The offline performances of the EEG decoding models in the SCI population study [81]

revealed similar classification accuracies that ranged from 60.5% to 94.5% across all

participants (Table 4.4). These accuracies had corresponding p-values between 0.018

and 10−20, thus indicating that the classifier performances were well above the chance

level (50%). In addition, the participants’ average offline performances were 82.3%,

71.8%, 82.3%, 82.5%, and 82.2%, respectively. As a clarification, note that due to

time constraints of the participant, SCI Participant 6 was only able to perform 1

day of the study, whose offline classification accuracy was 94.5%. Finally, the overall

average classification accuracy across all 6 participants was 80.8 ± 8.90% (n = 26).

Further analysis of the participant-specific feature extraction maps of the able-bodied

study [32, 84, 107, 145, 146] demonstrated that the most informative features for

classification of kinesthetic motor imagery of walking were the EEG powers in the 4–18
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Table 4.4: Offline performances of the SCI population study [81]. P (correct|f ?) and
p-value are presented for each participant on each experimental day.

Participant Day P (correct|f ?) p-value
1 1 71.9±2.2% 6.29×10−6

2 89.4±1.2% 1.53×10−17

3 83.9±2.0% 1.30×10−12

4 84.0±1.9% 1.30×10−12

5 82.2±1.7% 6.55×10−12

Avg. 82.3±6.4% 1.26×10−6

2 1 62.2±1.8% 6.00×10−3

2 62.0±1.8% 1.05×10−2

3 60.5±2.0% 1.76×10−2

4 91.6±1.7% 1.60×10−19

5 82.5±1.6% 6.55×10−12

Avg. 71.8±14.3% 6.82×10−3

3 1 90.3±1.3% 1.66×10−18

2 83.9±1.1% 1.30×10−12

3 72.8±2.9% 2.35×10−6

4 81.0±2.1% 1.35×10−10

5 83.3±1.2% 1.30×10−12

Avg. 82.3±6.3% 4.69×10−7

4 1 74.7±1.7% 2.82×10−7

2 92.3±1.6% 1.36×10−20

3 81.5±1.3% 3.07×10−11

4 80.5±2.0% 1.35×10−10

5 83.5±2.2% 1.30×10−12

Avg. 82.5±6.4% 5.64×10−8

5 1 82.7±1.3% 6.55×10−12

2 86.3±1.3% 6.56×10−15

3 78.9±1.4% 2.17×10−9

4 82.2±1.5% 6.55×10−12

5 81.0±1.3% 1.35×10−10

Avg. 82.2±2.7% 4.30×10−10

6 1 94.5±0.8% 6.26×10−23
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Hz frequency range over the lateral central/centro-parietal areas (see Fig. 4.3). Based

on the brain areas underlying these features, the motor imagery control strategies

utilized by the able-bodied participants likely correspond to motor imagery of arm

swinging or arm movement produced during walking.

Figure 4.3: Spatio-spectral feature extraction maps corresponding to the 12–14 Hz
frequency range for Participant 2 in the able-bodied study [32, 84, 107, 145, 146].
There are 2 maps presented, 1 for idling (left) and the other for kinesthetic motor
imagery of walking (right).

Unlike the able-bodied participants’ control strategy of kinesthetic motor imagery of

walking, the SCI participants utilized an attempted walking control strategy. This

resulted in salient frequencies in the µ (8–12 Hz) frequency band [81]. Furthermore,

qualitative analysis of these topographic maps revealed significant variations in the

brain areas utilized by the participants while performing the attempted walking and

idling task. For example, Participant 2 used mostly the Cz area (Fig. 4.4), whereas

Participant 5 used areas C3 and C4 (Fig. 4.5). Furthermore, the utilized brain areas

and frequency bands evolved for each participant over the 5 experimental days. For

instance, Participant 2 had growing activation of mid-frontal areas (over Cz or FCz

and adjacent electrodes) mostly in the µ (8–12 Hz) and low-β (12–16 Hz) bands.
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Figure 4.4: Feature extraction maps of Participant 2 for all experimental days [81].
The EEG power in the 9–13 Hz bins in the central (Cz) and centro-parietal (CPz)
areas were the most salient.
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Figure 4.5: Feature extraction maps of Participant 5 for all experimental days [81].
The EEG power in the 9–13 Hz bins in the mid-frontal (Fz), lateral central (C3 and
C4), and lateral centro-parietal (CP3 and CP4) areas were most salient.
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Online Calibration

The short calibration procedure (Section 4.3.1) in the able-bodied study [32, 84,

107, 145, 146] resulted in histograms representative of Fig. 4.6. Note that in an

ideal situation, the distribution of P (W |f ? ∈ W ) should cluster around 1, whereas

P (W |f ? ∈ I) should cluster around 0. However, in reality, due to the inherent noise

in EEG, these distributions will have some overlap. The state transition thresholds,

TI and TW , were then determined and their values are shown in Table 4.5. Also, if

EEG data carried no class information, the two thresholds would be equal to P (W )

(0.5 in the study). On the other hand, if classes could be perfectly decoded from

EEG data, the threshold values TI and TW would approach 0 and 1, respectively.

The values of TI and TW varied across participants from 0.19 to 0.55, and from 0.43

to 0.91, respectively. As apparent in Table 4.5, the thresholds of all participants

were separable. In addition, the calculated values of TW were found to correlate with

the offline performances shown in Table 4.3 (ρ = 0.87, p-value = 0.002). On the

other hand, the same was not true for TI (ρ = 0.87, p-value = 0.90). Finally, it was

found that the offline performances also correlated with the separability of TW and TI

(i.e. TW − TI), resulting in a correlation coefficient of 0.80 (p-value = 0.009). Note,

however, that these tests were based on only 9 samples.

Table 4.5: The chosen values of the state transition thresholds, TI and TW , for the
able-bodied study [32, 84, 107, 145, 146].

Participant TI TW
1 0.53 0.91
2 0.24 0.64
3 0.19 0.56
4 0.43 0.58
5 0.55 0.57
6 0.53 0.61
7 0.41 0.43
8 0.19 0.45
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Figure 4.6: Representative histogram for Participant 1 from the able-bodied study [32,
84, 107, 145, 146]. The dotted lines denote quartiles.

For the SCI population study [81], the state transition thresholds, TI and TW , were

also separable (except for Participant 2 on the 1st experimental day). A representative

example of these thresholds can be seen in Fig. 4.7. Specifically, as seen in Table 4.6,

the values of TI and TW ranged from 0.07 to 0.70 and from 0.09 to 0.90, respectively.

In addition, the average thresholds across all participants on all experimental days

was 0.40 and 0.62 for TI and TW , respectively.

Online Performances

As described in Section 4.3.1, the online performances of all participants operating

the BCI-controlled walking simulator were evaluated by comparing the task com-

pletion times and successful stops to those of the simulated random walk. Three

short videos demonstrating the walking simulator task can be seen at <http://www.

youtube.com/user/UCIBCI>, where the videos are titled “Able-bodied Subject Op-

erates BCI-controlled Avatar”, “Subject with Tetraplegia Operates BCI-controlled
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Figure 4.7: Representative histogram for Participant 3 from the SCI population
study [81] for the attempted walking control strategy. The dotted lines denote quar-
tiles.

Avatar”, and “Subject with Paraplegia Operates BCI-controlled Avatar”. After com-

pleting 1,000 Monte Carlo random walk simulations (Appendix B.3) per participant

with the threshold parameters given in Tables 4.5 and 4.6, the 2D-PDF contours

were constructed and the empirical p-values of the participant’s online performances

(numbers of successful stops and completion time) were calculated. The online per-

formances, corresponding empirical p-values, and random walk PDF contours of 4

representative able-bodied participants are shown in Fig. 4.8. Overall, in 43 out of

the 45 online sessions of the able-bodied study [32, 84, 107, 145, 146], participants

achieved performances that were significantly different (i.e. ‘outside of the contours’)

from those of random walk simulations (p < 0.01). At a significance level of 0.05,

performances were different from random walk in 44 sessions (able-bodied Participant

7 had a single session with a non-significant performance). In addition, the average

completion times and successful stops are summarized in Table 4.7. Note that the

completion time consists of a fixed walking time (191 s) and a variable amount of

idling time.
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Figure 4.8: Representative online performances of 4 participants in the able-bodied
study [32, 84, 107, 145, 146]. Each cross corresponds to 1 online session’s completion
time and successful stops. The numbers next to the crosses indicate the empirical p-
values colored by significance level. The random walk PDFs are displayed as contours.
For Participant 1, the random walk simulation did not complete the task within the
allotted 20 min time limit, so contours are not shown.

133



Table 4.6: Online state transition thresholds, TI and TW , for online operation for the
SCI population study [81].

Participant Day TI TW
1 1 0.37 0.47

2 0.42 0.67
3 0.45 0.55
4 0.22 0.39
5 0.35 0.44

2 1 0.50 0.50
2 0.07 0.09
3 0.42 0.45
4 0.60 0.70
5 0.60 0.66

3 1 0.20 0.30
2 0.57 0.62
3 0.26 0.75
4 0.70 0.90
5 0.40 0.90

4 1 0.62 0.80
2 0.61 0.80
3 0.38 0.45
4 0.40 0.60
5 0.58 0.65

5 1 0.30 0.85
2 0.40 0.70
3 0.30 0.70
4 0.40 0.80
5 0.30 0.85

6 1 0.32 0.87

The participants in the able-bodied study [32, 84, 107, 145, 146] achieved the fol-

lowing online performances. For Participant 1, purposeful control was achieved with

superior performance for both completion time and successful stops. Participants 4,

5, and 6 achieved purposeful control with superior performance in completion time

only. On the other hand, Participant 2, 3, 7, and 8 achieved purposeful control with

superior performance in the number of successful stops, although they required more

time to complete the task. Finally, to demonstrate the performance level achievable

by manual control, an able-bodied participant performed the task with a physical
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Table 4.7: Average online performances of the participants in the able-bodied
study [32, 84, 107, 145, 146] compared to those of random walk simulations (RW).
Note that the random walk composite scores were not calculated because the raw
data was not saved.

Participant Completion Time (s) Successful Stops Composite
mean ± std. mean ± std. Score (%)

1 319.8±48.3 9.14±0.57 89.7±2.54
1-RW >1200 0.24±0.43 –
2 266.7±10.8 7.80±1.10 85.2±6.04
2-RW 224.4±18.1 1.47±1.09 –
3 291.9±19.3 8.03±1.08 85.3±6.03
3-RW 219.3±9.8 2.46±1.37 –
4 291.7±20.6 9.01±1.39 90.3±6.49
4-RW 383.4±26.7 9.15±0.82 –
5 325.4±54.2 8.10±0.94 84.0±4.92
5-RW 602.6±38.5 9.89±0.24 –
6 318.2±27.3 8.09±1.06 84.3±5.38
6-RW 699.0±53.4 9.91±0.24 –
7 291.5±24.4 7.65±1.19 83.2±6.03
7-RW 251.6±9.8 5.62±1.24 –
8 228.8±14.0 9.34±0.60 95.3±2.70
8-RW 193.9±2.3 0.39±0.54 –
All Participants 292.4±41.4 8.39±1.12 87.1±6.17
Joystick 205.07±4.2 9.38±0.85 96.5±3.81

joystick. The manual joystick performance was significantly different and superior

to the BCI performances in terms of completion times (p = 0.0002), but was not

significantly different in terms of the number of successful stops (p = 0.086).

Fig. 4.9 shows a representative time-space course of 1 online session for Participant

8 in the able-bodied study [32, 84, 107, 145, 146]. In this session, not only did the

participant complete the course with the maximum number of successful stops and a

short completion time, but the participant also had only 2 false alarms (i.e. the avatar

walking when it was not supposed to) and no omissions (i.e. the avatar stopping when

it is not supposed to). Over the 5 online sessions performed by this participant during

1 experimental day, the participant averaged 0.4 false alarms and 2.5 omissions. By

factoring in the duration of false alarms and omissions, as well as the completion time,
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these values correspond to error rates of 0.42% and 3.34%, respectively. The online

performances of the other participants in the able-bodied study [32, 84, 107, 145, 146]

were not recorded with this level of detail because the computer code was modified

in the late stage of this particular study to accommodate for this function, and so

it was not possible to state their exact false start and stop rates. Since Participant

8 achieved the best online performance, it is likely that the other participants’ error

rates were higher than the numbers reported above. Therefore, while not universally

applicable, the results presented in Fig. 4.9 illustrate the level of control achievable

by able-bodied participants using the BCI system and a kinesthetic motor imagery

of walking control strategy.
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Figure 4.9: Time-space course of a representative online session for Participant 8
in the able-bodied study [32, 84, 107, 145, 146]. The pink areas mark designated
stopping zones. Orange segments mark false starts. In order to finish the course, the
participant is required to walk out of the last stopping zone.

For the SCI population study [81], all participants were able to achieve purposeful
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online performances immediately (on experimental day 1), with the exception of Par-

ticipant 2, who achieved purposeful control by day 2. The online performances for

each participant across all experimental days are shown in Table 4.8. The average

stop score was 7.4 ± 2.3, and the average completion time was 277 ± 56.3 s across

all online sessions (n = 128). Furthermore, the average composite score was 81.4 ±

13.5%. As previously mentioned, note that ideally, the course should be completed

within 211 s with a fixed 191 s of walking time and 20 s of idling time, so the ad-

ditional time spent to complete the course was due to errors (e.g. false alarms and

omissions). These errors may have be due to difficulty transitioning to the walk state

or due to overestimating the 2 s dwelling time at each character. Also, only minimal

lapses in BCI control occurred, as only 5 out of the 128 online sessions (∼4%) were

non-purposeful (p≥0.01), and 123 sessions were purposeful (p < 0.01). Specifically,

Participant 1 had 3 non-purposeful online sessions out of the 26 sessions performed,

and Participants 2 and 4 had 1 non-purposeful session out of the 24 and 18 sessions

performed, respectively.

Examples of the best online performances for Participants 1–5 are shown in Fig. 4.10

below [81]. In addition to these performances, the random walk PDFs are also dis-

played. Note that only the contour for Participant 1 is shown, as all other random

walk PDFs fell outside of the allotted 20 min time limit. For additional comparison,

the average number of successful stops achieved by a manual joystick was 9.38 ±

0.85 (Table 4.8 above), and on their best day, Participants 3, 4, and 5 achieved a

similar number of successful stops. However, no participants were able to complete

the course as fast as the manually controlled joystick.

In addition to the random walk PDFs of the best online performances for Participants

1–5 in Fig. 4.10 above, Fig. 4.11 shows 2 time-space courses of the best online sessions

for Participants 3 and 5. Note that Participant 3 only had a single false alarm and
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Table 4.8: Average online performances for the SCI population study [81]. Shown are
the total number (n) of sessions performed, participants’ best day’s performances, and
the random walk (RW) performances. Note that random walk composite scores were
not calculated because the raw data was not saved, and Participant 6 only performed
1 experimental day.
Participant Completion Time (s) Successful Stops Composite

mean±std. mean±std. Score (%)
1 n=29 275±45 6.2±1.8 74.7±10.2

Best Day 5 298±77 6.8±2.3 76.9±11.0
RW 227±7 5.0± 1.3 –

2 n=25 271±66 5.7±2.3 71.0±13.6
Best Day 5 293±26 8.1±1.2 85.4±4.9
RW 1445±118 9.0±0.9 –

3 n=24 277±65 9.4±1.3 92.8±8.0
Best Day 4 231±8 10.0±0.0 98.4±0.4
RW >1200 0.1±0.3 –

4 n=19 289±43 8.3±1.8 86.0±10.2
Best Day 1 264±12 8.9±0.3 91.5±1.5
RW >1200 4.3±0.7 –

5 n=27 258±31 7.7±2.1 84.4±12.3
Best Day 4 260±17 10.0±0.0 96.9±0.8
RW >1200 5.1±1.4 –

6 n=4 410.6±33 9.25±0.8 85.4±4.9
RW >1200 4.52±1.6 –

All Participants 277±56.3 7.4±2.3 81.4±13.5
Joystick 205.07±4.2 9.38±0.85 96.5±3.81

a single omission, while Participant 5 had no false alarms and only 2 omissions.

Also, the online performances of the other participants were not recorded with this

level of detail, as the computer code was modified in the late stage of this study to

accommodate for this function. It is likely that the other participants’ false alarms

and omissions were higher than those reported in Fig. 4.11. Therefore, while not

universally applicable, these results illustrate the level of control achievable by this

BCI system in SCI individuals [81].

The composite scores calculated from the online performances measures presented

in Table 4.8 demonstrated that a high level of performance was achievable by all

SCI individuals [81]. In general, the performances improved significantly over time.
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Figure 4.10: The best online performances for Participants 1 through 5 for the SCI
population study [81]. Each cross corresponds to 1 online session’s completion time
and successful stops. The numbers in parentheses next to the crosses indicate the
composite score (in %) and are colored by significance level (p < 0.01). The random
walk PDFs are displayed as contours for Participant 1, but are absent for other
participants as the contours lie outside of the allotted 20 min time limit.

The average score on day 1 for all participants was 77.8%, and the average score on

day 5 was 85.7% (p = 0.0302). For comparison, the composite score of the joystick

task was 96.5 ± 3.8%. On their best days, Participants 3, 4, and 5 achieved perfor-

mances similar to those of the manually controlled joystick, reaching nearly perfect

performances (100%). Specifically, Participant 3 had a best online composite score of

99.0%, Participant 4 had a best score of 96.1%, and Participant 5 had a best score of

98.3%.

4.3.3 Discussion

The results of the able-bodied study [32, 84, 107, 145, 146] demonstrated that the

self-paced BCI driven walking simulator can be purposefully controlled in real time
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Figure 4.11: Time-space course of a representative online session for Participants 3
and 5 in the SCI population study [81]. The pink areas mark designated stopping
zones. Orange segments mark false starts. In order to finish the course, the partici-
pant is required to walk out of the last stopping zone.

by 8 able-bodied participants using an intuitive kinesthetic motor imagery of walk-

ing control strategy. All participants were able to achieve purposeful control of the

avatar’s linear ambulation after only a 10 min training session followed by a 2 min

calibration session. The rapid training and acquisition of purposeful BCI control were

facilitated by a data-driven machine learning method to generate participant-specific

EEG decoding models. The decoding models were validated first offline and then

during online BCI operation. These results indicate that the system may satisfy the

proposed requirements of an ideal BCI-lower extremity prosthesis, i.e. robustness,
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intuitiveness, and short training time.

The SCI population study [81] further demonstrated that the self-paced BCI-controlled

walking simulator can be purposefully controlled in real time by SCI individuals using

an intuitive attempted walking control strategy. All participants gained purposeful

control on the first experimental day after undergoing the 10 min training session

and 2 min calibration session, with the exception of Participant 2, who did not at-

tain control until the 2nd experimental day. In addition, BCI control was maintained

over the course of the study, and the performance improved in 4 out of 5 partici-

pants. These findings suggest that a BCI-controlled lower extremity neuroprosthesis

or neurorehabilitative therapy for gait rehabilitation after SCI may be feasible.

Offline Performances

It follows from the offline performances of the able-bodied [32, 84, 107, 145, 146] and

SCI population [81] studies that idling and walking kinesthetic motor imagery or at-

tempted walking states can be decoded from underlying EEG signals with moderate

to high accuracy. Furthermore, the 10 min training session was sufficient for the

data-driven machine learning algorithm to generate participant-specific EEG decod-

ing models. These models achieved offline classification accuracies in the able-bodied

study [32, 84, 107, 145, 146] between 64.3% and 88.3% (mean: 75.1%), which were

significantly superior to random chance (50%), and with p-values as small as 10−16. In

addition, the offline classification accuracies in the SCI population study [81] ranged

from 62.0% to 94.5% (mean: 80.5%), with p-values as small as 10−23. Finally, this

was true even for BCI-näive participants with 0 hours of BCI experience.

The EEG decoding models of the able-bodied participants [32, 84, 107, 145, 146] also

yielded feature extraction maps that could be used to uncover the brain areas and
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frequency bands that differentiate the idling and kinesthetic motor imagery of walking

behaviors. Particularly, the EEG features responsible for encoding the differences

between the 2 states in the able-bodied participants were the powers in the µ (8 –

12 Hz) and β (13 – 30 Hz) EEG bands over the lateral central and lateral centro-

parietal electrodes. The activity measured by these electrodes is most likely localized

to the lateral sensorimotor cortex, which is typically associated with hand and arm

movements.

Unlike the features salient for classification between idling and kinesthetic motor

imagery of walking in the able-bodied participants [32, 84, 107, 145, 146], the par-

ticipants from the SCI population study [81] had informative features in the µ and

β bands over the mid-central as well as lateral central electrodes. These electrodes

are likely to record the activity originating from the medial sensorimotor and sup-

plementary motor cortices, where the leg and foot cortical representation areas are

classically located. Hence, it appears that there is a divergence between the brain

areas employed by the able-bodied participants and the SCI participants while under-

going kinesthetic motor imagery of walking and attempted walking control strategies.

It is possible that these differences are simply caused by the different mental strategies

employed by the SCI and able-bodied participants. This may because unlike simple

motor imageries often used in BCI studies, such as fist clenching [99, 111] or foot

tapping [111], walking kinesthetic motor imagery and attempted walking emulates a

highly complex set of upper and lower extremity movements for which there may not

be a universal motor imagery strategy. Based on their feature extraction maps, it

can be hypothesized that able-bodied participants predominantly imagined the arm

swinging process of walking as opposed to the leg movement component. It is also

possible that due to the extremely small sample size (only 100 training EEG trials),

the relative contribution of other potential brain representation areas (e.g. lower ex-

tremity motor areas) was masked by a more dominant arm swing imagery in these
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maps. In contrast, due to motor paraplegia or tetraplegia in the SCI participants,

attempted walking may be a mental task that is as vivid as attempted leg movements

or executed walking. However, given the limited population sizes of these 2 studies,

these hypotheses could not be formally tested.

The proposed data-driven machine learning methodology was able to produce partici-

pant-specific decoding models that accommodate for the neurophysiological variations

across participants. This is especially important for BCI users with SCI, as post-

injury cortical reorganization can occur. Namely, recent functional magnetic reso-

nance imaging studies [1, 22, 68, 123] reported significant changes in motor cortical

representation areas for lower extremity motor imagery following SCI. This may ex-

plain the evolution of salient features across experimental days in the SCI participants

(Figs. 4.4 and 4.5). On the other hand, the changes in salient features may be due

to differences in imageries employed by each participant, for instance, the attempted

walking instructions may have been interpreted differently by each participant and

across experimental days. Nevertheless, their activation during attempted walking is

consistent with functional imaging studies, such as the study reported in [89].

The spatio-spectral variations of attempted walking activation patterns demonstrate

the necessity of the data-driven machine learning approach for rapid acquisition of

intuitive BCI control. First, our approach accommodates for the variations of these

activity patterns across participants, as well as their evolution over time. Second,

it facilitates rapid acquisition of online BCI control, presumably by enabling par-

ticipants to utilize intuitive mental strategies. The user training time necessary to

acquire purposeful BCI control in this study is significantly shorter than those of

other BCI studies where users must learn a completely new cognitive skill to modu-

late pre-selected EEG features, such as the µ-rhythm over lateral central areas [161].

Finally, this approach carries a significant potential value in the future practical im-
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plementation of BCIs for ambulation, as it may drastically reduce the training time

needed to attain purposeful and useful control of self-paced BCIs from a timescale of

weeks to months to one of minutes to days. This in turn may significantly reduce the

cost of training users to operate future BCI driven lower extremity neuroprostheses

and neurorehabilitative therapies.

Online Performances

The online performance from the able-bodied study [32, 84, 107, 145, 146] had average

online performances that ranged from 228.8 to 410.6 s for completion time and from

7.65 to 9.34 for number of successful stops, with Participant 8 achieving the highest

number of successful stops. Furthermore, in all but 1 online session (out of 45), all

participants demonstrated purposeful BCI control. These results were similar in the

SCI population study [81], as purposeful control was maintained in 96% of all online

sessions. In addition, 4 out of 6 SCI participants achieved successful stop scores similar

to those obtained using a manually controlled joystick. Even though no participants

were able to complete the course as fast as manual control, it is encouraging that the

average composite scores increased significantly over the course of the SCI study [81].

Particularly, for Participants 3 and 5, the average composite scores approached 100%

by the end of the study. Therefore, not only was online control significantly different

from random walk, it was also meaningful. Given this trend, additional training and

practice may help further improve performance, possible to the point of approaching

that of a manually controlled joystick.

While there is a positive correlation between the offline classification accuracy and on-

line performance measures, the offline and online performances were only moderately

coupled (e.g. only 21% of the variance in the able-bodied study [32, 84, 107, 145, 146]

can be accounted for by the completion times and number of successful stops). This
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may be due to several underlying causes. First, the high variability of online perfor-

mances may cause a poor linear regression fit. Second, linear regression may not be

the best model to link offline and online performances. Lastly, the presence of outliers

may cause the parameters of the linear regression model to be chosen suboptimally.

As an example of the above discrepancy, the best able-bodied participant (Partici-

pant 8) and the best SCI participant (Participant 3), had an offline performance of

only 65% and 82.3 ± 6.3%, respectively, and yet they both were able to achieve a

level of online control that nearly matched that of a manual joystick. This discrep-

ancy may be caused by physiological and behavioral factors. It may be hypothesized

that a relatively low offline performance reflects the participant’s inconsistency in

generating kinesthetic motor imagery or attempted walking and/or occasional lapses

in attention. Since offline training is done without feedback, the participants may

not be aware of these issues. Ultimately, this may lead to a decoding model that is

suboptimal and hence yield low offline performances. When online, the feedback is

always present, allowing the participants to hone their mental strategies and presum-

ably utilize kinesthetic motor imagery and attempted walking control strategies that

are more consistent with the models. The participants’ abilities to adapt and achieve

good performances during online BCI operation may also indicate that the decoding

model retains useful kinesthetic motor imagery or attempted walking features despite

being suboptimal.

In general, the BCI performances were inferior to those of a manually controlled

physical joystick. However, note that some participants (e.g. Participant 8 in the

able-bodied study [32, 84, 107, 145, 146] and Participants 3 and 5 in the SCI pop-

ulation study [81]), all BCI näive users, were only slightly slower than the joystick

with equivalently numbers of successful stops. Therefore, additional training and on-

line practice may help further reduce the completion time, possibly to the point of
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approaching that of manual control. Should this goal be achieved, it could further

justify the pursuit of BCI-controlled lower extremity neuroprostheses and neuroreha-

bilitative therapies for ambulation after SCI.

Comparison with Other Studies

The BCI driven walking simulator studies [32, 84, 81, 107, 145, 146] represent the

first demonstration of integrating an EEG based BCI with a virtual reality walking

simulator. A comparison between this study and related BCI-virtual reality environ-

ment studies [91, 111] is given in Table 4.9. Note that the present approach utilizes

kinesthetic motor imagery or attempted walking and idling as a control strategy,

which intuitively matches the walking task. On the other hand, the study in [91],

and especially the one presented in [111], were less intuitive. Furthermore, the present

approach requires a significantly shorter training time before participants were able to

gain online BCI control. With the present approach, BCI-näive participants were able

to achieve purposeful online BCI control within minutes as opposed to the months

of training required in the other studies [91, 111]. In addition, this system has been

tested in a substantially larger population of able-bodied and SCI participants, sug-

gesting that it may be generalizable. Finally, a direct comparison of the results be-

tween this study and related BCI-virtual reality environment studies is not possible

due to variations in experimental designs.

Table 4.9: Comparison of our virtual reality walking simulator studies to similar
studies in the field [81]. AB = able-bodied, SCI = spinal cord injury participants.

Study Mental Strategy Training Time Sample Size
Our present studies [32], Imagery or attempted 10 min 8 AB, 6 SCI
[84, 81, 107, 146, 145] walking/idling
Leeb et al. [91] Imagery of foot/idling 4 months 1 SCI
Pfurtscheller et al. [111] Imagery of foot/hand 3–5 months 3 AB
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4.3.4 Conclusion

In summary, the BCI-controlled walking simulator presented in the able-bodied [32,

84, 107, 145, 146] and SCI population [81] studies show that participants can pur-

posefully operate the self-paced virtual reality ambulation system in real time. More

importantly, these studies satisfy the proposed criteria of a practical BCI system,

namely, intuitiveness, robustness, and short training time. The operation of the

system was intuitive as it enabled participants to use kinesthetic motor imagery or

attempted walking to control the ambulation of the avatar. The system was robust in

that the data-driven decoding methodology was able to successfully accommodate for

participant-to-participant and day-to-day variations in the neurophysiological under-

pinnings of idling and kinesthetic motor imagery or attempted walking behaviors (e.g.

differences between able-bodied and SCI participants). In addition, the data-driven

methodology was able to overcome the potential problems associated with variations

in neurophysiology due to cortical reorganization after SCI, learning and plasticity

processes, and differences in kinesthetic motor imagery and attempted walking strate-

gies. The SCI participants were also able to maintain purposeful online control over

the course of several weeks, further underscoring the system’s robustness over time.

Finally, the system required only a short training time, as BCI control was attained

after only a 10 min long training data collection procedure followed by a 2 min cali-

bration session in all but 1 SCI participant on the 1st experimental day.

The high level of control achieved by the SCI participants [81] over the course of

the study indicates that BCI-controlled lower extremity neuroprostheses and neu-

rorehabilitative therapies for ambulation after SCI may be feasible. The proposed

BCI-virtual reality system may also serve as a training platform for BCI-controlled

ambulation devices once they become widely available. Furthermore, the intuitive

kinesthetic motor imagery and attempted walking strategies were proven to be viable
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control strategies for these future prostheses and neurorehabilitative devices.

4.4 BCI-Robotic Gait Orthosis

After determining that kinesthetic motor imagery and attempted walking is a viable

control strategy for our BCI system [32, 84, 81, 107, 145, 146], our laboratory trans-

lated this technology from virtual reality to a physical prosthesis [33, 34, 35]. It is

envisioned that a combination of an invasive brain signal acquisition system and im-

plantable system for ambulation, such as an implantable FES system, can potentially

act as a permanent BCI prosthesis. However, for safety reasons, the feasibility of

brain-controlled ambulation must first be established in noninvasive systems. Thus,

we integrated our noninvasive EEG based BCI system with a noninvasive RoGO

before testing this system with FES technologies [51, 52] (e.g. Parastep I system,

Sigmedics, Fairborn, OH). This was done for safety reasons, as it does not require

intensive physiotherapy to improve cardiovascular and respiratory systems, a require-

ment for ambulation devices that use FES.

Commercially available RoGOs were explored prior to implementing our BCI system

with a noninvasive FES device for overground walking. These lower extremity pros-

theses included the ReWalk (Argo Medical Technologies, Inc., Marlborough, MA) and

Lokomat [73] (Hocoma, Volketswil, Switzerland). The Lokomat device was ultimately

chosen because of its availability as well as it’s body-weight support system, which

allows for a much safer and easier test bed for early development of a BCI-prosthesis

for ambulation. After integrating our BCI system with the Lokomat device, it was

tested in able-bodied and SCI participants as a proof-of-concept study [33, 34, 35].
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4.4.1 Methods

Similar to the BCI driven walking simulator studies mentioned above, the BCI-RoGO

was first tested in an able-bodied participant, and then in an SCI participant [33, 34,

35]. Both participants performed the experiment over 1 experimental day, as this

study was intended to be a proof-of-concept study to see if operation of a BCI-

controlled RoGO was possible.

Overview

To determine the feasibility of a BCI driven RoGO using a kinesthetic motor imagery

or attempted walking control strategy, EEG data were recorded from participants

as they engaged in alternating epochs of idling and kinesthetic motor imagery of

walking (for the able-bodied participant) or attempted walking (for the SCI partici-

pant) [33, 34, 35]. These data were then analyzed offline to generate a participant-

specific EEG decoding model for online BCI operation. The commercial RoGO sys-

tem, suspended over a treadmill using a body-weight support system, was interfaced

with the BCI computer to allow for computerized control. In a series of five, 5-

min-long online tests, the participants were tasked to ambulate using the BCI-RoGO

system when prompted by computerized cues. This was different from the self-paced

walking simulator tests [32, 84, 81, 107, 145, 146], as it allowed for a better assessment

of the performance of the system and the response between the BCI and RoGO. The

performance of this system was finally assessed by calculating the cross-correlation

and latency between the computerized cues and BCI-RoGO response, as well as the

omission and false alarm rates (Appendix B).
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BCI-RoGO Integration

To comply with the institutional restrictions that prohibit software installation, the

RoGO computer was interfaced with the BCI using a pair of microcontrollers (Ar-

duino, SmartProjects, Turin, Italy) to perform mouse hardware emulation. Micro-

controller #1 relayed commands from the BCI computer to microcontroller #2 via

an Inter-Integrated Circuit (I2C) connection [33, 34, 35]. Microcontroller #2 then

acted as a slave device programmed with mouse emulation firmware [56] to automat-

ically manipulate the RoGO’s user interface. This setup enabled the BCI computer

to directly control the RoGO idling and walking functions.

Participant Recruitment and Data Acquisition

Ethical approval was obtained from the Institutional Review Board at the Long Beach

Veterans Affairs Medical Center and the University of California, Irvine. Participants

were recruited from a population of able-bodied individuals, or those with chronic,

complete motor paraplegia due to SCI (>12 months post-injury) [33, 34, 35]. The

exclusion criteria for participants with SCI were severe spasticity, contractures, re-

stricted range of motion, or fractures in the lower extremities, pressure ulcers, severe

osteoporosis, or orthostatic hypotension. These criteria were ruled out in a safety

screening evaluation consisting of an interview, a physical exam, lower extremity

dual-energy X-ray absorptiometry (DEXA) scan and X-rays, and a tilt-table exam.

The actively shielded 64-channel EEG cap (Medi Factory, Heerlen, The Netherlands)

described in Section 2.2 of Chapter 2 and in Fig. 1.3 of Chapter 1 was mounted on the

participants’ head and impedances were reduced to <10 KΩ. All 64 electrodes were

used, so the EEG signals were streamed in real-time to a computer and re-referenced

in a common average mode using two linked NeXus-32 bioamplifiers (MindMedia,
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Roermond-Herten, The Netherlands) at a sampling rate of 256 Hz. The partici-

pants were suspended in a treadmill-equipped RoGO (Lokomat, Hocoma, Volketswil,

Switzerland) using partial weight unloading (see Fig. 4.12).

Figure 4.12: Experimental setup showing a participant suspended in the RoGO while
wearing an EEG cap, surface electromyogram (EMG) electrodes, and a gyroscope on
the left leg. A monitor (not shown), placed in front of the participant at eye-level,
presented instructional cues [34].

Training Procedure and Decoding Model Generation

Similar to the training procedure described in the BCI walking simulator studies [32,

84, 81, 107, 145, 146] (Section 4.3), EEG data were collected as the participants
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alternated between 30-s epochs of idling and kinesthetic motor imagery (for the able-

bodied participant) or attempted (for the SCI participant) walking for a total of

10 min, as directed by computer cues [33, 34, 35]. This entailed vivid imagination

of walking during kinesthetic motor imagery of walking cues, or attempted walking

movements without using the arms or making excessive movements for the SCI par-

ticipant during the walking cues. For the idling cues, both participants were tasked

with remaining relaxed and refraining from movements. During this entire procedure,

the able-bodied participant stood still with his arms at his side, while the SCI partic-

ipant stood still with his arms resting on the arm rests of the treadmill for postural

stability.

As described in Section 2.3 of Chapter 2, in order to classify EEG data as either

walking or idling, the data were labeled by a corresponding computer signal recorded

by an auxiliary data acquisition system (MP150, Biopac Systems, Goleta, CA). The

labeling and EEG signals were synchronized by sending a common pulse train to

both the MP150 and NeXus-32 data acquisition systems. Electromyogram (EMG)

activity was not recorded during either study to monitor for minor limb movements

since increased EMG activity is often observed during kinesthetic motor imagery or

attempted walking [28, 71, 90, 156]. Instead, the participants were instructed to

refrain from moving during the training procedure, which was enforced by observing

the procedure and discarding the entire session if it was considered contaminated by

overt movements.

Once the training EEG data were collected, the signals were analyzed offline using

the methods described in Section 2.4 of Chapter 2 and in Appendix 2.4. First, the

EEG channels with excessive EMG activity were excluded from further analysis using

the iterative artifact rejection algorithm described in Section 2.4.1 of Chapter 2. The

EEG epochs corresponding to the “Idling” and “Walking” states were then trans-
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formed into the frequency domain, and their power spectral densities (PSD) were

integrated over 2 Hz bins. As described in Section 2.4 of Chapter 2, the data then

underwent dimensionality reduction using a combination of classwise principal com-

ponent analysis (CPCA) and approximate information discriminant analysis (AIDA).

A linear Bayesian classifier, described in Section 2.4.2 of Chapter 2, was then designed

in the feature domain, and the performance of the Bayesian classifier (Appendix B.1),

expressed as a classification accuracy, was assessed by performing stratified 10-fold

cross-validation. Finally, the optimal frequency range was found using the meth-

ods described in Section 4.3.1 above. This was performed because the important

frequency ranges for classification of kinesthetic motor imagery of walking and at-

tempted walking were still unknown. The optimal frequency range determined, list

of retained channels after artifact rejection, feature extraction mapping and methods

used, as well as the classifier parameters, were saved and implemented into the BCI

software for real-time BCI operation.

EMG and Leg Movement Measurement

EMG was measured to rule out BCI control by voluntary leg movements in the

able-bodied participant during real-time online operation [33, 34, 35]. To this end,

baseline lower extremity EMG were measured under 3 conditions: active walking

(the participant voluntarily walks while the RoGO servos are turned off), cooperative

walking (the participant walks synergistically with the RoGO), and passive walking

(the participant is fully relaxed while the RoGO makes walking movements). Three

pairs of surface EMG electrodes were placed over the left quadriceps, tibialis anterior,

and gastrocnemius (Fig. 4.12), and signals were acquired with a bioamplifier (MP150,

Biopac Systems, Goleta, CA), bandpass filtered (0.1–1000 Hz), and sampled at 4

KHz. In addition, leg movements were measured by a gyroscope (Wii Motion Plus,

153



Nintendo, Kyoto, Japan) with a custom wristwatch-like enclosure, strapped to the

distal left lower leg (proximal to the ankle, shown in Fig. 4.12) [3]. Approximately 85%

body-weight unloading was necessary for proper RoGO operation, and the walking

velocity was set to 2 km/hr.

Online Signal Analysis and Calibration

Methods similar to the walking simulator studies described above (Section 4.3) and

in Section 2.6 of Chapter 2 were used during online BCI-RoGO operation [33, 34, 35].

Specifically, 0.75 s segments of EEG data were acquired every 0.25 s in a sliding

overlapping window. The PSD of the retained EEG channels were calculated for each

of these segments and used as the input for the signal processing algorithms described

above. The posterior probabilities of “Idling” and “Walking” classes were calculated

using the Bayes rule (Eq. 2.2 in Section 2.4.2 of Chapter 2).

To calibrate the BCI-RoGO system prior to online operation and performance as-

sessment, methods similar to the walking simulator studies [32, 84, 81, 107, 145, 146]

described above (Section 4.3) and in Section 2.5 of Chapter 2 were used. This step

was necessary to reduce the noise during online BCI operation and to minimize the

mental workload of the participants. To this end, the posterior probability was av-

eraged over 2 s of EEG data, and was compared to 2 thresholds, TI and TW , to

initiate state transitions. The values of TI and TW were determined by setting the

system to run in the online mode (with the RoGO walking disabled, but all systems

turned on) as the participant alternated between idling and kinesthetic motor im-

agery or attempted walking for ∼5 min. The values of the posterior probabilities

were then plotted in a histogram to empirically determine the values of TI and TW ,

and a brief familiarization online session with feedback was used to further fine-tune

these threshold values.
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Online Sessions and Performance Assessment

To assess the performance of the BCI-RoGO system, participants were mounted in

the RoGO and used idling/kinesthetic motor imagery or attempted walking to elicit

BCI-RoGO driven idling/walking. Unlike the walking simulator studies [32, 84, 81,

107, 145, 146] described above (Section 4.3), the self-paced BCI-RoGO system was

tested using 5 alternating 1 min epochs of computerized textual cues [33, 34, 35]. This

was done instead of a self-paced game to better assess the performance and latency

of the BCI-RoGO system. During these computer-cued online tests, the underlying

EEG changes during kinesthetic motor imagery or attempted walking should ideally

initiate and maintain the BCI-RoGO walking until the kinesthetic motor imagery

or attempted walking stops. The participants were instructed to make no voluntary

movements and to keep their arms still (for the able-bodied participant, he kept his

arms at his side, and for the SCI participant, he kept his arms resting on the arm

rests for postural stability). Left leg EMG and movements were measured as described

above. This online test was performed 5 times in a single experimental day for each

participant.

Online performance was assessed using the following metrics [33, 34, 35]:

1. Cross-correlation between the cues and BCI-RoGO walking

2. Omissions – failure to activate BCI-RoGO walking during the “Walk” cues

3. False Alarms – initiation of BCI-RoGO walking during the “Idle” cues

Details of these analysis are described in Section 2.7 of Chapter 2 and in Appendix B.

For the able-bodied participant [33, 34, 35], analysis of EMG and leg movement

data was performed to ascertain whether RoGO walking was entirely BCI controlled.
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First, to demonstrate that covert movements were not used to initiate BCI-RoGO

walking, gyroscope and rectified EMG data (in the 40-400 Hz band) were compared

to the BCI decoded “Walking” states in each session. Ideally, the initiation of these

states should precede EMG activity and leg movements. Then, to establish whether

voluntary movements were used to maintain BCI-RoGO walking, EMG during these

epochs were compared to the baselines (i.e. active, cooperative, and passive walking).

To this end, EMG data were segmented by individual steps based on the leg movement

pattern [3], as measured by the gyroscope. The PSD of these EMG segments were

then averaged and compared to those of the baseline walking conditions. Ideally, the

EMG power during BCI-RoGO walking should be similar to that of passive walking

and different from those of active and cooperative walking.

To determine the significance of each online BCI-RoGO session’s performance, the

cross-correlation between the cues and BCI-RoGO were compared to 10,000 Monte

Carlo trials. A detailed description of how the nonlinear auto-regressive model was

created is described in Appendix B.3. Finally, an empirical p-value was defined as

the fraction of Monte Carlo trials whose maximum correlation was higher than that

of the online session.

4.4.2 Results

As previously mentioned, 2 participants (1 able-bodied and 1 with paraplegia due to

SCI) were recruited for this study and provided their informed consent to participate.

Their demographic data are described in Table 4.10 below. Participant 2, who was

affected by paraplegia due to SCI, underwent the screening evaluation and met all

study criteria.
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Table 4.10: Demographic data of the BCI-RoGO study participants [33, 34, 35]. ASIA
= American Spinal Injury Association.

Participant Age Gender Prior BCI Experience SCI Status
1 42 Male ∼5 hours N/A
2 25 Male ∼3 hours T6 ASIA B

Offline Performances

All participants successfully underwent the training EEG procedure. Their EEG de-

coding models were generated based on the training EEG data. This offline analysis

resulted in a model classification accuracy of 94.8 ± 0.8% and 77.8 ± 2.0% for Par-

ticipants 1 and 2, respectively (chance: 50%). The EEG feature extraction maps are

shown in Fig. 4.13. As seen in Fig. 4.13, the able-bodied participant (Participant 1)

utilized mostly channels over the arm representation areas, e.g. channels C5 and C6,

over the µ-band (8-12 Hz), while the SCI participant (Participant 2) utilized channels

over the arm and leg representation areas, e.g. channels C4 and C5 as well as channel

CPz, also over the µ-band.

Online Calibration

After the short calibration procedure, a histogram of the posterior probabilities was

plotted. Fig. 4.14 shows the resulting histograms for both participants. From these

histograms and the familiarization session with feedback, the respective values of TI

and TW were set to 0.04 and 0.65 for Participant 1, and 0.50 and 0.90 for Participant

2, respectively. It should be noted that both threshold sets for each participant were

highly separable, which led to smooth online BCI-RoGO operation.
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Figure 4.13: The CPCA+AIDA feature extraction maps for both participants of the
BCI-RoGO study [34]. Since feature extraction is piecewise linear, there is 1 map for
each class. Brain areas with values close to +1 or -1 are most salient for distinguishing
between “Idling” and “Walking” classes at this frequency. The most salient features
were in the 8-10 Hz bin for Participant 1 and the 10-12 Hz bin for Participant 2.

Online Performances

The performances from the 5 online sessions for both participants are summarized

in Table 4.11. The average cross-correlation between the computer cues and the

participants’ BCI-RoGO walking epochs was 0.812 ± 0.048. As a control, the max-

imum cross-correlation between the instructional computer cues and simulated BCI

operation using 10,000 Monte Carlo trials were 0.438 and 0.498 for Participants 1

and 2, respectively. This indicates that all of the cross-correlations in Table 4.11

158



Figure 4.14: The histograms of the averaged posterior probabilities for both partici-
pants of the BCI-RoGO study [34].

were significant with an empirical p-value < 10−4. Also, there were no omissions

for either participant. The false alarm rate averaged 0.8 across all online sessions

and participants. While the duration of these false alarm epochs averaged 7.42 ±

2.85 s, much of this time can be attributed to the RoGO’s locked-in startup se-

quence (∼5 s). In addition, each participant managed to achieve 2 sessions with no

false alarms. Videos of a representative online session for the able-bodied partici-

pant (Participant 1) and for the participant with SCI (Participant 2) can be found at

<http://www.youtube.com/user/UCIBCI>, where the videos are titled “BCI RoGO”

and “Person with Paraplegia Uses a Brain-Controlled Orthosis to Regain Walking

(4x)”, respectively.
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Table 4.11: Online performances of the BCI-RoGO study [34], showing the cross-
correlation between the BCI-RoGO walking and computer cues at specific lags, num-
ber of false alarms and omissions, and the average duration of the false alarm epochs.
Participant Session Cross-Correlation Omissions False Alarms

(lag in s) (avg. duration in s)
1 1 0.771 (10.25) 0 1 (12.00)

2 0.741 (4.50) 0 2 (5.50±0.00)
3 0.804 (3.50) 0 1 (5.30)
4 0.861 (4.50) 0 0
5 0.870 (12.00) 0 0

Avg. 0.809±0.056 (6.95±3.89) 0 0.8 (7.08±3.28)
2 1 0.781 (6.25) 0 1 (8.80)

2 0.878 (6.75) 0 0
3 0.782 (6.25) 0 0
4 0.851 (14.25) 0 1 (5.50)
5 0.785 (5.75) 0 2 (8.40±4.10)

Avg. 0.815±0.046 (7.85±3.60) 0 0.8 (7.76±2.80)
Overall 0.812±0.048 (7.40±3.56) 0 0.8 (7.42±2.85)

For the able-bodied participant (Participant 1), the EMG and leg movement data

from the online sessions were analyzed as described above. EMG and gyroscope mea-

surements indicated that no movement occurred prior to the initiation of BCI decoded

“Walking” states (see Fig. 4.15). When compared to the baselines, the EMG during

online BCI-RoGO walking in all 3 muscle groups were statistically different from those

of active or cooperative walking conditions (p < 10−13), and were not different from

those of passive walking (p = 0.37). These results confirm that the BCI-RoGO sys-

tem was wholly BCI controlled. Note that passive walking is known to generate EMG

activity [98], hence a similar level of activity during BCI-RoGO walking (Fig. 4.16) is

expected. Furthermore, since the participant with SCI (Participant 2) does not have

any voluntary motor control of the lower extremities, there was no need to perform

EMG measurements and analysis.
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Figure 4.15: Time course of a representative session for each participant in the BCI-
RoGO study [34], showing epochs of idling and BCI-RoGO walking determined from
the gyroscope trace (green blocks). The red trace represents the decoded BCI states,
while the blue trace represents the computer cues. The thick/thin blocks indicate
walking/idling. Corresponding EMG (gold: quadriceps, teal: tibialis anterior, purple:
gastrocnemius) are also shown. Note that EMG was not measured for Participant 2.

Figure 4.16: EMG power spectral density of Participant 1 in the BCI-RoGO
study [34], showing representative EMG PSD of the quadriceps. The spectra demon-
strates that EMG during BCI-RoGO walking are different from active or cooperative
walking baseline conditions, and are similar to passive walking.
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4.4.3 Discussion

The results of the BCI-RoGO study [33, 34, 35] demonstrate that BCI-controlled lower

extremity neuroprostheses and neurorehabilitative devices for walking after SCI are

feasible. Both participants gained purposeful and highly accurate control of the BCI-

RoGO system on their first attempt. It is particularly notable that the participant

with paraplegia due to SCI (Participant 2) was able to accomplish this with minimal

prior BCI experience and after only a brief 10 min training data acquisition session.

This study represents the first-ever demonstration of a person with paraplegia due to

SCI re-gaining brain-driven basic ambulation and completing a goal-oriented walking

task using a RoGO.

Offline Performances

The EEG decoding models for both participants in this study had a high offline clas-

sification accuracy. In the case of Participant 1, the performance was higher than

his performances in prior BCI walking avatar studies (e.g. Participant 1 in [146] and

in [145]). Note that the gain in this performance was achieved despite the participant

being suspended in the RoGO (as opposed to being seated in the BCI walking sim-

ulator studies [146, 145]). Examination of the EEG decoding models also revealed

that the salient brain areas underlying kinesthetic motor imagery of walking and

attempted walking differed between able-bodied and SCI participants (Fig. 4.13).

Collectively, these areas likely overlie the pre-frontal cortex, supplementary motor,

and the leg and arm sensorimotor representation areas, and are consistent with those

previously reported. For example, activation of the pre-frontal cortex and supple-

mentary motor area during walking motor imagery has been described in previous

functional imaging studies [89]. Similarly, involvement of the leg and bilateral arm
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areas during attempted or kinesthetic motor imagery of walking have been previously

reported in the walking simulator studies [32, 84, 81, 107, 145, 146], and may be

associated with leg movement and arm swing imagery. This EEG decoding model

was further validated by generating highly separable posterior probability distribu-

tions (Fig. 4.14) and facilitating highly accurate online BCI-RoGO control. Finally,

since it was generated through our data-driven procedure, the modeling approach

is participant-specific and may accommodate for the neurophysiological variability

across participants [32, 84, 81, 107, 145, 146].

Online Performances

Both participants attained highly accurate online control of the BCI-RoGO system.

This was achieved immediately on each participants’ first attempt and generally

improved through the course of the 5 online sessions. The average online cross-

correlation between the computer cues and BCI response (0.812) was higher than

those achieved with lower (0.67) and upper (0.78) extremity BCI-prostheses (i.e. the

BCI-FES system for foot dorsiflexion [30] and the BCI driven hand orthosis sys-

tem [83] in Sections 3.3 and 3.2 of Chapter 3, respectively), despite EEG being ac-

quired under more hostile (ambulatory) conditions. Furthermore, not only did the

participant with paraplegia attain immediate BCI-RoGO control, but he also had

a higher average online performance than the able-bodied participant. This implies

that future BCI-prostheses for restoring overground walking after SCI may be feasible.

Additionally, all of the participants’ online BCI-RoGO sessions were purposeful with

a 100% response rate (no omissions). Although Participant 1 had no false alarms by

the end of the experiment, Participant 2 experienced false alarms in the final online

session. These false alarms were few in number and short in duration, however, they

carry the risk of bodily harm, and this problem must be addressed in the develop-
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ment of future BCI-prostheses for overground walking. Table 4.11 also shows that

the maximum correlation was attained at an average lag of 7.4 s. Most of this lag

can be attributed to the RoGO’s locked-in power-down sequence (∼5 s), and minor

sources of delay include a combination of user response time and the 2-s long posterior

probability averaging window.

With no more than ∼5 hr of relevant BCI experience (operating the BCI walking

simulator described in Section 4.3 above), both participants attained a high level of

control of the BCI-RoGO system after undergoing a series of short procedures (i.e.

10 min training data acquisition, 5 min calibration, and 5 min of familiarization).

This indicates that a data-driven EEG decoding model as well as prior virtual reality

training using our BCI driven walking simulator [32, 84, 81, 107, 145, 146] may have

facilitated this rapid acquisition of BCI control. In addition, this model enables

BCI operation using an intuitive control strategy, i.e. kinesthetic motor imagery or

attempted walking to induce walking and idling or relaxation to stop. This is in

contrast to requiring participants to undergo months of training in order to acquire

a completely new skill of modulating pre-selected EEG signal features as frequently

done in operant conditioning BCI studies [91, 111].

Based on the above observations, our data-driven BCI approach may be necessary

for intuitive and practical BCI-controlled lower extremity prostheses and neurore-

habilitative therapies for those with SCI. This approach enables participants with

SCI to use intuitive BCI control strategies such as kinesthetic motor imagery or at-

tempted walking. Similar to Participant 2 in this BCI-RoGO study [33, 34, 35], this

can be accomplished with minimal user training and supervision from the experiment

operator.
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4.4.4 Conclusion

In conclusion, the results from the BCI-RoGO study [33, 34, 35] provide convincing

evidence that BCI control of ambulation after SCI is possible, which warrants future

studies to test the function of this system in a population of participants with SCI.

Since participants with SCI were able to operate the BCI walking simulator [32,

84, 81, 107, 145, 146], it is expected that they can readily transfer these skills to

the BCI-RoGO system, similar to Participant 2. In addition, this system justifies the

development of BCI-controlled lower extremity prostheses for free overground walking

for those with complete motor SCI. Finally, the current BCI-RoGO system can also

be applied to gait rehabilitation in incomplete motor SCI. It can be hypothesized

that coupling the behavioral activation of the supraspinal gait areas via the BCI

and spinal cord gait central pattern generators using feedback via the RoGO may

provide a unique form of Hebbian learning. This novel neurorehabilitative therapy

could improve neurological outcomes after incomplete SCI beyond those of standard

gait therapy.

4.5 BCI-FES System for Overground Walking

After providing convincing evidence that BCI control of ambulation after SCI is pos-

sible through the BCI-RoGO [33, 34, 35] and BCI walking simulator studies [32, 84,

81, 107, 145, 146], our laboratory decided to explore lower extremity prostheses for

overground walking. To this end, FDA-approved and commercially available RoGOs

and noninvasive FES devices for overground walking were explored. This included

the ReWalk (Argo Medical Technologies, Inc., Marlborough, MA) and the Parastep

(Sigmedics, Fairborn, OH) systems, both FDA-approved overground walking devices

for those with paraplegia due to SCI. The Parastep device, an FES system for over-
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ground walking, was ultimately chosen because this system allows for activation of

lower motor neurons using orthodromic and antidromic stimulation. The orthodromic

stimulation allows for muscle activation of the lower extremities, while the antidromic

stimulation allows for stimulation towards the anterior horn cells of the spinal cord.

By integrating such a system with our BCI system, direct brain control of ambulation

may be possible, and a neurorehabilitative system that allows for simultaneous firing

of both the upper motor neurons (via the BCI) and lower motor neurons (via the an-

tidromic stimulation from the FES) may be possible. If integrated and the feasibility

of such a system is possible in an SCI individual with paraplegia, this may become the

first restorative treatment for overground walking for those with incomplete motor

SCI, and may become the first neuroprosthesis for those with motor complete SCI.

In addition to becoming the first neuroprosthesis or neurorehabilitative device for

overground walking after SCI, the BCI driven Parastep device may determine whether

an implantable BCI device is feasible, as SCI participants are willing to have a surgery

for an implantable BCI driven neuroprosthesis to restore the lost walking function [4,

20]. However, to first test the feasibility of such a system, our laboratory integrated

the BCI system with the Parastep device, and assessed the performance of this system

over multiple sessions and experimental days on participants with paraplegia due to

SCI [79, 80, 82].

4.5.1 Methods

Overview

To ensure safe and proper use of the BCI-Parastep system, an intensive screening

process was first performed. Following the participant screening process, BCI walking

simulator and Parastep FES training were performed over the course of several weeks
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for participants to be able to control both the BCI and FES systems while being

weight loaded and overground [79, 80, 82]. Once participants were able to walk the

length of the overground walking course using the Parastep system, and were able

to purposefully control the BCI walking simulator in the self-paced virtual reality

walking course (Section 4.3 above), the BCI and Parastep systems were integrated

and evaluated during unloading and overground weight loading conditions [79, 80,

82]. Finally, a complete performance assessment of the system during both of these

conditions was performed.

Participant Screening

Since the Parastep system is an FDA-approved device, intensive screening require-

ments were performed on all recruited participants. Most of the screening tests were

performed to ensure safe and proper use of the Parastep system during weight loading,

and are described below.

Ethical approval was obtained from the University of California, Irvine. Individuals

with paraplegia due to SCI (those with complete loss of motor function in the lower

extremities, levels T6–T11) were recruited via physician referral from the University

of California, Irvine Medical Center, as well as from Institutional Review Board ap-

proved recruitment fliers posted at Project Walk (Carlsbad, CA) and on campus.

Exclusion criteria were osteoporosis, fractures, unable to tolerate FES, inability to

control the BCI walking simulator, presence of any electronic implant (e.g. pace-

maker), presence of pressure ulcers, orthostatic hypotension, poor truncal control,

spasms, contractures, or orthopedic malformations that may prevent proper use of

the FES system, and any neuromuscular disease, cauda equino syndrome, or preg-

nancy.
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To ascertain the above inclusion and exclusion criteria, recruited participants also

underwent several screening exams and imaging to ensure safe use of the Parastep

system. This included a dual energy X-ray absorptiometry (DEXA) scan and lower

extremity X-rays, tilt table exam, pregnancy test, BCI screening using the BCI

driven walking simulator (Section 4.3 above), FES tolerance test, and orthopedic-

neurological exams. These procedures were performed to ensure the participant’s

ability to safely tolerate the FES from the Parastep system as well as weight bearing

during ambulation. Finally, the BCI screening was used to ensure that the participant

could use our BCI system to control the Parastep device.

DEXA Scan and Lower Extremity X-Rays: Potential users underwent a DEXA

scan and lower extremity X-rays to ensure that they are not at risk for developing frac-

tures. To this end, both X-rays and the DEXA scan were performed using standard

clinical practices. For the DEXA scan, a Hologic QDR Discovery-A DEXA fan-beam

scanner (Hologic, Waltham, MA) and Hologic enhanced software (version 13.3.0.1)

were used to calculate the bone mineral density of the entire body and both hips. The

T-scores of the measurements (provided by the manufacturer) were used to determine

their risk of fracture given their ethnicity, gender, and age. Finally, bilateral knee,

ankle, hip, femur, and tibia/fibula X-rays were performed using a General Electric

MVP 80 diagnostic X-ray unit (General Electric, Fairfield, CT) with Fuji computed

radiography imaging plates (Fujifilm USA, Cypress, CA) to determine if there were

any deformities or fractures in the lower extremities.

Tilt Table Exam: To assess orthostatic hypotension and weight bearing ability,

a tilt table exam was performed using standard clinical practices. During this test,

participants must not have exhibited symptoms of orthostatic hypotension with a

gradual or immediate elevation to 90◦, a drop in systolic blood pressure by more than

20 points, or a drop in diastolic blood pressure by more than 10 points after 3 min.
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FES Screening: A Parastep FES tolerance test was performed prior to training to

determine if any adverse responses (e.g. autonomic dysreflexia) would occur during

Parastep FES training. To this end, FES electrodes were applied to the bilateral

quadriceps, tibialis anteriors, and gluteal muscles. The test unit of the Parastep sys-

tem (provided by the manufacturer) was then used to stimulate these muscle groups.

The participant’s ability to tolerate FES stimulation as well as their level of discom-

fort and pain were recorded, along with their ability to generate an effective muscle

response.

BCI Screening: To determine whether participants could use our BCI system to

control Parastep induced walking, the BCI walking simulator system [32, 84, 81, 107,

145, 146] (Section 4.3 above) was used. Briefly, the actively shielded 64-channel EEG

cap (Medi Factory, Heerlen, The Netherlands) described in Section 2.2 of Chapter 2

and in Fig. 1.3 of Chapter 1 was mounted on the participants’ head and impedances

were reduced to <10 KΩ. Note that only 24 channels were selected (Fig. 2.1 in Sec-

tion 2.2 of Chapter 2) because: (i) the EEG amplifier could only handle 24 channels

over wireless bluetooth communication, (ii) they are less prone to motion and elec-

tromyogram (EMG) artifacts, and (iii) most of the chosen channels are located over

the motor cortex while still covering other brain areas. An EEG amplifier (Mind

Media, Roermond-Herten, The Netherlands) was then used to amplify (gain: 20),

band-pass filter (0.01-50 Hz), and digitize (sampling rate: 256 Hz, resolution: 22

bits) the EEG signals. They were finally wirelessly streamed to the computer in real-

time via bluetooth connection, and subsequently re-referenced in a common average

mode.

Prior to online operation of the BCI walking simulator system, participants first un-

derwent the same short 10 min offline training procedure as described in the BCI

walking simulator studies [32, 84, 81, 107, 145, 146] (Section 4.3 above). Fig. 4.17
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depicts a screen shot of the offline training procedure, where participants performed

alternating epochs of attempted walking and idling while their EEG were recorded

while following computer cues. In addition to their EEG, audio and synchroniza-

tion signals were recorded via an auxiliary data acquisition system (MP150, Biopac

Systems, Goleta, CA) to be able to distinguish between “Idle” and “Walk” states

(Fig. 4.17). Finally, participants were asked to remain still during the entire proce-

dure, and their movement was monitored by the experimenter. If overt movements

were observed, the participant was asked to repeat the entire training procedure with-

out making the undesired movements.

Figure 4.17: Screen capture of the offline training procedure. Note that the screen
with the EEG and the synchronization and audio cues was not visible for the partic-
ipants.

After the short training procedure, participant-specific EEG decoding models similar

to the BCI driven walking simulator studies [32, 84, 81, 107, 145, 146], and described

in Section 2.4 of Chapter 2, were developed. To this end, EEG and audio signals

(the audio was turned on during a “Walk” cue and off during an “Idle” cue) were

synchronized using the common pulse train, and then segmented into ∼4 s long

trials of “Idling” and “Walking” using the audio data. The EEG trials were then
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transformed into the frequency domain, and their PSDs were integrated over 2-Hz

bins from 6-40 Hz. The data then underwent dimensionality reduction using CPCA,

and discriminating features were extracted using either Fisher’s linear discriminant

analysis [47] (LDA) or AIDA. A detailed description of these techniques are described

in Section 2.4.1 of Chapter 2 and in Appendix A.3. Finally, a linear Bayesian classifier

was designed in the feature domain (Section 2.4.2 of Chapter 2 and Appendix A.4),

and the performance of the classifier was determined through stratified 10-fold cross-

validation (Appendix B.1).

During online operation, 0.75 s segments of EEG data were acquired in real time via

bluetooth communication every 0.25 s in a sliding window. The PSD of the EEG

channels were calculated for each of these segments, and was used as the input for

the EEG decoding models. The posterior probabilities of “Idling” and “Walking”

classes given the observed EEG feature were calculated using the Bayes’ rule (Eq. 2.2

in Section 2.4.2 of Chapter 2), and were averaged over a 1.5 – 2.0 s sliding window to

minimize the false alarm and omission rates.

Prior to performing the online BCI walking simulator experiments, a brief calibration

session was performed to reduce noise during online operation. As mentioned in the

previous BCI walking simulator studies [32, 84, 81, 107, 145, 146] and BCI-RoGo

study [33, 34, 35] presented above (Sections 4.3 and 4.4), the BCI system was ran

in the online mode (with the walking simulator turned off) while the participant

alternated between idling and attempted walking for ∼5 min. The values of the

averaged posterior probabilities were then plotted in a histogram to determine the

values of the thresholds for the binary state machine, TI and TW , and these values

were fine-tuned in a brief familiarization session.

For the online experiments, participants performed 1–5 online sessions of the goal-

oriented and self-paced BCI walking simulator task within the virtual reality envi-
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ronment described in Section 4.3 above [32, 84, 81, 107, 145, 146]. Specifically, par-

ticipants were instructed to utilize attempted walking and idling to control the linear

ambulation of an avatar and make 10 sequential stops at designated points within the

virtual reality environment (see Fig. 4.2). Note that participants were able to choose

either 1st or 3rd person view to operate the avatar, and the screen shot in Fig. 4.2 is

in 3rd person view. The results of this task (i.e. the number of successful stops and

course completion time) were compared to random walk Monte Carlo simulations to

assess purposeful control (Section 4.3 above). If purposeful control was not achieved

by the 5th BCI screening session, the participant was excluded from the rest of the

study.

BCI Walking Simulator Training

The BCI walking simulator training session was performed in a similar manner to

the BCI screening experiments above and the BCI walking simulator studies [32,

84, 81, 107, 145, 146] described in Section 4.3. Specifically, participants underwent

the short 10 min offline training procedure where they alternated between epochs of

attempted walking and idling while their EEG were recorded on each BCI training

day [79, 80, 82]. Then, a participant-specific EEG decoding model was developed

and a brief calibration procedure was performed to find the optimal parameters for

online operation for that day. Once the models and parameters were determined,

participants then performed 1–5 online sessions of the goal-oriented and self-paced

BCI walking simulator task described in Section 4.3 above [32, 84, 81, 107, 145, 146].

To this end, the participants utilized attempted walking and idling to control the

linear ambulation of an avatar while making 10 sequential stops at designated points

within the virtual reality environment (Fig. 4.2 in Section 4.3). This entire procedure

was repeated until the BCI-FES integration and evaluation sessions to ensure that
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the participants could retain the learned brain-controlled attempted walking task.

Parastep Training

The guidelines of the Parastep system required the participants to recondition their

muscles prior to gait training and BCI-FES evaluation. This allowed the participants

to improve the efficiency of their cardiovascular and respiratory systems, as well as

reduce their level of muscle atrophy in the lower extremities. To this end, participants

performed strength training of the quadriceps with a physical therapist and at-home

exercises using the E-unit FES device to develop endurance. Once the physical thera-

pist determined that the participant regained sufficient strength and endurance, and

demonstrated the ability to stand using the Parastep, the training sessions progressed

to the movements required for overground gait training.

Quadriceps Strengthening Exercises: The purpose of the quadriceps strength

training exercises was to ensure the participant’s ability to stand with 85% of their

weight bearing in their legs. To accomplish this, participants performed FES stim-

ulation of the quadriceps to extend their leg while seated. This was repeated with

increasing ankle weights until the participant was able to fully extend the leg while

bearing 10% of his/her body weight without fatiguing.

At-Home Exercises: Participants were encouraged during the duration of the study

to perform daily at-home exercises using the E-unit FES device. This device delivered

stimulation to the quadriceps, and could be switched to stimulation of the step reflex

via FES of the tibialis anteriors while preventing the user from walking. Depending

on their strength and endurance, participants were encouraged to perform 10–15 s of

FES stimulation of the quadriceps while wearing weights around the ankle until he or

she fatigued. Note that the amount of weight lifted from the ankle via ankle weights
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depended on the participant’s strength. In addition, participants were instructed to

perform leg extension exercises by stimulating the tibialis anteriors for 10 – 15 s,

and repeating this procedure until each leg fatigued. These exercises were performed

to improve the strength of both quadriceps and tibialis anteriors, and instructions

were adjusted depending on the participant’s current strength and endurance during

overground gait training.

Overground Gait Training: The overground gait training for the Parastep system

with the physical therapist first focused on learning the specific coordination of move-

ments that result in standing and walking. This included the following biomechanical

requirements:

1. Standing posture: anterior-posterior alignment, left-right alignment while stand-

ing

2. Weight-bearing support: standing 85% of the body’s weight through the legs

3. Dynamic balance: standing and walking without toppling over

4. Gait cycle: the ability to perform toe off, swing through, and heel strike

5. Weight transfer: the ability to transfer weight in the anterior-posterior direc-

tion and in the lateral direction for advancement and body weight transfer,

respectively

6. Walker management: progress and place the walker properly during standing

and walking

7. Locomotion and ambulation: perform walking without the intervention of an-

other person for a distance of >3.66 m (>12 ft)
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Once the participant was able to comfortably perform all of the above tasks, over-

ground gait training was continued until the participant could walk the length of

the overground walking course (3.66 m, 12 ft) without any intervention from the

physical therapist. This procedure continued throughout the study to ensure safe

and proper use of the Parastep system during BCI-Parastep operation. Also, all of

the above procedures were performed while the participant was mounted in a ZeroG

body weight support system (Aretech LLC., Ashburn, VA) to prevent any falls during

Parastep training and BCI-Parastep evaluation. The ZeroG system was set to a 2

in fall distance and 60% body weight support, values empirically determined by the

limitations of the system itself (it would not catch the person unless weight unload-

ing was applied) and the experimenters during Parastep training and BCI-Parastep

evaluation.

BCI-Parastep Integration and Physical Sensor Development

In order to facilitate BCI control of the Parastep system, the Parastep device was

integrated with the computer via a microcontroller (Arduino, SmartProjects, Torino,

Italy). This was accomplished by replacing the 3 manual switches (i.e. sit/stand,

left step, and right step) of the Parastep system with digital relays (Relay shield

V2.0, Seeed Technology Inc., Shenzhen, China) that were interfaced with the micro-

controller (Fig. 4.18). Then, via a wireless bluetooth connection (Bluetooth Mate

Silver, Sparkfun Electronics, Boulder, CO), the Parastep system was wirelessly con-

trolled by the computer and microcontroller. Finally, to simulate linear ambulation,

the step timings from the Parastep training sessions were analyzed via video record-

ings from the overground gait training, and a custom C++ program was uploaded

to the microcontroller to execute an automatic, cyclic stepping pattern that closely

mimicked the FES induced stepping pattern of the participant. The microcontroller

175



only executed these movements upon commands given by custom written Matlab

(Mathworks, Natick, MA) programs.

Figure 4.18: Overview schematic of the microcontroller used to wirelessly control the
Parastep system using the BCI system.

In addition to integrating the BCI system with the Parastep device, a physical sensor

measurement system was developed to be able to analyze the real-time control of the

BCI-Parastep system. To this end, 2 gyroscopes (L3G4200D, STMicroelectronics,

Geneva, Switzerland) and a laser distance meter (411D Laser Distance Meter, Fluke

Corporation, Everett, WA) connected to a microcontroller (LR3 Laser Rangefinder

Interface, Porcupine Electronics LLC., Cedar Park, TX) were integrated with a mas-

ter microcontroller unit (Arduino). A synchronization signal was also integrated with

the master microcontroller unit, and wired to the EEG amplifier of the BCI-Parastep

system to be able to align all real-time data for subsequent analysis. Then, via

another wireless bluetooth communication (Bluetooth Mate Silver), the master mi-
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crocontroller unit sent gyroscope, laser, and synchronization data to the computer in

real time. This data was plotted and saved using custom written Matlab (Mathworks)

programs.

Figure 4.19: Overview schematic of the physical sensor measurement microcontroller
unit and system for BCI-Parastep evaluation.

The BCI-Parastep system and physical measurement system were mounted on the

participants using a custom-made belt pack and backpack. The custom-made belt

pack housed the Parastep microcontroller unit, while the custom-made backpack

housed the EEG amplifier and physical sensor system. Once all of these devices were

mounted on the participant, postural stability was assessed and Parastep induced

standing and walking was tested to ensure safe and proper use of the BCI-Parastep

system. Finally, all real time experiments were videotaped, and these video record-

ings were aligned with all data using the synchronization signal and an light emitting

diode (LED) mounted on the walker of the Parastep.
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BCI-Parastep Online Experiments

The BCI-Parastep experiments were only performed after the experimenters and

physical therapist determined that the participant could safely walk the length of

the overground walking course while being weight loaded. After BCI and Parastep

training were deemed complete, participants performed several suspended walk tests

in which they conducted alternating epochs of idling and BCI-Parastep mediated

walking while following computer cues [79, 80, 82]. Participants then performed

overground walking tests over the course of several weeks to months in which they

used BCI-Parastep mediated standing and walking to idle and walk in a self-paced

overground course [79, 80, 82].

Suspended Walking Tests: Prior to performing the overground walking course

using the BCI-Parastep system, participants performed suspended walking tests in

which they performed BCI-Parastep mediated walking and idling (i.e. standing) while

being completely suspended off the ground using the ZeroG system. Specifically, par-

ticipants were positioned 1 m from a computer monitor, and the ZeroG unloaded the

participants so that their toes were > 5 cm off the ground (see Fig. 4.20). This, along

with the Parastep walker, allowed the participants to perform BCI-mediated Parastep

walking without moving toward or away from the computer screen. Participants were

then asked to perform 5 trials of alternating 30 s epochs of idling and attempted

walking to control the BCI-Parastep system in real time. The performance of this

experiment was assessed using the video recordings, BCI, and physical sensor data.

Overground Walking Course: The 3.66 m (12 ft) overground walking course [79,

80, 82] consisted of 3 cones positioned 1.83 m (6 ft) apart (see Fig. 4.21). To test the

BCI-Parastep system in a self-paced real time condition, participants were asked to

remain idle at each of the 3 cones for 10–20 s given verbal cues by the experimenter.
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Figure 4.20: Experimental setup of the suspended walking tests for the BCI-Parastep
study, showing the the participant suspended 5 cm off the ground in the ZeroG while
wearing an EEG cap, the Parastep system, and gyroscopes on each leg. A monitor
(not shown), placed in front of the participant at eye-level, presented instructional
cues. Note that the walker was used by the participant for balance while suspended.
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Figure 4.21: Schematic of the overground walking course, depicting the EEG based
BCI system, Parastep FES device and walking, the gyroscopes and laser distance
meter, and the ZeroG body weight support system. Note that only 2 of the 3 cones
are shown in the figure [79, 80, 82] ( c© 2014 IEEE).

Then, the participant used BCI-Parastep mediated walking to walk to the next cone.

Note that verbal cues were only given by the experimenter to help guide the user

through the course, help assess the timing of the idling periods, and the duration

of idling was randomized to prevent any anticipation by the participant. Also, the

participants were weight loaded (2 in fall distance, 60% unloading), as the ZeroG was

used in this condition solely to prevent any falls.
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Performance Assessment

To assess the performance of all the BCI tests (i.e. the walking simulator, suspended

walking tests, and the overground walking experiments), analysis of the BCI, physi-

cal sensors, and video recordings was performed [79, 80, 82]. This was accomplished

by first aligning the data using the common synchronization signal. Then, the per-

formance of the BCI system, as well as the integrated BCI-Parastep system, were

analyzed using the aligned data with custom written Matlab (Mathworks, Natick,

MA) programs. Finally, Monte Carlo simulations (Appendix B.3) were used to assess

whether these performances were purposeful.

BCI Walking Simulator Analysis: The performance of the BCI driven walking

simulator during both BCI training and BCI screening was assessed using 2 perfor-

mance measures [32, 84, 81, 107, 145, 146]: (i) the number of successful stops and

(ii) the course completion time. As described in Section 4.3 above, the number of

successful stops ranged between 0–10 points, where 1 point was given for dwelling at

the designated stop for at least 2 s, only a fraction of a point was given for dwelling at

the designated stop between 0.5 and 2 s (increasing proportionally with the dwelling

time), and no point was given for dwelling less than 0.5 s. Finally, a full point was

awarded for dwelling longer than 2 s, but this inherently increased the course com-

pletion time.

Similar to the BCI walking simulator studies [32, 84, 81, 107, 145, 146], the num-

ber of successful stops and course completion time were combined to create a single

composite score (Appendix B.4, Section 4.3) to the BCI walking simulator perfor-

mances. As previously mentioned, the composite score ranged from 0 to 100%, where

100% corresponds to a perfect performance. Note that the composite score used the

geometric mean of the successful stop score and course completion time, ensuring a
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unitless measurement to compare performances across participants and experimental

days.

To determine purposeful control [32, 84, 81, 107, 145, 146], the composite score of

the BCI walking simulator online sessions was compared to random walk simulations.

This was done by comparing the composite score of each online session to 10,000

Monte Carlo simulations. The Monte Carlo simulations described in Appendix B.3

and further described in Section 4.3 above, were then used to empirically determine

the p-value, the fraction of Monte Carlo runs that achieved a higher performance

than the participants’ online session.

Suspended Walking Analysis: The suspended walking tests were analyzed by per-

forming cross-correlation and information transfer rate (ITR) analyses on the aligned

BCI, physical sensor, and video recording data. Specifically, cross-correlation analysis

(Appendix B.2) between the computer cue and BCI-Parastep mediated walking and

idling was performed to determine the latency (lag) and maximal temporal correla-

tion (ρ). From this data, the number of false alarms and omissions, as well as the

duration of these errors, were also calculated (Appendix B.5), and purposeful control

was assessed through 10,000 Monte Carlo simulations using the methods described in

Appendix B.3. As previously mentioned, a false alarm was defined as the initiation

of BCI-Parastep mediated walking within any idling epoch; an omission was defined

as the absence of BCI-Parastep mediated walking within any “Walk” computer cue

epoch. Finally, the ITR (in bits/s) was calculated using equal priors (0.5) at the lag

determined from the cross-correlation analysis (Appendix B.4).

Overground Walking Analysis: The overground walking tests were assessed by

performing cross-correlation and ITR (at the lag determined from the cross-correlation

analysis) analyses between the verbal cues (as recorded by the video data) and the

state of the BCI (i.e. “Idle” or “Walk”). In addition to these analyses, cross-

182



correlation analysis between the verbal cues and gyroscopes, and between the BCI

state and gyroscopes, were performed. The number of false alarms and omissions

were also calculated as explained in the suspended walk analysis described above.

Finally, 10,000 random walk Monte Carlo simulations were used to assess purposeful

control of each overground BCI-Parastep mediated walking performance.

4.5.2 Results

Participant Screening

Four SCI participants were recruited for this study, and their demographic data are

shown in Table 4.12. Out of these recruited participants, only 1 was eligible for

the study. This is because the participants were either unable to comply with the

experimental protocol, physically unable to safely tolerate FES stimulation and weight

bearing due to a high risk of autonomic dysreflexia, or were unable to commit to the

experimental time requirements.

Table 4.12: Demographics of the recruited participants for the BCI-Parastep study.
Note that the participant (Pt.) with a ? was the only participant that passed the
screening evaluation and participated in the full study.

Pt. Age Sex SCI Status
1 23 Male T11, ASIA B, 3 yrs. post injury
2? 26 Male T6, ASIA B, 5 hrs. post injury
3 25 Female T3–T4, ASIA B, 2 yrs. post injury
4 33 Male T6, ASIA B, 5 yrs. post injury

The participant that passed the screening evaluation was an active 26 year old male

with paraplegia. After a traumatic injury of the spinal cord in 2008, he has a complete

motor lesion below T6 and an incomplete sensory lesion below T7 (ASIA B). Also,

the participant has full passive range of motion in the hips, knees, and ankles, but

has a slight contracture in his left leg.
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Training

The BCI and Parastep screening and training resulted in the time line shown in

Fig. 4.22 for the selected SCI participant. Note that the Parastep training took the

longest time for this participant, as up to 32 one hour sessions are encouraged by the

Parastep manual to be able to master the biomechanical requirements of overground

walking. However, the participant was able to master these requirements after only

15 Parastep training sessions, or 22.5 hours of physical therapy. In addition, even

though the participant obtained perfect BCI control of the walking simulator after

only 11 hours of training, the BCI training continued until the end of the study to

ensure that the participant could maintain the attempted walking control strategy

and high-level of BCI performance.

Figure 4.22: Experimental time line of the SCI participant that participated in the
full BCI-Parastep study.

BCI Walking Simulator Training

The BCI training sessions described above were performed in conjunction with each

Parastep training session to ensure the participant’s ability to retain the learned

attempted walking control strategy. On each training day, a participant-specific EEG

decoding model was developed and a brief calibration procedure was performed to
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determine the optimal parameters for online BCI operation. After performing cross-

validation on these decoding models, it was found that the offline EEG decoding

models improved over time. Specifically, the classification accuracies presented in

Fig. 4.23 show that the participant was able to learn the BCI-walking task on the 1st

experimental day (chance level being 50%), and was able to achieve a perfect offline

classification accuracy (100.00±0.0%) by the 15th BCI training day.

Figure 4.23: Offline performances (in %) of the BCI training sessions for the SCI par-
ticipant in the BCI-Parastep study. Standard errors of the mean (ste.) are displayed
as error bars.

The participant-specific offline EEG decoding models resulted in spatio-spectral fea-

tures that converged to similar frequencies and brain areas across experimental days.

This can be seen in Fig. 4.24, where salient features were found in the low-β (13

– 16 Hz) and high-β (20 – 28 Hz) frequency bands over the C3 and C4 electrodes

and the Cz and CPz electrodes, respectively [82]. Furthermore, these features varied

during the first 10 – 15 experimental days of BCI training, and then converged to
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features similar to that of Fig. 4.24 towards the end of the study. Even though the

EEG decoding models converged to similar features toward the end of the study, the

BCI training procedure was still performed on each experimental day to optimize the

online performance of the BCI-Parastep overground walking tests.

Figure 4.24: Offline feature extraction images of the SCI participant on the 24th

experimental day [82] ( c© 2014 IEEE). Two images are presented, one for the 13 Hz
bin and the other for the 29 Hz bin for the “Walk” class.

The BCI walking simulator online tests resulted in online performances that also

improved over time. For instance, the number of successful stops approached 10

points (a perfect score) and the course time approached the manual joystick time

(205.07±4.2 s, see Table 4.7 in Section 4.3) by the 11th experimental day. This can

be seen in Fig. 4.25, which shows the mean and variance of the cone stop score and

course time for each experimental day during the BCI training sessions. Specifically,

the figure shows that the variance of the walking simulator online scores decreased

over time, while the mean cone score improved and the mean course time decreased

toward the end of the study.

The combined cone stop score and course time of the BCI walking simulator training
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Figure 4.25: Cone score (left plot) and course times of the BCI training sessions for
the SCI participant in the BCI-Parastep study. The mean (blue) and normalized
variance (green) are presented for each experimental day.

Figure 4.26: Composite scores of the BCI training sessions for the SCI participant in
the BCI-Parastep study [82] ( c© 2014 IEEE). Individual performances are blue, and
the mean for each experimental day is red.
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resulted in a composite score that ranged from 0% to 100%, where 100% corresponds

to a perfect performance. Since the number of successful stops and course time of

the BCI walking simulator training improved over time, the composite scores also

improved. This can be seen in Fig. 4.26, where the mean and normalized variance

of the composite score are depicted [82]. The composite scores also approached a

perfect performance (100%) by the 11th experimental day. Finally, as determined

from the Monte Carlo simulations (p-value< 10−4), all composite scores were deemed

purposeful since the 1st experimental day.

Parastep Training

The Parastep training required the SCI participant to perform FES strength training

with a physical therapist and at-home exercises to develop strength and endurance

prior to overground gait training. Specifically, the participant’s strength and en-

durance were first assessed during the FES screening process in which the physical

therapist and neurologist assessed several factors, including spasticity, active range of

motion, and contractures. It was noted that the SCI participant that performed the

full study had a slight contracture in his left leg, but it was determined that he was

still physically capable of performing Parastep FES training and could participate in

the full BCI-Parastep study.

After the screening process, the SCI participant was instructed to perform at-home

quadricep exercises in which he used the E-unit FES device to lift 1-10 lbs for 15

s, and rested for 30 s in between each lift until his quadriceps fatigued. Once the

participant was able to do this comfortably without fatiguing quickly (this occurred

by the 15th experimental day), the participant was then instructed to perform triple

flexion response exercises in addition to the quadricep exercises. The purpose of

this additional exercise was to improve the participant’s strength and endurance in
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his tibialis anteriors, as reliably obtaining the triple flexion response was difficult

during physical therapy due to the contracture in his left leg. Finally, in addition

to the above at-home exercises, the participant was encouraged to perform as many

standing sessions as possible using his standing frame at home to improve his muscle

strength during standing as well as his postural stability.

Table 4.13: Experimental days taken for each Parastep FES movement training task.
Note that the 1st BCI-Parastep experimental session occurred on the 20th experimen-
tal day, as the participant was able to comfortably use the Parastep system to walk
>3.66 m (>12 ft), on experimental day 19, reaching up to 23.01 m (75.5 ft).

Experimental Parastep FES
Days Movement Training
5–10 Standing posture: anterior-posterior alignment and left-right

alignment while standing
11–12 Weight-bearing support: standing 85% of the body’s weight

through the legs
11–12 Dynamic balance: standing and walking without toppling over
13–14 Gait cycle: the ability to perform toe off, swing through, and

heel strike
11–14 Weight transfer: the ability to transfer weight in the anterior-

posterior direction and in the lateral direction for advancement
and body weight transfer, respectively

15–16 Walker management: progress and place the walker properly
during standing and walking

16–19 Locomotion and ambulation: perform walking without the
intervention of another person for a distance of >3.66 m

For the Parastep FES physical therapy, the SCI participant performed 1 – 2 weekly

sessions of FES training to be able to obtain the ability to stand, support his body

weight, postural stability and weight transfer, and progress safely down the over-

ground walking course using the FES system. A breakdown of these weekly sessions

and his ability to properly use the Parastep system to ambulate down the overground

walking course can be seen in Table 4.13. Note that since the Parastep device is

an FDA-approved device, these FES sessions were based on the guidelines of the

Parastep system presented in the overground gait training section above.
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BCI-Parastep Online Experiments

Once the BCI and physical therapy with the Parastep system were deemed complete,

as the SCI participant was able to safely ambulate down the overground walking

course, the BCI and Parastep systems were integrated and the suspended and over-

ground walking experiments were performed. This occurred after the 19th experi-

mental day. Prior to performing the overground walking course using the integrated

BCI-Parastep system, the suspended walking tests were performed. Here, the par-

ticipant utilized BCI-Parastep mediated walking and idling in response to textual

cues on a screen while completely suspended off the ground using the ZeroG sys-

tem. After performing 2 suspended walking tests on the 20th and 21st experimental

days [79, 80, 82], an ITR as high as 3.643 bits/s was obtained (Table 4.14). Addition-

ally, the SCI participant was able to perform this task purposefully (p-value< 10−4)

with cross-correlation coefficients as high as 0.957 at a 4.25 s lag, and with no omis-

sions and false alarms during the 2nd suspended walking test. Finally, the suspended

walking tests resulted in an average cross-correlation of 0.937 at a 3.630 s lag, 1 false

alarm for 1.750 s across both tests, 0 omissions across both tests, and an average ITR

of 3.342 bits/s (Table 4.14).

Table 4.14: Performances of the 2 online suspended walking tests [79, 80, 82] ( c©
2014 IEEE). The participant alternated between 5 trials of 30 s of idling and at-
tempted walking while completely suspended off the ground given textual cues. Cross-
correlation (ρ, lag, p-value< 10−4 for all sessions) and ITR (at the lag determined
by the cross-correlation analysis and using equal priors) between the cues and the
participant’s FES induced walking are shown. False alarms (FA and duration, dur.)
and omissions (OM) were also determined for each test.

Expm. ρ Lag FA FA Dur. OM ITR
Date No. (s) (s) (bits/s)

20 0.917 3.00 1 1.75 0 3.041
21 0.957 4.25 0 0 0 3.643

Avg. 0.937 3.630 0.500 0.880 0 3.342
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Given the promising results from the BCI-Parastep suspended walk tests shown above,

the participant performed the overground walking tests on the same experimental

days (starting on day 20), and continued to perform these tests until the end of the

study, on the 30th experimental day. A video describing one of the best overground

walking tests can be seen at <http://www.youtube.com/user/UCIBCI>, where the

video is titled “Person with Paraplegia Uses a Brain-Computer Interface to Regain

Overground Walking”. In addition, the time course plot of this particular session,

depicting the laser, gyroscope, verbal cues (as determined from the video recording),

and BCI data can be seen in Fig. 4.27. As seen in the video and representative

time course plot, the participant was able to idle and walk to each cone without any

false alarms or omissions, and only stopped 0.17 m away from the 2nd cone due to

the distance of his stride length using the Parastep FES system. For comparison, a

representative time course plot of the 3rd overground walking test on the 23rd experi-

mental day is shown in Fig. 4.28 [82]. It can be seen in this plot that the participant

had 0 omissions and 1 very small false alarm at the start of the 2nd “Walk” cue, but

was able to stop perfectly at each cone.

Overall, the SCI participant was able to perform 1 – 6 overground walking tests each

experimental day, and his endurance and ability to perform more overground walking

tests improved over time (see Fig. 4.29), resulting in 30 overground walking sessions

total. From the cross-correlation analysis, it was found that the participant averaged

a 0.797 ± 1.658 correlation at a 2.561 ± 4.154 s lag between the verbal cues and

BCI state, and a 0.773 ± 0.174 correlation at a 2.987 ± 4.196 s lag and 0.775 ±

0.164 correlation at a 2.861 ± 4.229 s lag between the left and right gyroscopes and

the verbal cues, respectively. Furthermore, the participant averaged 0.865 ± 0.100

correlation at a 0.914 ± 1.349 s lag between the BCI state and left gyroscope, and a

0.868 ± 0.089 correlation at a 0.706 ± 1.297 s lag between the BCI state and right

gyroscope. A breakdown of these cross-correlation results can be seen in Table 4.15.
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Figure 4.27: The best overground walking test for the BCI-Parastep study, depicting
the gyroscope data, BCI state, verbal cues given by the experimenter, and the laser
data for the 2nd walking test on the 27th experimental day. Note that the participant
overestimated the location of the 2nd cone.

For further analysis, the number of false alarms and omissions were determined for

each session, and Monte Carlo simulations were performed to determine whether the

participant had purposeful control during each overground BCI-Parastep mediated

walking session. This resulted in no omissions during any overground walking test,

and a 2.333 ± 2.039 average number of false alarms across sessions and experimental

days. The Monte Carlo simulations also revealed that 4 out of the 30 overground

walking sessions were non-purposeful (p-value < 10−4). Furthermore, the ITR anal-

ysis at the lag determined from the cross-correlation results above revealed that the

SCI participant was able to achieve ITRs similar to that of the suspended walking

tests. Specifically, the participant had an average ITR of 2.298 ± 0.889 bits/s across

all overground walking tests and experimental days, and he achieved a maximum ITR
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Figure 4.28: Representative overground walking test for the BCI-Parastep study [82]
( c© 2014 IEEE), depicting the gyroscope data, BCI state, verbal cues given by the
experimenter, and the laser data for the 3rd walking test on the 23rd experimental
day. Note the very small false alarm on the 2nd “Walk” trial.

of 3.676 bits/s on the 2nd overground walking session on the 28th experimental day.

An overview of the ITR results, number false alarms, and the false alarm durations

(given that the participant was told to idle at each cone for 10–20 s) is given in

Table 4.16.

To determine the source of the false alarms during the overground walking tests, the

power spectrum at each channel was plotted to determine the source of the error.

It was found that there was a desynchronization in the β-band (13 – 30 Hz) over

electrode Cz and in the µ-band (8 – 12 Hz) over electrodes C3 and C4 during the

false alarms. This was consistent with the features determined during the offline

feature extraction images described in Fig. 4.24. Thus, it was determined that these

false alarms may have occurred due to purposeful attempted walking or postural
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Table 4.15: Cross-correlation analysis results of the BCI-Parastep study, showing the
maximal correlation value at a specific lag (in s) between the verbal cues and BCI
state, verbal cues and each gyroscope, and between the BCI state and each gyroscope.

Cross-Correlation Average Std. Dev. Max. Min.
Between

Cues vs. State 0.797 0.166 0.985 0.300
Lag Cues vs. State (s) 2.561 4.154 18.152 0

Cues vs. Gyro 1 0.774 0.174 0.996 0.337
Lag Cues vs. Gyro 1 (s) 2.987 4.196 20.000 0

Cues vs. Gyro 2 0.775 0.164 0.987 0.347
Lag Cues vs. Gyro 2 (s) 2.861 4.229 20.000 0

State vs. Gyro 1 0.865 0.100 0.989 0.622
Lag State vs. Gyro 1 (s) 0.914 1.349 6.875 0.105

State vs. Gyro 2 0.868 0.089 0.975 0.667
Lag State vs. Gyro 2 (s) 0.706 1.297 4.379 0

Table 4.16: ITR (in bits/s), number false alarms, and false alarm duration (Dur.,
in number of false alarms/s) for the 30 BCI-Parastep overground walking tests per-
formed. Note that the ITR was calculated using equal priors and the lag determined
from the cross-correlation analysis, and the false alarm rates were determined from
the minimum (10 s) and maximum (20 s) durations of idling at each cone. Also, no
omissions occurred during any overground walking session.

Average Std. Dev. Max. Min.
ITR (bits/s) 2.298 0.904 3.676 0.207

No. False Alarms 2.333 2.073 7 0
Min. False Alarm Rate (FA/s) 0.039 0.034 0.116 0
Max. False Alarm Rate (FA/s) 0.078 0.069 0.233 0
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Figure 4.29: Total number of overground walking tests across experimental days.

stability during standing, and were not artifact or noise driven.

4.5.3 Discussion

The results of the BCI-Parastep study [79, 80, 82] indicate that a BCI-FES system

for overground walking after paraplegia due to SCI is feasible. The SCI individ-

ual with paraplegia that participated in the study was able to purposefully operate

the BCI-Parastep system during both suspended and overground walking conditions.

Furthermore, the SCI individual was able to produce and maintain a high level of

control during both walking and idling states across 10 experimental days. Specifi-

cally, the suspended walk tests resulted in high ITRs and correlations, as well as very

low false alarm and omission rates. This translated into purposeful real-time control

of the BCI-Parastep system during the overground walking tests.
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Screening

Out of the 4 SCI individuals with paraplegia recruited for this study, only 1 participant

was eligible for full participation. This low number of recruited participants was

due to the strict inclusion and exclusion requirements of the study. In addition,

the guidelines of the FDA-approved Parastep system required an intensive screening

process to ensure safe and proper use of the system during weight loading. This

limited the population of SCI individuals who were recruited (Table 4.12) to only

1 SCI participant to be able to safely participate in the full BCI-Parastep study.

Therefore, this study was reduced to a single case study to assess the feasibility of

the BCI-Parastep device.

Training

As seen in Fig. 4.22 from the results above, the majority of the time taken to perform

the BCI-Parastep study with the single SCI participant was due to the BCI and

Parastep training sessions. This was likely due to the intensive FES physical therapy

required to be able to perform sit-to-stand and stand-to-walk functions using the

Parastep system, as 22.5 hours of physical therapy was needed for the participant to

safely walk the 3.66 m overground walking course. In order to reduce this training

time, longer and more intense sessions of physical therapy could be performed, or

the user could increase the duration and intensity of the at-home FES quadricep

exercises to improve his strength and endurance more quickly. However, since the

SCI participant required much less physical therapy than the recommended 32 hours

given by the Parastep guidelines to be able to safely walk the overground walking

course, we believe that this duration of training was necessary to properly learn

the overground walking task, and may have been optimal for this particular SCI
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individual.

BCI Training: The EEG decoding models and offline performances of these decod-

ing models (as determined by cross-validation) indicate that the participant was able

to learn the attempted walking and idling control strategy for the BCI system on

the 1st experimental day, and was able to improve his control strategy to that of a

perfect offline performance after only 15 BCI training days. These offline EEG de-

coding models resulted in salient features over the arm and foot representation areas

of the brain (Fig. 4.24), and these features became consistent across experimental

days after the 15th day. Furthermore, the perfect offline performances translated into

very high online performances using the BCI walking simulator (see the composite

scores in Fig. 4.26). Conversely, the low offline performances in the beginning of the

BCI training resulted in low online performances. This indicated that no overfitting

occurred using the data-driven feature extraction procedure of the BCI system across

experimental days. Finally, since the SCI participant was able achieve a perfect online

performance using the BCI walking simulator after only 11 experimental days, this

indicates that SCI individuals with paraplegia may be able to more rapidly obtain

purposeful BCI control of the BCI-Parastep system by training on the virtual real-

ity walking simulator system. This virtual reality environment is a much safer test

bed for an attempted walking BCI control strategy, and should be utilized for lower

extremity neuroprostheses and neurorehabilitative walking devices in the future.

Parastep Training: The results of the Parastep training sessions, performed in

conjunction with the BCI training, demonstrated that the SCI participant was able

to obtain standing and walking functions of his legs using the FES system after

only 22.5 out of the 32 recommended hours of physical therapy. It can be noted

from Table 4.13 that many of the physical therapy sessions performed focused on

standing posture, weight transfer, and ambulation. This was due to the need to
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perform postural stability while shifting weight in the anterior-posterior directions for

walker advancement, and in the lateral direction for stepping. Also, the triple flexion

response of the FES during the swing-through phase of the ambulation task was highly

sensitivity to the amount weight transfer, so optimizing the level of weight transfer for

ambulation required several hours of therapy and practice by the participant. Finally,

the SCI participant had a slight contracture in his left leg, which caused placement

of the FES over the tibialis anterior muscle to cause a triple flexion response to be

difficult. This was a consistent issue during the ambulation physical therapy sessions,

as well as during the BCI-Parastep overground walking tests, and required several

tests of the left leg triple flexion response prior to each BCI-Parastep overground

walking experimental day.

Online Experiments

After 22.5 hours of physical therapy and BCI training, the SCI participant performed

both suspended and overground walking online experiments where he utilized at-

tempted walking and idling to control the BCI-Parastep system in real time. These

tests revealed that the participant was able to achieve very high ITRs and correlation

values, demonstrating the high-level of control achievable by this system and an at-

tempted walking control strategy. Since such a high-level of control was achievable by

this participant, this warrants further investigation with other SCI individuals with

paraplegia.

Suspended Walking Tests: The suspended walking tests revealed that the SCI

participant was able to use attempted walking and idling to control the BCI-Parastep

system while being completely unloaded and following computer cues. The very low

number of false alarms (only 1 across both sessions) and no omissions, as well as the

low latency (3.00 – 4.25 s) between the cues and state of the BCI, resulted in very
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high ITRs and correlation values (> 3 bits/s, > 0.9, respectively). These results also

revealed that the SCI participant was able to turn the BCI system “off” (i.e. switch

the BCI-Parastep system from walking to standing) even while being stimulated to

perform FES-mediated standing during the idle cues. Conversely, even though he

was completely suspended, the SCI participant was able to perform BCI-Parastep

mediated stepping and walking without any omissions or confounding issues. This

experimental paradigm was important to test the feasibility of such a system prior

to the overground walking tests because if the participant was unable to turn the

device from stand-to-walk or walk-to-stand while being suspended off the ground, he

would be less likely to perform these actions while being weight loaded during the

overground walking tests. If this occurred, then the participant would not be able to

start at the beginning of the course or be able to stop at the end of the course, which

would be unsafe when trying to allow the participant to go back to a sitting position

to stop the experimental session. Finally, since this experimental paradigm required

the participant to follow computer cues and not perform a task in a more self-paced

manner such as during the overground walking tests or walking simulator sessions,

these results better assessed the performance achievable by the system itself.

Overground Walking Tests: Similar to the suspended walk tests, the ITRs and

correlations achievable during the overground walking tests were > 3 bits/s (best

ITR: 3.676 bits/s, see Fig. 4.27) and > 0.9 (best correlation between cue and BCI

state: 0.985), respectively. However, although the participant was able to achieve

a high level of control during the overground walking tests, the false alarm rate

increased and average correlation decreased when progressing from the suspended to

overground walking tests [82]. This may be due to the low number of suspended

walking sessions performed in comparison to the overground walking tests, or due to

issues with postural stability during weight loading. Since the EEG decoding model

shown in Fig. 4.24 revealed salient features over the arm and leg representation areas

199



of the brain, it was found that these regions were similarly activated during the false

alarms, and may have been due to the participant using his arms for postural stability

during standing or due to purposeful attempted walking.

When comparing the cross correlation analysis between the suspended and overground

walking tests, it should be noted that the SCI participant was able to control the BCI-

Parastep system with only a ∼2.861 s latency between the verbal cues given by the

experimenter and the walking movement recorded by the gyroscopes. This is lower

than the latency determined from the suspended walking tests (average: 3.630 s), and

may have been due to the participant’s ability to better learn the overground walking

task. Since the suspended walking tests were performed prior to the overground

walking tests, the BCI walking simulator training better mimicked the self-paced goal-

oriented overground walking tests, and the participant performed more overground

walking tests than suspended tests, so the difference in latency may be explained by

these confounding issues.

In addition to the above analyses that demonstrated the high-level of control and low

latency as well as false alarms and omissions achieved during the overground walk-

ing tests, the number of overground walking tests increased across experimental days.

This was likely due to an improvement in the SCI participant’s endurance when using

the BCI-Parastep system to induce FES-mediated walking and standing. Also, the

SCI participant was able to better control the system towards the end of the study,

as he was able to better understand the task and the strategies necessary to best

control the system during overground weight loading conditions. This improvement

in endurance is encouraging, as future BCI driven neuroprostheses and neurorehabili-

tative devices for ambulation should minimize fatigue to maximize the duration (and

distance) of overground walking and/or therapy being performed.

200



Comparison with Other Studies

The overground walking tests using the BCI-Parastep system revealed that the partic-

ipant was able to achieve ITRs as high as 3.676 bits/s. When compared to our other

BCI studies, such as the P300 speller study where ∼3 bits/s was achieved by an able-

bodied participant [148] (Section 1.2.3 in Chapter 1), these results exceed our own

previous BCI studies. Furthermore, the ITRs achievable in this study were ∼3 times

higher than the best bit rates achieved with other BCI speller systems [138], BCI 2-D

cursor control systems [161], and SSVEP [48] based BCI systems. Table 4.17 shows a

comparison of these ITRs for several selected BCI studies [48, 161], our P300 speller

study [148], and our BCI-Parastep study [79, 80, 82]. Since this high-level of control

and communication rate is necessary for future BCI driven neuroprostheses and neu-

rorehabilitative devices for overground walking, the methodologies described in this

chapter and in Chapter 2 should be utilized in future BCI systems for ambulation.

Table 4.17: Comparison of the current BCI-Parastep study [79, 80, 82] with other BCI
studies in the field, showing the type of BCI system, type of study participants (SCI
or able-bodied, SCI), control paradigm utilized by the participant, and maximum
achievable ITR (bits/s).

Study Type of BCI Study Control ITR
Participants Paradigm (bits/s)

King et al. BCI-FES 1 SCI Attempted 3.676
[79, 80, 82] Walking Walking

Wang et al. [148] P300 Speller 6 AB Oddball 3.038
Wolpaw et al. 2D Cursor 2 SCI, Hand 1.249
[161] 2 AB Imagery

Gao et al. [48] 2D Cursor 1 AB SSVEP 1.133

4.5.4 Conclusion

The BCI-Parastep study [79, 80, 82] presented here represents the very first study

where a SCI individual with paraplegia used his brain waves to control the FES of
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his own muscles to induce walking. Furthermore, the participant with paraplegia

due to SCI was able to purposefully operate the device in real time using an intu-

itive attempted walking and idling control strategy after only minimal training. The

high level of control achievable by this participant during the overground walking

tests demonstrates that a BCI driven neuroprosthesis or neurorehabilitative device

for ambulation after SCI is feasible. However, to determine whether this system could

become a restorative tool or neuroprosthesis for overground walking in SCI individu-

als, this device will need to be tested in a much larger population. If successful, this

system may become the first restorative treatment or neuroprosthesis for overground

walking in SCI individuals, thus greatly improving their quality of life.
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Chapter 5

Future Work

5.1 Overview

The remaining chapters will conclude upon the high performance BCI systems for

neurorehabilitation discussed in the previous chapters, and will highlight the future

work that will be performed for each of these systems. The future work discussed

below includes the following BCI systems for stroke and spinal cord injury (SCI):

i) BCI driven hand orthosis, ii) BCI-functional electrical stimulation (FES) system

for foot dorsiflexion, iii) BCI driven walking simulator, iv) BCI driven robotic gait

orthosis (RoGO), and v) BCI-FES system for overground walking. First, the BCI

systems for the neurorehabilitation of stroke will be discussed, where the populations

to be tested, future experimentation and control experiments, assessment of the elec-

troencelphalogram (EEG) features and brain changes while using the BCI system,

and future improvements to the study design will be highlighted. Future work for
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the BCI systems for neurorehabilitation and neuroprostheses for SCI individuals will

then follow, highlighting the future work with larger SCI populations and longer du-

rations of the studies, assessment of brain changes while using these devices, and

future implementations of the system with other devices for ambulation. If these

improvements are implemented, then our BCI system may become a novel neurore-

habilitative tool for stroke and SCI individuals, ultimately restoring motor behavior

to these individuals and greatly improving their quality of life.

5.2 Stroke Neurorehabilitation

The BCI systems designed for the neurorehabilitation of stroke individuals presented

in Chapter 3 utilized attempted or actual movement to initiate the movement of an

external device, such an orthosis or FES system. These studies focused on only one

type of attempted movement that is simple, and assessed both the movement and

non-movement states of the elementary behavior in real time. The BCI systems also

attempted to control the movements over a long period of time, i.e. several seconds,

to ensure that coactivation of upper and lower motor neurons would occur during

each attempted movement trial, thus capitalizing on Hebbian-like neuroplasticity. If

successful in causing coactivation during the therapies, these BCI systems may lead

to lasting functional improvements in post-stroke individuals.

The following sections will describe the future work necessary to develop the BCI

systems from Chapter 3 into novel neurorehabilitative therapies that can utilize coac-

tivation of upper and lower motor neurons to cause functional improvements. If tested

in larger populations, and if the brain changes over time are assessed, these therapies
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may lead to adaptive neuroplastic changes in the post-stroke brain of stroke individ-

uals. These systems may also provide a new therapeutic tool for these individuals

beyond that of standard physiotherapy, which may restore their motor functions and

improve their quality of life.

5.2.1 BCI Driven Hand Orthosis

To apply the BCI driven hand orthosis system described in Section 3.2 of Chapter 3

to the neurorehabilitation of chronic stroke survivors with hand weakness, an ipsilat-

eral BCI control paradigm should be used. Through the use of attempted or residual

movements of the affected hand, followed by the activation of the orthosis, post-stroke

individuals may be able to restore hand grasping behavior in an intuitive manner.

However, the post-stroke brain is expected to have undergone cortical reorganization

that may result in EEG signal features that deviate from classical features underlying

hand grasping behavior. Unlike previous BCI stroke studies that rely on able-bodied

brain anatomy [24, 118], the data-driven feature extraction method demonstrated in

Chapter 2 can find optimal combinations of EEG signal features directly associated

with hand grasping behavior in the post-stroke cortex. This method may facilitate

reliable BCI operation of the orthosis and in turn, help reinforce connections be-

tween the post-stroke brain areas underlying hand grasping and the corresponding

spinal motor pools. Finally, successful implementation of ipsilateral BCI-hand ortho-

sis grasping in a population of post-stroke individuals with hand motor impairment

may potentially allow to this system to become a new neurorehabilitation tool.

Previous BCI stroke studies for upper extremity weakness [15, 118] did not decode

during both movement and non-movement states, so they may not have reached the
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full potential of BCI systems for neurorehabilitation. By improving our data-driven

feature extraction technique as well as the implementation of movement and non-

movement states in the design of our future stroke therapies, we may provide more

intuitive BCI operation and improvements beyond those achieved with current BCI

studies [15, 24, 118]. These improvements may potentially lead to better and longer

lasting functional improvements.

In addition to implementing an ipsilateral control paradigm and the above features,

our online experimental paradigm will need to consist of longer “Grasping” and

“Idling” epochs. This lengthy duration of each state may help pair intentions and

movements over a significant period of time despite the ∼2 s lag between the initiation

of voluntary and BCI-mediated movements (Table 3.4 in Section 3.2 of Chapter 3).

In the long-term, the co-activation of the motor cortex (intentions) and propriocep-

tive pathways (BCI-mediated movements) may either reinforce the existing or create

novel synaptic connections [131], ultimately restoring hand grasping to chronic stroke

individuals.

Other future work for the BCI driven hand orthosis study will include the testing of

this device on a large population of stroke individuals with distal upper extremity

weakness. If proven feasible and safe in this patient population, then several control

studies will be performed to determine the efficacy of the neurorehabilitative therapy.

These control studies will include a sham study, where one group of stroke individ-

uals will receive randomized hand orthosis grasping and extension while performing

attempted movement and non-movement of the hand to control the BCI system.

Another type of control study may include training stroke individuals to perform at-

tempted motor movements to control the BCI while keeping the hand orthosis turned

off. Finally, other control studies that must be performed in the future include per-

forming standard physiotherapies for the hand, such as bilateral arm training [97] or
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constraint-induced movement therapy [139, 158], to test these standards against our

BCI driven hand orthosis neurorehabilitative therapy.

5.2.2 BCI-FES System for Foot Dorsiflexion

The BCI-FES system for foot dorsiflexion may be used in future seated therapeutic

exercises to facilitate neural repair in stroke individuals who are affected by foot

drop. By pairing the activation of the motor cortex associated with attempted, but

impaired, foot dorsiflexion with the electrical stimulation of foot dorsiflexion (via

antidromic electrical stimulation of the deep peroneal nerve towards the anterior horn

cell of the spinal cord), it can be hypothesized that spared connections between the

post-injury motor cortex and the spinal motor pools that correspond to the motor

control of foot dorsiflexion will be reinforced through Hebbian-like neuroplasticity.

This plasticity process associated with the BCI-FES therapy may translate into the

improvement of unassisted dorsiflexion strength and gait function in this population.

The applicability of the BCI-FES therapy for the neurorehabilitation of foot drop

through Hebbian learning or other neuroplastic changes raises significant concerns

about eliminating the latency between the onset of voluntary movement and BCI-

FES mediated movement. The observed latency from the BCI-FES system is partly

caused by the averaging of the posterior probability over a 1.5 s period during online

operation. Reducing the averaging window may help decrease this latency, although

it would come at the expense of lowering the online performance (i.e. higher false

positive and omission rates). Note that the observed latency is also consistent with

the natural delay of maximal event-related desynchronization and synchronization

of EEG sensorimotor rhythms [110, 133], and it may be partially responsible for the
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delay in the BCI-FES system response. A potential solution to this problem may be to

use our data-driven algorithm to search for relevant time domain EEG features, such

as readiness potentials [95]. These slow negative potential shifts may be observed

as early as 1 s before the initiation of a self-paced motor behavior [95], and they

can potentially be used for earlier classification of dorsiflexion and idling. Also, a

combination of temporal and spectral features may be used in the future to eliminate

the latency while ensuring a high performance. However, further research is required,

as changes in both the training paradigm and signal processing methodology will need

to be implemented such that novel EEG features associated with movement intentions

can be reliably detected.

The ideal BCI-FES system for neurorehabilitation should mimic foot dorsiflexion in

a 1:1 temporal fashion, in which a single foot dorsiflexion cycle translates into a

single BCI-FES mediated dorsiflexion cycle. To achieve this, changes in both the

training paradigm and signal processing methodology will need to be implemented

such that transient EEG changes associated with foot dorsiflexion and relaxation can

be reliably detected and utilized to govern the BCI-FES system state transitions. If

these implementations are made, the BCI-FES system may become a more intuitive

BCI neurorehabilitatitive therapy.

In addition to improving the current automated identification algorithms and sig-

nal processing methodologies, the BCI-FES system should also monitor the EEG

signal changes that occur over time. This may be accomplished through the use

of the feature extraction maps from our signal processing methodologies, functional

magnetic resonance (fMRI), functional near infrared spectroscopy (fNIRS), magne-

toencephalogram (MEG), or positron emission tomography (PET). By monitoring

the brain before, during, and after the BCI-FES therapy sessions, we may be able

to better induce adaptive neuroplastic changes, thus better improving their motor
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function.

If the above improvements are made, this system should then be tested on a much

larger population of stroke individuals. Safety and efficacy (Phase I clinical trial) must

contain a much larger population of study participants (20 – 80) than those presented

in Chapter 3. Thus, the current BCI-FES study will more actively enroll participants

in the Phase I clinical trial. Furthermore, after the Phase I clinical trial deems the

BCI-FES system for foot dorsiflexion to be safe, the study will become a Phase II

clinical trial, where the efficacy of the therapy will need to be determined through

100 – 300 study participants. To accomplish this, several control experiments will

need to be performed. For instance, a sham study will need to be performed, where

participants who are post-stroke and affected by foot drop will receive randomized

FES while performing intentional attempted foot dorsiflexion and idling using the

BCI system. This will help determine if the improvement in active range of motion

of dorsiflexion is due to use of the BCI-FES system or due to FES alone. Also,

another control study that will need to be performed is the use of the BCI system to

monitor attempted foot dorsiflexion and idling while the FES does not provide any

stimulation to see the effects of BCI use and intentional foot dorsiflexion and idling

practice. Finally, the last control study during the Phase II clinical trial will include

performing standard physiotherapies to stroke individuals, such as exercise with a

physical therapist (e.g. toe-to-heel rocking, isometric dorsiflexion and stretching), to

compare these current standards to our BCI-FES neurorehabilitative therapy.

In addition to the above control studies, it would be beneficial to compare the BCI-

FES therapy for foot drop against current ankle-foot orthotics and FES systems on the

market. For instance, it would be beneficial to compare the functional improvements

from using a commercially available Bioness FES system (L300, Bioness Inc., Valencia,

CA) to our own system. Also, a comparison of our system to the benefits of current
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ankle-foot orthoses, the other standard for the treatment of foot drop, would also

be beneficial, as much of these standards have no lasting functional improvements

when used. If this system is proven to be effective, then it may become a novel

neurorehabilitative therapy for stroke individuals affected by foot drop.

5.3 Neurorehabilitation of Ambulation in Spinal

Cord Injury

The BCI systems for neurorehabilitative therapies and neuroprostheses described in

Chapter 4 focused on ambulation applications for SCI individuals. By utilizing at-

tempted walking and kinesthetic motor imagery as control strategies, these systems

focused on an intuitive control strategy for BCI driven ambulation devices. In order

to determine whether these intuitive control strategies could control our BCI system,

the system and strategies were first tested using a virtual reality environment, a safe

test bed for ambulation devices. It was found from these walking simulator studies

(Section 4.3 in Chapter 4) that the BCI system could be controlled using both kines-

thetic motor imagery and attempted walking control strategies by SCI individuals,

which could be used as a training platform for BCI ambulation systems.

By utilizing the BCI driven walking simulator in a virtual reality environment as a

training platform, SCI individuals were able to purposefully operate both a BCI driven

RoGO and a BCI driven FES device for ambulation. The success of these proof-of-

concept studies indicates that BCI driven neuroprostheses and neurorehabilitative

devices for ambulation after SCI are feasible. Furthermore, if tested on a much larger

SCI population, this BCI system and control strategy may become the first step
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towards an implantable BCI system for overground walking, and thus a restorative

solution to walking after paraplegia due to SCI. This may be accomplished through

the use of spinal cord stimulators (e.g. programmable central pattern generators),

invasive FES systems, or other invasive ambulation devices.

5.3.1 BCI Driven Walking Simulator

The results of the BCI driven walking simulator studies described in Section 4.3 of

Chapter 4 suggest that attempted walking or kinesthetic motor imagery of walking

strategies to control our BCI system are usable input control strategies for BCI driven

ambulation. To further test this control strategy as well as our BCI virtual reality

system, this device should be further tested in a much larger SCI population. Specif-

ically, if the BCI driven walking simulator is tested in several more SCI individuals

with paraplegia, and if this system is tested on a much longer time scale in each of

these individuals (similar to the duration of the BCI training presented in the BCI-

Parastep system described in Section 4.5 of Chapter 4), then it may become a useful

training platform for future BCI ambulation systems.

In addition to the above increase in participant sample size and duration of the

study, the brain changes associated with cortical reorganization due to use of our

BCI driven walking simulator training platform should be examined over time. This

could be accomplished through several different signaling modalities, such as fMRI,

fNIRs, MEG, PET, or even the feature extraction maps from our signal processing

methodologies. If these brain changes are closely monitored during extensive use of

our BCI training platform, then maladaptive neuroplastic changes may be prevented.

Also, the control of the system may be optimized by focusing on the anatomically
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plausible brain areas and frequencies determined for each SCI individual. By limiting

the electrodes and frequencies to these areas, cortical reorganization may be better

facilitated and lead to functional improvements, and the control of the system may

be optimized for each SCI user.

If the brain changes associated with BCI use are monitored, and the duration and

sample size of the study are increased, it may be possible to also optimize the duration

necessary to obtain perfect BCI control of the walking simulator. This may in turn

assist with the development of a BCI training platform for ambulation devices that

could be implemented quickly in any SCI individual. Furthermore, the larger SCI

population study may also fine-tune the inclusion and exclusion criteria for future

BCI ambulation systems. For instance, if the SCI individual is unable to obtain

purposeful control after a certain number (determined by the long term study) of

BCI walking simulator tests and experimental sessions, then this participant may be

excluded from the BCI ambulation study or clinical use of the device. This would

improve the level of success in using a BCI ambulation device, and may become an

important enrollment tool for future implantable BCI systems.

Once the BCI driven walking simulator system becomes a training platform for BCI

driven ambulation devices in SCI individuals with paraplegia, future work will include

integrating this BCI system with other ambulation devices and use the training plat-

form to train the SCI participants of future studies prior to testing with the actual

BCI-ambulation device. Similar to the BCI driven RoGO (Section 4.4 of Chapter 4)

and BCI-Parastep (Section 4.5 of Chapter 4) studies, this training platform can be

used to screen the SCI individual and determine whether the future BCI-ambulation

device would be an appropriate solution for this particular individual prior to actual

integration and testing. This will save time and money in the development of ambu-

lation devices, and would allow for long term training and testing of the BCI system
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to occur on only those individuals who would succeed and benefit from a BCI driven

ambulation device.

If these future BCI ambulation systems are successfully tested in a large SCI popula-

tion beyond those tested in the BCI driven RoGO and BCI-Parastep studies, clinical

trials to develop a commercial BCI driven neuroprosthesis or neurorehabilitative de-

vice would be warranted. These future research efforts may ultimately lead to the

development of an implantable BCI neuroprosthesis for ambulation; for example, the

integration of an invasive BCI system with an invasive FES system or programmable

central pattern generator for ambulation. This type of system would eliminate the

need for any preparation or mounting of EEG, while potentially achieving better per-

formances and long term use of the system, thus becoming a restorative treatment

for overground walking after paraplegia due to SCI.

In conclusion, the above improvements and future studies may allow the BCI driven

walking simulator system to become an important tool for future implantable BCI

driven neuroprotheses and neurorehabilitative devices for ambulation. The results

from these future studies will help determine the appropriate training duration using

the BCI driven walking simulator, the salient brain areas and frequencies for each SCI

individual, and whether the enrolled SCI participant can use an attempted walking

control strategy to control our BCI. By utilizing noninvasive and virtual reality envi-

ronments as our training platform, this system may help optimize future implantable

BCI ambulation systems by allowing the experimenter to adjust and test the pa-

rameters necessary for optimal control for each SCI individual prior to implantation

and integration of the invasive BCI neuroprosthesis. If successful, then it may be

feasible to develop an appropriate restorative treatment for overground walking after

paraplegia due to SCI.
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5.3.2 BCI-Robotic Gait Orthosis

After determining that SCI individuals can use attempted and kinesthetic motor

imagery of walking to control the BCI driven walking simulator (Section 4.3 of Chap-

ter 4), this system was integrated with a RoGO to test the feasibility of a BCI driven

ambulation device. The Lokomat system (Hocoma, Volketswil, Switzerland) was first

integrated with the BCI system because of its availability and body-weight support

system, which made it a much safer and easier test bed for early development of

a BCI driven neuroprosthesis or neurorehabilitation therapy for ambulation. The

proof-of-concept study of this system in an able-bodied and SCI individual resulted

in purposeful real time control of the BCI driven RoGO. Thus, this study suggests

that a BCI-controlled lower extremity neuroprosthesis or neurorehabilitation therapy

for walking after SCI is feasible.

To make the BCI driven RoGO more successful as a neurorehabilitative therapy for

those with incomplete motor SCI, the latency between the user’s intention and the

BCI-mediated RoGO walking must be minimized. Similar to the BCI-FES studies for

the neurorehabilitation of foot drop in stroke individuals (Section 3.3 of Chapter 3),

the applicability of this system for neurorehabilitation of ambulation through Hebbian

learning or other neuroplastic changes raises concerns about eliminating the latency

between the onset of neural intention from upper motor neurons and the output

behavior from the RoGO. This delay can potentially be minimized with additional

user training in a controlled environment. Also, reducing the posterior probability

averaging window may eliminate some of the delay, but this would be at the expense

of increasing the false alarm and omission rates. This trade-off should be examined in

future studies to make this system become a more intiutive BCI neurorehabiltitative
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therapy for those with incomplete motor SCI.

The EEG decoding models generated from idling and kinesthetic motor imagery or

attempted walking must also be improved to make them immune to EEG perturba-

tions caused by other simultaneous cognitive and behavioral processes common during

ambulation (e.g. talking, head turning, postural stability). Anecdotally, no disrup-

tion of BCI operation was observed during the BCI-RoGO study and the BCI driven

walking simulator studies (Section 4.3 of Chapter 4) when the participants engaged

in brief conversations or hand and arm gestures during the familiarization sessions.

However, formalized testing of this hypothesis is necessary and should performed in

future studies.

If the above implementations are made, and similar improvements mentioned in the

other studies above are also implemented, then the BCI driven RoGO should be

further tested in a much larger population of SCI individuals. Currently, only 1 SCI

participant and 1 able-bodied participant have participated in the study. To truly

assess the feasibility of such a device, further testing in several more SCI individuals

is necessary. This may difficult, however, as the Lokomat device is only available for

research and experimentation on the weekends after clinical use, which may become

conflicting for the SCI participant’s schedule. Furthermore, the BCI driven RoGO

system should also be tested over a much longer period of time, so future studies

should assess the performance of the device in SCI individuals over the course of

several weekends.

Since the Lokomat system allows for weight unloading during ambulation, this device

may provide a safe training platform for future weight loaded overground walking

devices, such as the BCI-Parastep system described in Section 4.5 of Chapter 4.

The screening requirements of these future devices may be further fine-tuned after

testing each SCI participant in the BCI driven RoGO, as this system would allow
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the experimenters to determine whether the participant can perform BCI mediated

ambulation in a safer and weight unloaded test bed. Finally, if the brain changes

associated with using this device are monitored over time (similar to the future studies

described in the BCI driven walking simulator studies above), then this system may

become a BCI ambulation training platform for future overground BCI ambulation

systems.

If the BCI-RoGO system is successful in a large population of SCI individuals, such a

system may justify the future development of BCI-controlled lower extremity neuro-

prostheses for free overground walking for those with complete motor SCI, such as the

Parastep device (Sigmedics, Fairborn, OH). However, to make this system usable for

this type of application, issues such as additional degrees of freedom (e.g. turning, ve-

locity modulation, transitioning between sitting and standing), as well as appropriate

solutions for signal acquisition (e.g. invasive recordings such as electrocorticogram

(ECoG) signals) must be addressed. Finally, the current BCI-RoGO system can

also be applied to gait rehabilitation in incomplete motor SCI as a neurorehabilita-

tive therapy. It can be hypothesized that coupling the behavioral activation of the

supraspinal gait areas (via the BCI) and spinal cord gait central pattern generators

(feedback driving via the RoGO) may provide a unique form of Hebbian learning.

This could potentially improve neurological outcomes after incomplete motor SCI be-

yond those of standard gait therapy. However, further improvements in the system

design and latency between intention and actual movement via the RoGO must be

made prior to testing this as a neurorehabilitative therapy.

In summary, the BCI driven RoGO must be drastically improved and tested on a

larger population of SCI individuals with both complete and incomplete motor SCI.

If it is successful in either of these patient populations, then it could become a novel

neurorehabilitative therapy in those with incomplete SCI, or serve as a test bed to
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determine whether an SCI participant can use the BCI system to operate an over-

ground walking neuroprosthesis, such as the Parastep system. If successful, this device

may become a useful neurorehabilitative therapy and neuroprosthesis for overground

walking after paraplegia due to SCI, and potentially a restorative treatment towards

walking, thus greatly improving the quality of life in this population.

5.3.3 BCI-FES System for Overground Walking

Both the BCI driven walking simulator (Section 4.3 of Chapter 4) and the BCI driven

RoGO (Section 4.4 of Chapter 4) studies provide preliminary evidence that a BCI

driven overground walking device for those with paraplegia due to SCI is feasible.

Thus, the BCI system was integrated with the Parastep system (Sigmedics, Fairborn,

OH), an FDA-approved noninvasive FES system for overground walking, and tested

in an individual with complete motor paraplegia due to SCI. The results from this

study (Section 4.5 of Chapter 4) demonstrated that the SCI individual was able to

use his EEG of attempted walking and idling to control the FES of his muscles to

induce walking and standing. The high level of control achieved by this participant

using the BCI-Parastep system to perform overground walking demonstrated that a

BCI driven neuroprosthesis or neurorehabilitative device for ambulation after SCI is

feasible.

To be able to better assess the performance and feasibility of the BCI-Parastep system,

this device must be tested on a larger population of SCI individuals with paraplegia.

However, this may be difficult in future studies because of the strict screening require-

ments for loaded overground FES driven walking using the Parastep system. Also,

since the duration of BCI and FES training is intense, many SCI individuals may not
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be willing to perform the time requirements of the study. In order to reduce these

issues with participant recruitment, the at-home exercises and physical therapy can

be improved, allowing for a shorter time commitment for the BCI and FES training

period. In addition, the inclusion and exclusion criteria and screening process of the

study could be improved and optimized. Since the Parastep is an FDA-approved

device, these improvements must satisfy the guidelines of the Parastep system.

In addition to an increase in study participants to better assess performance and fea-

sibility, the BCI-Parastep system will also need to be improved to reduce the latency

between attempted walking and FES mediated walking. Since the BCI-Parastep sys-

tem can allow for coactivation of the upper and lower motor neurons via intention

from attempted walking and antidromic stimulation via the FES, Hebbian-like neu-

roplasticity may be promoted. However, the latency between these actions should

be minimized by reducing the posterior probability averaging window and analysis

duration, but this would be at the expense of increasing the false alarm and omission

rates during real time operation. Thus, future studies should examine this trade-off as

well as more computationally efficient data-driven techniques that search for relevant

time domain EEG features, such as readiness potentials [95].

Once the latency between intention and BCI-Parastep mediated walking and standing

is reduced, the amount of fatigue from using the Parastep FES system for overground

walking must also be reduced. This fatigue is due to the high energy demand from

use of the FES system, and could be reduced by better optimizing the stimulation

parameters of the FES prior to walking. Also, the fatigue during BCI-Parastep use

and the issues during FES overground walking may be reduced by optimizing the

location of the FES stimulation pads. This may be accomplished through semi-

permanent medical tattoos (e.g. similar to those used in cancer therapies [117])

or other semi-permanent landmarks. If these FES parameters are optimized, then
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the fatigue experienced by the SCI individual can be reduced, thus allowing the

participant to perform BCI-Parastep mediated overground walking for a much longer

distance and duration, a requirement for an ideal neuroprosthesis.

If the above improvements are made and this system is proven feasible in a much

larger SCI population, then a Phase I clinical trial can begin. This would require

determining whether this system is more appropriate to apply to SCI individuals as

a neurorehabilitative therapy or as a neuroprosthesis. If it is determined that this

system should act as a neurorehabilitative therapy, then the safety of the therapy will

first need to be tested in several participants (20 – 80) with incomplete motor SCI.

On the other hand, if this device proves to perform better as a neuroprosthesis for

those with complete motor SCI, then it would be feasible to consider more invasive

methodologies of recording to create a more permanent and long-term solution.

If the noninvasive neurorehabilitative therapy or invasive neuroprosthesis are deter-

mined to be safe, the efficacy of the system in both of these applications will then need

to be determined. This would be determined through a Phase II clinical trial (100 –

300 study participants), where further evaluation of safety as well as efficacy would

be performed. Several control should be performed during this phase of the clinical

trials. First, a control experiment where participants perform other cognitive and

behavioral processes while operating the system (e.g. talking, head turning, postural

stability) should be performed to see if the BCI is robust against noise perturbations

in the EEG caused by these actions. It was noted during this study, however, that

the SCI participant was able to talk to the experimenter during BCI-Parastep op-

eration, and these perturbations did not cause any changes in the state of the BCI

system. Nevertheless, formalized testing during larger population studies should be

considered.

In addition to the above control experiment, several other control experiments must
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also be performed during the clinical trials. For instance, during the Phase II clinical

trial, the BCI-Parastep neurorehabilitative therapy in incomplete motor SCI individ-

uals should be compared to other standard physiotherapies for overground walking

after SCI. Since there currently are no restorative treatments for this motor behavior

in this patient population, this may include comparing the therapy to other research-

level therapies [141], such as spinal cord stimulators [60], transcranial magnetic stimu-

lation [57] during robotic-assisted locomotor training (e.g. using the Lokomat system)

or physical therapist-assisted locomotor training, or the Re-Walk system (Argo Med-

ical Technologies, Inc., Marlborough, MA). Also, the BCI-Parastep system should be

compared against a sham control group, where the BCI and Parastep system will

be used to allow the participant to perform attempted walking neural intention to

induce FES-mediated walking, but the state of the FES system (i.e. walk or stand)

will be completely randomized and not dependent on the output of the BCI. Finally,

the BCI-Parastep system will need to be tested against standard lower-extremity FES

therapy and use of the Parastep system alone [51, 52].

Future work may also consist of translating this device into an invasive BCI-walking

system as a neuroprosthesis rather than a neurorehabilitative therapy. This will

require further research and improvements in implantable neural recording units, such

as microelectrode arrays (e.g. Utah Array, Blackrock Microsystems, Salt Lake City,

UT) or ECoG grids (e.g. Wireless ECoG Microelectrode Array, Lawrence Livermore

National Laboratory, Livermore, CA), and implementation of these neural recordings

with our BCI system. If attempted walking and idling can be used to reliably control

the BCI system using these invasive recordings, and if these systems can more reliably

record neural data over time, then this proposed system may lead to a long-term

implantable BCI system for overground walking after SCI. The external device or

output of the BCI system must also be optimized. This may include implantable

spinal cord stimulators [60] or implantable FES systems [59]. Thus, if the BCI system
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and external overground walking device become implantable, then this system may

lead to the first neuroprosthesis for overground walking, which may in turn restore

walking to SCI individuals with paraplegia and greatly improve their quality of life.
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Chapter 6

Conclusion

The BCI systems presented in this dissertation have the potential to serve as neu-

rorehabilitative therapies and neuroprostheses in stroke and spinal cord injury (SCI)

individuals. If proven successful in larger populations and compared to other stan-

dard physiotherapies, this system may lead to novel therapies and prostheses for both

populations, thus restoring motor functions to these individuals. Furthermore, the

data-driven decoding methodologies presented here may serve as a future brain map-

ping tool during use of our BCI system. If the neuroplastic brain changes during

rehabilitation or use of the BCI system can be monitored, then this system may be

able to optimize the therapeutic use or location of long-term signal recordings for

neuroprosthetic design, thus optimizing the system for both types of applications.

Furthermore, the optimization of this system may lead to the promotion of neuro-

plasticity and cortical reorganization, which would in turn lead to motor function

improvements and an increase in independence. This may improve the quality of life

of stroke and SCI individuals beyond that of current rehabilitation.

The systems for the neurorehabilitation of stroke individuals presented in Chapter 3
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attempted to improve the function of elementary motor movements that commonly

exhibit weakness or paralysis in chronic (> 6 months post-ictus) stroke survivors. For

instance, the BCI system was applied to the treatment of foot drop as well as hand

weakness in the studies presented in Chapter 3. These systems also attempted to con-

trol the elementary movements over a significant duration to promote coactivation

of upper and lower motor neurons, and to try to capitalize on a Hebbian-like neuro-

plastic process. If both of these systems are proven feasible in a large population of

chronic stroke survivors, these BCI systems may novel neurorehabilitative therapies

that lead to lasting functional improvements in post-stroke individuals.

The hand orthosis study (Section 3.2 of Chapter 3) was able to allow a population of

able-bodied individuals control their hand via an orthosis purposefully in real time. In

addition, this system was able to allow these individuals to obtain intuitive real time

control for the entire experimental day after only minimal training and calibration.

However, to determine if this system could become an applicable neurorehabilitative

therapy for stroke individuals, it needs to be tested on a population of chronic stroke

individuals with hand weakness. If proven feasible and effective in this population,

then this BCI-hand orthosis system may become a viable treatment for distal upper

extremity weakness in those affected by stroke.

The preliminary evidence shown in the BCI driven functional electrical stimulation

(FES) studies for the treatment of foot drop (Section 3.3 in Chapter 3) suggests that

chronic stroke survivors can safely use the BCI-FES system. More importantly, an

improvement in their active range of motion of foot dorsiflexion in the impaired foot

was observed in those stroke individuals who performed the short-term study (3 daily

sessions of 1 hr BCI-FES therapy). Additional improvements in motor function were

seen in the participant who performed the long-term (12 daily sessions) BCI-FES

study as apart of the Phase I clinical trial. The results of all the studies for this
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system warrant future formal clinical trials on stroke individuals to further assess the

safety and efficacy of this novel therapy to improve foot dorsiflexion and gait function

in stroke individuals affected by foot drop.

For the neurorehabilitation of SCI individuals, the BCI systems shown in Chapter 4

focused on neurorehabilitative therapies and neuroprostheses for ambulation. These

studies demonstrated that BCI driven walking is feasible and can be purposefully op-

erated by SCI individuals in real time. Furthermore, these systems can be controlled

after minimal training using an intuitive control strategy, i.e attempted or kinesthetic

motor imagery of walking. This control strategy was first deemed feasible in a vir-

tual reality environment in a population of able-bodied and SCI individuals. After

obtaining this preliminary evidence, the BCI system was then further tested by inte-

grating it with a robotic gait orthosis (RoGO) and overground FES system. These

proof-of-concept studies were proven successful, as they obtained a very high level

of control by the able-bodied and SCI participants. However, future studies should

be performed to test the feasibility of these systems as neurorehabilitative therapies

and neuroprostheses in a larger population of incomplete and complete motor SCI

individuals.

The BCI driven walking simulator studies (Section 4.3 of Chapter 4) were originally

developed to determine the feasibility of using an attempted or kinesthetic motor

imagery of walking strategy to control the BCI system. Since it controlled a virtual

reality environment rather than an ambulation device, this provided a safe test bed

for assessing the feasibility of BCI controlled ambulation. The results of this study

demonstrated that both able-bodied and SCI individuals can control the system using

these strategies, and can purposefully operate a virtual reality avatar in a self-paced

manner. This system became the first step in developing a BCI driven ambulation

system, as well as becoming an important BCI training platform for future BCI
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ambulation studies.

Once the attempted walking control strategy was determined feasible from the BCI

driven walking simulator studies, the BCI system was integrated with a RoGO. This

system allowed for safe testing in a weight unloaded condition, where able-bodied

and SCI participants used attempted walking and idling to control the BCI-RoGO

system in real time. Moreover, these individuals were able to use an intuitive strategy

to obtain a high level of control of the system after only minimal training on the first

experimental day. The success of this proof-of-concept study indicates that a BCI-

controlled lower extremity prosthesis for walking may be feasible. Future studies will

need to be performed to further assess this feasibility, as well as determine the safety

of the device. If successful, this system may be marketed towards either incomplete

or complete motor SCI with paraplegia as a neurorehabilitative therapy or training

tool for a future overground walking neuroprosthesis.

The success of both the BCI driven RoGO and BCI driven walking simulator studies

discussed above (Sections 4.4 and 4.3 of Chapter 4, respectively) led to the develop-

ment of a BCI driven FES system for overground walking in those with paraplegia

due to SCI. The feasibility of such a device was tested in an SCI individual with

complete motor SCI (T6, ASIA B), and became the first successful instance of an

SCI individual with paraplegia to be able to control the overground walking function

of his own muscles using his brain waves. Specifically, this individual was able to

purposefully operate the BCI-FES device for overground walking in real time using

his brain waves and an intuitive attempted walking control strategy after only mini-

mal training. The high level of control achieved by this participant during this study

demonstrates that a BCI driven neurorehabilitative therapy or neuroprosthesis for

overground ambulation after paraplegia due to SCI is feasible. If tested in a much

larger population of both complete and incomplete motor SCI individuals, then this
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system may become the first restorative treatment for overground walking after SCI.

Since the BCI driven walking simulator system was determined to be an excellent

training platform for the BCI driven RoGO and BCI driven FES system for over-

ground walking, future work with these systems will be directed towards further

development of the RoGO and FES overground walking system. In addition, the

testing of this device in SCI individuals will lead to determining the applicability and

efficacy of using these systems for neurorehabilitative therapies or neuroprostheses.

The BCI driven RoGO may become a viable neurehabilitative therapy in those with

incomplete motor SCI by promoting coactivation of upper and lower motor neurons

via attempted walking brain waves from the BCI and spinal cord central pattern

generator stimulation via feedback from the RoGO. On the other hand, this device

may become an important tool in developing future implantable neuroprostheses for

overground walking. This system may be used as a training platform for these fu-

ture devices by determining optimal electrode placement for salient brain waves (as

recorded by the EEG and from the BCI prediction model) and training the SCI in-

dividual to perform overground walking in a weight unloaded and safe ambulation

conditioning paradigm.

Unlike the BCI driven RoGO, the BCI-FES system for overground ambulation may

become a better novel neurorehabilitative therapy in incomplete motor SCI individ-

uals, as it has the potential to coactivate the upper and lower motor neurons via

attempted walking neural signals and antidromic FES stimulation towards the pro-

priospinal connections and anterior horn cell of the spinal cord. Alternatively, the

BCI-FES system for overgound walking (i.e. the BCI-Parastep system) may serve as

a noninvasive solution to a neuroprosthesis for overground walking after SCI, or as

an important feasibility step in developing an implantable neuroprosthesis for over-

ground walking. Since this system is closer to able-bodied-like walking as it performs

226



overground walking in weight loaded conditions, the BCI-FES system for overground

walking may better determine the feasibility of an implantable neuroprosthesis by as-

sessing the performance of such a system under noninvasive conditions, thus greatly

improving the potential sample size of such a study. However, implantable devices for

both ambulation and neural recordings must be further developed in conjunction with

these future tests to provide a long-term, robust, and ideal neuroprosthesis solution

for overground walking after paraplegia due to SCI.

All of the aforementioned BCI systems for stroke and SCI neurorehabilitation provide

restorative treatments for functional motor paresis and paralysis. Particularly, the

BCI systems for stroke individuals provide restorative solutions for the treatment of

hand weakness and foot drop, while the BCI systems for SCI focus on restoring ambu-

lation in these individuals. These systems together further elucidate the capabilities

of our BCI system, as well as provide novel therapeutic treatments and prostheses

to these individuals. Since our BCI prediction model procedure is data driven and

has found anatomically relevant features across both types of study populations, this

BCI system may advance neuroscience by providing a new brain mapping tool to

assess neurophysiogical changes from BCI use. Furthermore, if these BCI systems

are optimized, they may provide novel neurorehabilitative therapies in stroke and

SCI individuals, potentially improving their functional motor deficits, and in turn,

their quality of life. They may also provide evidence to further the investigation

of implantable neuroprostheses in these individuals, restoring the functional motor

behavior to individuals while possibly providing some form of neuroplasticity to en-

hance long term functional improvements. If these systems are proven successful

and research on neurorehabilitative therapies and neuroprostheses is continued, then

restorative treatments for these motor deficits can be developed.

In summary, the BCI systems described in this dissertation provide preliminary ev-
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idence for future neurorehabilitative therapies and neuroprostheses. By focusing on

SCI and stroke individuals, the marketability of our BCI system was greatly expanded

beyond those traditionally used for communication [41]. Furthermore, by focusing

on coactivation of neural intention and corresponding output motor behavior, these

BCI systems may promote Hebbian-like neuroplasticity and lead to better functional

motor improvements than the standard physiotherapies and substitutive devices typ-

ically used by these individuals. This may in turn improve the daily functional tasks

post-stroke and SCI individuals can perform, which may then greatly improve their

quality of life.
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Appendices

A Our Current Methodology

The following algorithms must be performed to be able to develop a prediction model

and classify EEG signals in real time:

1. Remove electromyogram (EMG) contaminated channels.

2. Transform the data into the frequency domain using the fast Fourier transform

(FFT) or take 400 ms after the onset of the stimulus of temporal data for the

P300 speller system (see Section 1.2.2 in Chapter 1 for differences between our

cue and self-paced BCI systems).

3. Vertically reshape the data.

4. Apply classwise principal component analysis (CPCA) [27] to extract the salient

features and reduce the dimensions of the data to m dimensions.

5. Apply approximate information discriminant analysis (AIDA) [26] or Fisher’s

linear discriminant analysis (LDA) [47] to further reduce the dimensions of the

data to a c− 1 dimensional feature, where c are the total number of classes.

6. Use a linear Bayesian classifier to classify the resulting feature.
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7. Send the output BCI decision to the external device or interface.

A.1 Fast Fourier Transform (FFT)

For the self-paced BCI systems (i.e. all systems except for the P300 speller system),

once the channels whose EEG data contains excessive EMG are removed (see Sec-

tion 2.4.1 of Chapter 2), FFT must be performed in order to transform the data into

the frequency domain using the following equation:

FFT (xk) =
N−1∑
n=0

xne
−i2πk n

N (A.1)

for k = 0, . . . , N − 1. After the data is transformed into the frequency domain, its

power spectral density (PSD) is integrated in 2 Hz bins (ω), centered at N
2

+ 1.

Specifically, the power spectral density at each of these frequencies is calculated using

the Fourier transform of the autocorrelation function, i.e.:

PSD(ωk) =
1

N2
[|FFT (xk)|2 + |FFT (xN−k)|2] (A.2)

for k = 1, 2, . . . , (N
2
− 1). Also, FFT (x) is the transform described in Eq. A.1 and ωk

is the frequency bins defined above (has B total bins).

A.2 Vertical Reshape

To be able to perform CPCA on the data in the frequency or temporal domain, the

data matrix must first be vertically reshaped.
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Let A be a B by C matrix,

A =



a11 a12 · · · a1C

a21 a22 · · · a2C
...

. . . . . .
...

aB1 aB2 · · · aBC


(A.3)

Then, ā is the vertically reshaped version of A, which is defined as:

ā =

[
a11 a21 · · · aB1 a12 a22 · · · aB2 · · · a1C a2C · · · aBC

]T
(A.4)

The resulting vector consists of the first column of the matrix, followed by the second

column, and so on.

A.3 Feature Extraction

Once the data is vertically reshaped, CPCA [27] is performed to reduce the dimensions

of the data and extract the salient features. This is done using the following steps:

1. Calculate the class-specific covariance matrix:

Σi = āāT (A.5)

where ā is the trial or observation. Calculate this covariance matrix for i =

1, . . . , c, where c is the total number of classes.

2. Calculate the eigenvalues and eigenvectors of the class-specific covariance ma-
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trix:

ΣcV = λV (A.6)

where λ are the eigenvalues and V are the eigenvectors of the class-specific

covariance matrix.

3. Reduce the dimensions of the data using a mean eigenvalue threshold, λ̄. Then,

remove the eigenvectors corresponding to the eigenvalues that are less than the

mean.

4. Calculate the between class covariance matrix:

Σb =
c∑
i=1

pi(µi − µ)T (µi − µ) (A.7)

where µi are the means of the individual classes and the prior probabilities of

each class are pi, which is the number of samples in the class divided by the

total number of samples:

pi =
number of samples in the class

total number of samples
(A.8)

Also, the global mean, µ is defined as:

µ =
c∑
i=1

piµi (A.9)

5. Perform principal component analysis (PCA) on the between class covariance

matrix, Σb, using the same methods above (steps 2 and 3).

6. Augment the eigenvectors belonging to each class to the between class eigen-

vectors.
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7. Orthonormalize the resulting matrix.

8. Use the resulting orthonormalization to define ΦC(d).

Finally, to reduce the dimension of the data to a 1-D feature, f , the following

AIDA [26] or LDA [47, 42] algorithms are used. Note that AIDA or LDA is chosen

as the appropriate algorithm to use during the cross-validation procedure described

in Appendix B.1. Specifically, the following steps are performed during AIDA:

1. Calculate the empirical prior probabilities using the known class labels (same

as pi described above for the CPCA algorithm), the m-dimensional class means,

µi, and their covariances, Σi, for i = 1, . . . , c. See the CPCA algorithm above

for how to calculate Σi.

2. Calculate the global mean, µ, and the within class covariance matrix, Σw.

Σw =
c∑
i=1

piΣi (A.10)

Note that the global mean, µ, is described in the CPCA algorithm above.

3. Calculate the between class covariance matrix, Σb, as described in the CPCA

algorithm above.

4. Decorrelate the between class covariance matrix using the covariance of the

parameters, µµT :

Σb = Σb − µµT (A.11)

5. Calculate the total covariance matrix, Σ:

Σ = Σw + Σb (A.12)
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where the within class covariance matrix Σw and the between class covariance

matrix Σb are used.

6. Calculate the inverse square root of the within class covariance matrix, Σw
− 1

2 .

7. Calculate SDA, the approximate µ-measure [26], using the following equation:

SDA = log(Σw
− 1

2 ΣΣw
− 1

2 )−
c∑
i=1

pi log(Σw
− 1

2 ΣiΣw
− 1

2 ) (A.13)

8. Reduce the number of dimensions in SDA to m (usually 2) dimensions by per-

forming PCA on SDA and retaining only the m largest eigenvectors, V .

9. Calculate TDA, the transformation matrix, using the following equation:

TDA = V TΣw
− 1

2 (A.14)

where V are the eigenvectors and Σw is the within class covariance matrix.

10. If AIDA produces a better performance than LDA from the cross-validation

procedure described in Appendix B.1, then use the following combination of

CPCA and AIDA:

f ? = TDAΦC(d) (A.15)

where TDA is the AIDA transformation matrix.

For the LDA algorithm, the following steps are used [42, 47]:

1. Compute the m-dimensional class means, prior probabilities, and covariances,

µi, Σi, and pi, where m is the dimension of the data after CPCA feature extrac-

tion. Also, compute the within class covariance matrix, Σw and the between
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class covariance matrix Σb as described in the AIDA and CPCA algorithms

above, respectively.

2. Find the criterion function, J(.), or the generalized Rayleigh quotient [42]:

J(w) =
wTΣbw

wTΣww
(A.16)

where w is the optimal direction of the projection of the samples onto a dis-

criminating line. To find the vector, w, that maximizes J(.), we must satisfy

the following equation:

Σbw = λΣww (A.17)

where λ are the eigenvalues.

3. If the within class covariance matrix, Σw, is non-singular, then use the conven-

tional eigenvalue problem and solve for w:

Σw
−1Σbw = λw (A.18)

4. Thus, if Σw is non-singular, and can be inverted, then the criterion function

is maximized when the LDA transformation matrix, TDA, is composed of the

eigenvectors of:

Σw
−1Σb (A.19)

Note that there will be at most c − 1 eigenvectors with non-zero real corre-

sponding eigenvalues. From these eigenvectors, we have obtained w for Fisher’s

linear discriminant [47], a linear function that yields the maximum ratio of

the between-class to within-class scatter, i.e. covariances. Also, we have now
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mapped an m-dimensional data set onto c− 1 dimension for a c class system.

5. If LDA produces a better performance than AIDA from the cross-validation

procedure described in Appendix B.1, then use the following combination of

CPCA and LDA:

f ? = TDAΦC(d) (A.20)

where TDA is the c − 1 dimensional projection in direction w, or the LDA

transformation matrix, described in the steps above.

A.4 Classification

Once the feature, f ?, is extracted, classification can be performed using a linear

Bayesian classifier [42]. This formula (Eq. 2.2 in Section 2.4.2 of Chapter 2) can be

derived using the overall risk [42]:

R =

∫
R(α(f ?)|f ?)P (f ?)df ? (A.21)

where α(f ?) is the decision function of action α, which assumes a value for the input

feature f ?. The conditional risk associated with action α is then:

R(C1|f ?) = λC1,C2P (C2|f ?)

R(C2|f ?) = λC2,C1P (C1|f ?)
(A.22)

where R(C1|f ?) is the conditional risk of classifying the feature f ? as “Class 1”.

Then, decide that the feature f ? belongs to “Class 1” if R(C1|f ?) < R(C2|f ?) (i.e.

the likelihood ratio test [42]). In terms of the posterior probabilties, we decide the
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feature f ? belong to class C1 if:

(λC2,C1 − λC1,C1)P (C1|f ?) > (λC1,C2 − λC2,C2)P (C2|f ?) (A.23)

where the factors λC1,C2 − λC1,C1 and λC1,C2 − λC2,C2 are positive. Thus, in practice,

the decision is generally determined by employing the Bayes’ formula:

P (Ci|f ?) =
p(f ?|Ci)P (Ci)

p(f ?)
(A.24)

where Ci = C1, C2 are the classes. The Bayes’ formula can be expressed informally as

the posterior probability of “Class i” given the feature f ? is the likelihood (p(f ?|Ci))

times the prior (P (Ci)) divided by the evidence (p(f ?)). By replacing the posterior

probabilities with the prior probabilities and the conditional densities from the two

equations above, the following rule can be found. Decide class C1 if:

(λC2,C1 − λC1,C1)p(f
?|C1)P (C1) > (λC1,C2 − λC2,C2)p(f

?|C2)P (C2) (A.25)

and decide class C2 otherwise. In order to implement this into our binary state

machine, we can assume (λC2,C1 − λC1,C1) and (λC1,C2 − λC2,C2) are equal, as the

likelihood of false alarms and omissions are equal in our binary state machine. Also,

if we assume equal prior probabilities for each class, as this is true in the case of our

self-paced BCI systems (note that P (C1) = 1
7

and P (C2) = 6
7

in the P300 speller

system described in Section 1.2.3 of Chapter 1), the decision rule becomes:

P (f ?|C1)

P (f ?|C2)

C1

>

<

C2

1 (A.26)
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Finally, the posterior probabilities, P (f ?|C1) and P (f ?|C2) are calculated from:

P (f ?|C1) =
fPDF (f ?|C1)P (C1)

fPDF (f ?)
(A.27)

where P (C1) is the prior probability of “Class 1” trials and fPDF (f ?|C1) is the con-

ditional probability density function (PDF) of features under “Class 1”. A similar

expression is derived for P (f ?|C2). Finally, the parameters of the linear Bayesian

classifier can be estimated by assuming features that are conditionally Gaussian, i.e.

f |C1 ∼ N(µ̂C1 , σ̂
2) and f |C2 ∼ N(µ̂C2 , σ̂

2), where µ̂C1 and µ̂C2 are the conditional

sample means of the features under “Class 1” and “Class 2” classes, respectively, and

σ̂2 is the unconditional sample variance of the features [42].

B Statistical Analyses and Performance Measure-

ments

B.1 Cross-Validation

To assess the performance of the feature extraction and classification methods on the

training data, stratified 10-fold cross-validation is performed [85]. Specifically, the

following steps are performed to determine the number of misclassified trials and the

probabilities of false alarm and omission errors:

1. Randomly separate the EEG trials from the training data into 10 groups of

equal size, or 10 folds, while preserving the ratio of the class labels (1:1 for our

self-paced BCI systems, and 1:6 for our P300 speller system). Note that the

word stratified in our cross-validation method allows proportion of these labels

252



to be maintained.

2. Train the parameters of CPCA, AIDA or LDA, and linear Bayesian classifier

using the data from 9 folds and the methods described in Appendix A.

3. Transform the remaining fold of data into the feature domain and classify this

fold assuming an equal cost of omissions and false alarm probabilities (see below

for definition). Calculate the cross-validation estimate of accuracy as the overall

number of correct classifications divided by the number of instances in the data.

Formally, if Di is the test fold that includes instances xi = 〈C1,i, C2,i〉, then the

cross-validation estimate of accuracy is defined as:

accCV =
1

N

∑
〈C1,i,C2,i〉∈D

δ(I(
D

D(i), C1,i

), C2,i) (B.28)

where I is the inducer on data set D, which maps the given data set onto the

linear Bayesian classifier.

4. Repeat steps 2 and 3 above until all 10 folds are exhausted, each time desig-

nating a different fold for classification. The number of misclassified trials is

used to calculate the probabilities of false alarm and omission errors using the

following confusion matrix:

Table B.1: Confusion matrix where T and D are the true and decoded labels of trials.
H
HHH

HHT
D

Ĉ1 Ĉ2

C1 p(Ĉ1 |C1) p(Ĉ2 |C1)

C2 p(Ĉ1 |C2) p(Ĉ2 |C2)

where C1 and C2 are classes “Class 1” and “Class 2”, respectively. Also,

note that p(Ĉ1|C1) is the fraction of correctly decoded “Class 1” trials, and

p(Ĉ2|C1) = 1 − p(Ĉ1|C1) is the probability of an omission. Similarly, p(Ĉ2|C2)
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is the fraction of correctly decoding “Class 2” trials, and p(Ĉ1|C2) = 1−p(Ĉ2|C2)

is the probability of a false alarm. By combining these two types of errors, the

probability of misclassification can be defined as:

pe = p(Ĉ2|C1)p(C1) + p(Ĉ1|C2)p(C2) (B.29)

Finally, the probability of correct classification is defined as pc = 1 − pe, or

Eq. B.28 given above.

5. Estimate the standard deviation of these errors by repeating the 10-fold cross

validation procedure 10 times, each time re-randomizing the grouping of trials

into folds.

6. Determine the parameters for optimal online operation by maximizing the out-

put classification accuracy (Eq. B.28) from the stratified 10-fold cross-validation

procedure. This includes finding the best discriminant analysis method, AIDA

or LDA, to use for the given training data set.

B.2 Cross-Correlation Analysis

In order to assess the performance of our self-paced BCI systems, cross-correlation

analysis is performed. To this end, the following steps are conducted to determine

the maximal correlation at the optimal lag:

1. Remove all dropped packets and outliers from the data sets. This is accom-

plished by calculating Grubb’s test statistic [54] for outliers:

G =
max |x[i]− x̄|

σ
(B.30)
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where x̄ is the sample mean and σ is the standard deviation, respectively. Note

that this test statistic is the largest absolute deviation from the sample mean

in units of the sample standard deviation. Finally, remove these outliers and

interpolate using the known sampling rate to obtain smooth and continuous

data for each data set.

2. Determine which physical sensor data set, audio data, or state of the BCI system

to use for cross-correlation analysis. Specifically, for the physical sensor data, if

more than one trace is used to assess the intended movement, choose the data

set that has the maximum difference between the 95th and 5th percentiles of

the data. In other words, calculate the kth percentile by ordering all the values

in the data set from smallest to largest. Then multiply k percent by the total

number of values in the data set, N . Finally, count the values in your data set

until you reach the kth percent. After determining each kth percentile, find the

maximum of the difference between the 95th and 5th percentiles:

x = max(percentile(x, 95%)− percentile(x, 5%)) (B.31)

3. After choosing the appropriate data sets for intended movement and the output

control device movement, determine the epochs of idling and movement using

a manual threshold crossing from the physical sensor readings, audio, or state

of the BCI system. Note that this manual threshold is determined by plotting

the data and empirically determining the appropriate threshold that crosses

movement epochs and is above the idling data.
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4. Define a time series, x, that describes the intended movement as:

x[i] =


−1, if i ∈ C1

1, if i ∈ C2

(B.32)

where i = 1, 2, . . . , N, and N is the number of samples in the physical sensor

trace. A time series, y, describing the output control device movement, is

similarly defined as:

y[i] =


−1, if i ∈ C1

1, if i ∈ C2

(B.33)

5. Calculate the normalized cross-covariance function between the times series x

and y:

ρxy(m) =


N−m∑
n=1

xn+myn

N−m m ≥ 0
N+m∑
n=1

xnyn−m

N+m
m < 0

(B.34)

where m ∈ [−N + 1, N − 1] is the lag between the sequences x and y.

6. Find the latency between the two sequences by determining the lag with maxi-

mal cross-covariance:

m? = arg max
−L≤m≤L

ρxy(m) (B.35)

where L is the lag cutoff. Subsequently, the maximal temporal correlation

between x and y at the optimal lag is determined as:

ρ?xy = ρxy(m
?) (B.36)
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B.3 Monte Carlo Simulations

To assess the significance of the online performances, Monte Carlo simulations are

performed [34]. This is done using the following steps:

1. Define the following auto-regressive model:

Xk+1 = αXk + βWk X0 ∼ U(0, 1)

Yk = h(Xk)
(B.37)

where Xk is the state variable, Wk ∼ U(0, 1) is uniform white noise, Yk is the

simulated posterior probability, and h is a piecewise linear saturation function

that ensures yk ∈ [0, 1].

2. Find the coefficients α and β so that the mean, µ{Yk}, and the lag-one (i.e. “one

off”) correlation coefficient, ρ(Yk+1, Yk), match those of the posterior probability

sequence, P̄ , observed in the online sessions. Specifically, by assuming that

the sequence of simulated posterior probabilities, P̄k = P̄ (C2|f ?k ), are wide-

sense stationary with mean µ and variance σ2, the coefficients α and β can be

determined from:

α = ρ

αµ+ β
2

= µ
(B.38)

where ρ is the correlation coefficient between P̄k+1 and P̄k.

3. Using the above coefficients, feed the simulated posterior probabilities, {Yk},

into the binary state machine (Fig. 2.5 in Section 2.4.2 of Chapter 2). This

results in a simulated sequence of “Class 1” and “Class 2” states for each Monte

Carlo run.
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4. Find the cross-correlation between the intended movement and the simulated

BCI states using the cross-correlation methods described above to find the

Monte Carlo temporal correlation, ρ?xy.

5. Repeat the above steps for several Monte Carlo runs, typically 10,000 runs, for

each online session.

6. Determine the empirical p-value by finding the fraction of Monte Carlo runs

that achieved a higher temporal correlation than the online session’s ρ?xy.

B.4 Information Transfer Rate and Performance Measures

In addition to the above performance measures, we also calculate the information

transfer rate (ITR) as well as other performance measures for our BCI systems. Par-

ticularly, we calculate the ITR and the below performance measure for the P300

speller system described in Section 1.2.3 of Chapter 1, the BCI driven walking sim-

ulator system described in Section 4.3 of Chapter 4, and the BCI-FES system for

overground walking described in Section 4.5 of Chapter 4. For the ITR calculations,

the following steps are performed:

1. Given the law of total probability and the confusion matrix described in Ta-

ble B.1, the following unconditional probabilities of the decoded data can be

found:

p(Ĉ1) = p(Ĉ1|C1)p(C1) + p(Ĉ1|C2)p(C2)

p(Ĉ2) = p(Ĉ2|C1)p(C1) + p(Ĉ2|C2)p(C2)
(B.39)

where Ĉ1 and Ĉ2 are the outputs of the binary state machine given in Fig. 2.5
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in Section 2.4.2 of Chapter 2.

2. Calculate the unconditional entropy [21]:

H(out) = −[p(Ĉ1) log2 p(Ĉ1) + p(Ĉ2) log2 p(Ĉ2)] (B.40)

3. Estimate the conditional entropy, H(out|in), from [21] using the following equa-

tion:

H(out|in) = H(out|in = C1)p(C1) +H(out|in = C2)p(C2)

= −[p(Ĉ1|C1) log2 p(Ĉ1|C1) + p(Ĉ2|C1) log2 p(Ĉ2|C1)]p(C1)

−[p(Ĉ1|C2) log2 p(Ĉ1|C2) + p(Ĉ2|C2) log2 p(Ĉ2|C2)]p(C2)

(B.41)

4. Use the mutual information to calculate the reduction in the output uncertainty

by subtracting H(out|in) from H(out) given in the above equations:

I(out, in) = H(out|in)−H(out) (B.42)

5. If the observed features, f ?, carry no class-relevant information, then the con-

fusion matrix entries in Table B.1 become:

p(Ĉ1|C1) = p(Ĉ1|C2) = 0

p(Ĉ2|C2) = p(Ĉ2|C1) = 1
(B.43)

In addition to the above entries, the chance-level performance of the Bayesian

classifier is pe = p(C1) and pc = p(C2). For the self-paced BCI systems, given

a 1:1 ratio of each class, the chance performance pc = 50%. Conversely, for

the P300 speller system, given a 1:6 ratio of each class, the chance performance

pc = 85.7%. Finally, given the equations above and using l’Hôpital’s rule, it

readily follows that H(out) = 0, H(out|in) = 0, and I(in, out) = 0.
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6. To calculate the theoretical maximum for each communication channel and for

a perfect classifier, we have:

p(Ĉ1|C1) = p(Ĉ2|C2) = 1 (B.44)

From the law of total probability explained above, we obtain p(Ĉ1) = p(C1)

and p(Ĉ2) = p(C2). Thus, since the output is no longer considered random and

the input is known, it follows that H(out|in) = 0. Finally, assuming that the

class ratio for the P300 speller system is 1:6 and is 1:1 for our other self-paced

BCI systems, the theoretical maxima for these systems are I(out, in) = 0.5917

bits/transmission and I(out, in) = 1 bit/transmission, respectively.

It can be shown in the methods above that unless the communication channel is

symmetric (i.e. p(Ĉ2|C1) = p(Ĉ1|C2)), I(in, out) cannot be expressed as a function of

pe and pc (see the cross-validation procedure described in Appendix B.1). Note that

p(Ĉ2|C1) = p(Ĉ1|C2) is true in the case of our self-paced BCI systems for movement

vs. idling, but not in the case of our P300 speller system.

Given the above explanation, the ITR analysis described in [159] uses a symmetric

binary communication channel to model their BCI system, similar to our self-paced

BCI systems (i.e. the prior probabilities are equal given an equal number of instances

of “Class 1” and “Class 2” in the data set). However, the system described in [159]

is a P300 speller system, which given definition of the oddball paradigm [45], this

system cannot have equal probabilities of oddball and non-oddball classes. Thus, the

equation from [159]:

I(in, out) = log2C + pc log2 pc + pe log2(
pe

C − 1
) (B.45)

where C are the number of classes in the system (i.e. C = 2), is not adequate
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in the context of P300 speller BCI systems. However, this equation can be used

for our self-paced BCI systems, where the expression above reduces to I(in, out) =

1 + pc log2 pc + pe log2 pe. Finally, this equation represents the capacity, i.e. the

maximal achievable ITR, of a binary symmetric channel [21], and thus should not be

used for practical ITR calculations for our BCI systems.

The performance measures for the BCI driven walking simulator described in Sec-

tion 4.3 of Chapter 4 and the BCI-FES system for overground walking described in

Section 4.5 of Chapter 4 utilizes a composite score to assess the performance of a

self-paced BCI system in a self-paced manner. To this end, the goal-oriented tasks

result in two performance measures: course completion time and cone score or num-

ber of successful stops. To combine these scores into a single performance measure,

a composite score is defined. This is accomplished by performing the following steps:

1. Given the difficulty of interpreting multivariate performance measures across

participants and sessions, the following geometric mean is used:

c =
√
csct (B.46)

where cs and ct are the normalized performance measures for the number of

successful stops and the course completion time, respectively.

2. Determine cs and ct by normalizing each variable with the limits of the goal-

oriented task:

cs =
s

smax
(B.47)
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ct =
tmax − t

tmax − tmin
(B.48)

where s is the participant’s number of successful stops, smax is the maximum

number of successful stops (e.g. 10 in the BCI driven walking simulator), t is

the participant’s completion time, tmax is the maximum allowed time (e.g. 1200

s in the BCI driven walking simulator), and tmin is the minimum time required

to complete the course while achieving all successful stops (e.g. 201.52 s in

the BCI driven walking simulator). The values of cs and ct, and consequently

c, range from 0 to 100%, where 100% corresponds to a perfect performance.

Finally, note that the use of the geometric mean favors a performance that is

balanced over a performance that sacrifices one performance measure over the

other, and the normalization of cs and ct ensures that the performance measures

are unitless.

B.5 False Alarms and Omissions

To determine the number of false alarms and omissions during online BCI operation,

the bounds of the cues, states and physical sensor data must first be determined.

This is accomplished by the following steps:

1. Determine which physical sensor data is best for extracting the bounds of the

movement.

2. Check the input dimension and plot the data in time using the known sampling

rate.

3. If the signal is an audio signal (i.e. for the cue signal), calculate the signal

262



power. Then, set the resulting low and high values to -1 and 1, respectively.

4. If the signal is a binary signal that ranges from 0 to 1, set the 0 values to -1.

5. Filter the signal from 0.001 to 35 Hz using a Butterworth band pass filter.

6. Manually determine the appropriate threshold to extract the bounds by plotting

the signal.

7. Find the rising and falling edges of the signal using the determined threshold.

8. Extract the timing boundaries from the rising and falling edges of the signal.

Once the bounds of the data are extracted, the signals are converted into sequences

x and y based on the bounds:

x[i], y[i] =


−1, if i ∈ C1

1, if i ∈ C2

(B.49)

where i = 1, 2, . . . , N , and N is the number of samples in the signals.

Once the signals are converted, the number of false alarms and omissions for each

online session can be calculated. A false alarm is defined as the initiation of a BCI

response within any C1 epoch (e.g. C1 is “idle” for the movement based BCIs).

Similarly, an omission is defined as the absence of a BCI response within any C2

epoch (e.g. C2 is “move” for the movement based BCIs). To find these errors, the

following steps are performed:

1. Determine which signal is the test signal and reference signal. Typically, the

reference signal is the cue given to the participant, and the test signal is the

BCI state or physical sensor signals.
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2. Convert the reference and test signals to 0 and 1’s.

3. Using the methods described above, extract the timing bounds of the reference

and test signals.

4. Determine the maximum possible number of omissions and false alarms based

on the size of the signals, and decrease this number by looking at the reference

and test signal. If a test signal is on when the reference signal is on, delete the

number of omissions for this epoch.

5. Decrease the number of false alarms by determining whether the test signal is

off when the reference signal is off, and deleting the number of false alarms for

this epoch.

6. Look through all of the reference epochs, and determine if the test signal is

“stuck” on during this epoch to determine the number of times the BCI response

is stuck on during an off epoch.

7. Look through all of the reference epochs using the edges of the bounds, and

determine if a false activation or deactivation occurs by determining when the

falling edges of the bounds in the test data occur.

8. Plot the reference and test signals to verify the number of false alarms, omis-

sions, false activations, false deactivations, and the number of times the BCI is

“stuck” in its current state.
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