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ABSTRACT OF THE DISSERTATION

Magnetization dynamics and spin-phonon coupling in MnBi2Te4

by

Maxwell Poore

Doctor of Philosophy in Physics

University of California San Diego 2024

Professor Richard Averitt, Chair

The field of topological materials offers an intriguing breakaway from the

typical Landau symmetry breaking paradigm of phase transitions. In topologically

nontrivial materials, inverted band structure leads to surface states which are topo-

logically protected in the presence of disorder. The interplay between topology and

the time-reversal symmetry breaking of magnetism yields exotic physics such as the

quantum anomalous Hall effect and the axionic insulator state. Concurrent with

the advances in topological materials is the field of 2D magnets and Van der Waals

materials which offer physicists the ability to study magnetism in low dimensions

with the added benefit of easy exfoliation to create even and odd layered samples

and hetero-structures on demand. Pumping these materials with pulsed lasers allows

for the direct excitation of a nonequilibrium population of hot electrons, and probing

with light is an excellent tool to observe how the charge, lattice, and spin degrees

xvi



of freedom interact with each other. In this work we will investigate magnetization

dynamics and spin-phonon coupling in bulk MnBi2Te4, the first intrinsic magnetic

topological insulator.
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Chapter 1

Introduction

An important lesson physicists learn early on in their studies is that nothing

is perfect: the real world is full of air resistance, joule heating, friction, and even

non-spherical cows. Later on we learn of exceptions to the rule; superconductivity

and currents that will outlast humanity, superfluid Helium with zero viscosity, the

quantum Hall effect displaying topologically protected edge states and exact quanti-

zation of the Hall conductance ( e
2

h
). These “perfect” phenomena naturally lead to an

incredible amount of research both theoretically and experimentally with the aims

of developing a fundamental understanding and to leverage these exotic states to

further technology and industry. But beyond that point these glimpses of perfection,

these nuggets of emergence and elegance in an otherwise chaotic world warrant a

thorough investigation purely for the reason that they are interesting.

Topological insulators offer a novel and exciting class of materials whose prop-

erties are tied to nontrivial band structure and the emergence of edge and surface

states which exhibit quantized transport and topological protection against defects.

2D magnets and Van der Waals magnets offer physicists a look at low dimensional

magnetism and magnetic excitations. In MnBi2Te4 topological nontrivial band struc-

ture is combined with intrinsic magnetism in a Van der Waals crystal, producing the

1



first intrinsic magnetic topological insulator.

Magnetic topological insulators host an array of exotic and exciting transport

phenomena such as the quantum anomalous Hall effect and Axionic insulator state.

The magnetism in these materials offer a tuning knob with which we can change the

symmetries in these systems, thereby altering the topological states. Light has long

been used as a powerful probe of both the equilibrium and non-equilibrium properties

in materials, but most exciting is the prospect of controlling macroscopic material

properties with light. Finding pathways to precisely affect the magnetic state in

magnetic topological insulators on ultrafast timescales will lead to the ability to

selectively control and study topological phase transitions in the ultrafast regime.

Quantum materials are at the forefront of condensed matter research. The

interplay between the charge, spin, lattice, and orbital degrees of freedom in these

systems frequently yields rich and exciting phenomena. Quantum materials are no-

toriously hard to define. The Bohr-Van Leeuwen theorem proves magnetism cannot

be explained classically and therefore must arise from quantum effects, band struc-

ture is predicated on an electron wave-function in a periodic potential, it seems any

material is a ’quantum’ material. What lies at the heart of quantum materials is the

relationship between quantum factors in a material. How the charge, spin, orbital,

and lattice degrees of freedom interact and connect with each other in these systems

is the million dollar question. It’s not simply that magnetism and band structure

have quantum origins, it’s the fact that the magnetism and its related symmetries

influence the band structure of the surface states in MBT which makes it a promis-

ing quantum material to investigate. This work will focus on optical pathways as a

means to dynamically affect and control magnetism in MBT. Magnetic topological

insulators posses an intimate relation between the spin degree of freedom and the

topological edge states that make them an attractive system to research.

This dissertation is organized in the following way: chapter 2 establishes the

background to a lot of the physics used in the following chapters, in particular optics

2



and magneto-optics while also providing some background on the material studied,

MnBi2Te4. Chapter 3 focuses on experimental techniques, introducing femtosecond

pulsed lasers, optical parametric amplifiers, and the experimental layout and detec-

tion schemes used to collect the data presented in this work. Chapter 4 is focused on

spin-phonon coupling in MnBi2Te4, using a variety of experimental probes includ-

ing time resolved reflectivity (TR-reflectivity) measurements. Chapter 5 focuses on

the time resolved MOKE (TR-MOKE) data that I collected, in particular the spin

precession observed in the c-AFM phase.

3



Chapter 2

Background

2.1 Light-matter interaction

The interaction of light and matter is central to this thesis, as well as much

of the work that goes on inside the Averitt lab and around the world to characterize

and control novel quantum materials. Before diving into light’s complex relation to

materials let’s start with the simplest case: Maxwell’s equations in vacuum.

∇ · E⃗ = 0

∇ · H⃗ = 0

∇× E⃗ = −∂H⃗

∂t

∇× H⃗ = ϵ0µ0
∂E

∂t

(2.1)

If we take the curl of the third equation on both sides we arrive at:

∇2E⃗ − ϵ0µ0
∂2E⃗

∂t2
= 0 (2.2)

Solving this wave equation gives us expressions for the E⃗ and H⃗ fields of light in

vacuum as:

4



E⃗ = E⃗0e
i(q⃗·r⃗−ωt)

H⃗ = H⃗0e
i(q⃗·r⃗−ωt)

(2.3)

Here we see plainly light’s intrinsic wave-like nature, made up of fields or-

thogonal to the propagation direction q̂ and to each other. Light oscillates with an

angular frequency ω and has wavelength λ = 2π
q

. The speed of light in vacuum, c,

is given by c = 1√
ϵ0µ0

, where ϵ0 and µ0 are the vacuum permittivity and magnetic

vacuum permeability, respectively. It is these values that will report information to

us about a sample, since in a material
↔
ϵ and

↔
µ will take on a tensor form and develop

a frequency dependence that will encode information about the plasma frequency,

phonons, band structure, and myriad other properties. In a material there will be

an electrical displacement field D⃗ and a magnetic field H⃗ given by:

D⃗ = E⃗ + 4πP⃗ =
↔
ϵ ·E⃗

B⃗ = H⃗ + 4πM⃗ =
↔
µ ·H⃗

(2.4)

These equations assume that the polarization (dipole moment/unit volume)

P⃗ is linear in the electric field P⃗ =
↔
χe ·E⃗ and that the magnetization is also linear in

the magnetic field M⃗ =
↔
χm ·B⃗.

↔
χe and

↔
χm are the electric and magnetic susceptibility,

respectively. It is important to note that
↔
ϵ is a rank two tensor, for now we will

assume isotropic media with no off-diagonal terms, so that
↔
ϵ is just a number,

multiplied by the identity matrix. Later on we will address non-isotropic media, and

explore the off-diagonal terms on the dielectric tensor and their intimate relation to

magneto-optics. Another assumption is that the material is nonmagnetic, meaning

that µ = µ0, leaving the dielectric function as the sole parameter needed to explain

its interaction with light. Going back to Maxwell’s equations, especially Ampere’s

law with Maxwell’s correction, we see that using Ohm’s law j⃗ =
↔
σ ·E⃗ we can rewrite

it to look like:

q⃗ × H⃗ =
1

c

∂D⃗

∂t
+

4π

c
j =

−ω

c
[
↔
ϵ1 +

4πi

ω

↔
σ1] · E⃗ =

−ω

c

↔
ϵ ·E⃗ (2.5)

5



With the corresponding wave equation governing the electric field in a material given

by [1]:

∇2E⃗ − ϵ1µ0

c2
∂2E⃗

∂t2
− 4πσ1µ0

c2
∂E⃗

∂t
= 0 (2.6)

The subscript 1 refers to the real part of these complex response functions and the

term on the end,
↔
ϵ , is called the complex dielectric function. The dielectric function

and optical conductivity can be written as:

↔
ϵ (ω) = 1 +

4πi

ω

↔
σ (ω)

↔
σ (ω) = (1− ↔

ϵ (ω))
iω

4π

(2.7)

Note that the imaginary part of
↔
ϵ (ω) looks like the real part of the con-

ductivity, which relates electric current to the applied electric field. The dielectric

function and the optical conductivity convey the same information. The real part

of the optical conductivity σ1 describes the in phase current wrought by E⃗ which is

dissipative, and the real part of the dielectric function ϵ1 describes a current which

is 90◦ out of phase with E⃗ and is dispersive in nature [2]. I have also put in the

frequency dependence of both the dielectric function and optical conductivity, and

this point should be emphasized; the response functions of a material are frequency

dependent, and it is precisely this frequency dependence which shows us important

material properties. Now that we have seen both the dielectric function and optical

conductivity it is worth mentioning that the experiments mentioned in this thesis

do not directly measure either quantity. Rather, we measure the reflectivity of light

over a relatively narrow frequency range on a sample to gather information about

the material. How we interact with response functions may vary depending on the

experimental technique used, but all data retrieved from time resolved reflectivity,

time resolved MOKE, and many other different spectroscopic techniques depend on

the complex dielectric function
↔
ϵ (ω).
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Now let’s see how the dielectric function affects electromagnetic waves as

they propagate through a material. Looking at Ampere’s law and Faraday’s law in

a material with dielectric function
↔
ϵ (ω) we get:

q⃗ × H⃗ =
−ω

c
(
↔
ϵ E⃗)

q⃗ × E⃗ =
−ω

c
H⃗

(2.8)

After some algebra we arrive at a value wavenumber that looks like:

q =
ω

c

√
ϵ (2.9)

The value
√
ϵ is also known as the index of refraction

√
ϵ = Ñ = n+iκ. As we can see

from Eq. 2.2 this complex index of refraction will change the propagation of light in a

material in a few ways. Firstly from the real part of Ñ , the wavelength will decrease

by a factor of n since q = 2π
λ

= ω
c

√
ϵ = ω

c
(n+ iκ). Secondly the imaginary part of the

index of refraction will cause the wave to decay exponentially in a material, since the

expression for the E field of light in an isotropic, homogeneous material is given by

E(r, ω) = E0e
i(qr−ωt) = E0e

i(nω
c
r−ωt)e

−κω
c

r. The absorption coefficient which describes

this exponential decay in a material is given by α = 2κω
c

, where the factor of 2 comes

from the fact that the intensity of light is given by E2. Framed in another light, n

will decrease the speed of light in a material by v = c
n
, and (since the intensity of

light is given by E2) κ will cause attenuation of the intensity of light in a material by

e
−2κω

c
r. Lastly the electric field will experience a π phase shift as it enters a material

with a higher index of refraction. This phase shift is related to the classic example of

a wave on a rope, upon encountering a wall or a rope of higher density the reflected

wave will be flipped upside down.

As mentioned previously one of the main experimental techniques of this

thesis is time resolved reflectivity, but before diving into time resolved experimen-

tal techniques one should understand how the static reflectivity relates to material

properties and in particular the dielectric function. To do this we consider light
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propagating at normal incidence from air (we can say Ñ=1) into a material with

Ñ = n + iκ. By using Maxwell’s equations and requiring continuity of the waves at

the interface we get Fresnel equations describing the transmission and reflection of

light at an interface. The amplitude reflection and transmission coefficients are:

r =
1 − Ñ

1 + Ñ

t =
2

1 + Ñ

(2.10)

But these are the coefficients for the fields, and what we measure in the lab is the

intensity from a reflected or transmitted beam on a photo-diode, and thus we must

square (with the complex conjugate to ensure a purely real intensity) these values to

get to a value for our physical observable:

R = rr∗ =
1 − Ñ

1 + Ñ
· 1 − Ñ∗

1 + Ñ∗
=

(n− 1)2 + κ2

(n + 1)2 + κ2

T = tt∗ =
2

1 + Ñ
· 2

1 + Ñ∗
=

4

(n + 1)2 + κ2

(2.11)

These values, in particular R, will be an invaluable tool to describe material param-

eters and response.

2.2 Drude model

One of the first basic models of solids that physics students learn is the Drude

model, and while it is a simplified toy model that ignores some key factors such as

electron-electron interactions and band structure, it reproduces many results and is

a useful tool for understanding charge transport under the effect of an applied field

[3], [4]. “Why are metals shiny?” may seem like a basic question but its answer

gives us a deeper understanding of what goes on microscopically inside solids. In

the Drude model we assume that there are unbound electrons that behave like an

ideal gas; with elastic collisions occurring with the environment and the positively
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charged ions but we do not consider the electron-electron interactions or interband

transitions as mentioned before. In this picture we can write the equation of motion

as:
d

dt
< p⃗ >= −E⃗e− < p⃗ >

τ
(2.12)

where < p > is the time averaged momentum, and the two terms contributing to

the equation of motion are the force term from the field (-Ee) and the term which

describes momentum scattering on a characteristic timescale τ , which we call the

scattering time (electrons get accelerated by the external field for a time τ before

they scatter, on average). If we view this equation of motion in the frequency domain

we get:

−iω < p⃗(ω) >= −E⃗e− < p⃗(ω) >

τ

< p⃗(ω) >=
−E⃗e

−iω + 1
τ

(2.13)

Now if we want to write an expression for current density j⃗, we can take

advantage of the fact that j⃗ = −en < v⃗ >, where e is charge of the charge carrier,

n is the density of charge carriers, and < v⃗ > is the time averaged velocity of these

charges, and since we already found the steady state momentum in this picture we

can use < v⃗ >= <p⃗>
m

(m being the effective mass of the charge carrier). Plugging

this into the current density expression yields:

j⃗(ω) =
e2nτ/m

1 − iωτ
E⃗(ω) = σD(ω)E⃗(ω) (2.14)

Here the utility of the Drude model is on display, from an extremely simple set of

assumptions we recover Ohm’s law and obtain an expression for frequency dependent

optical conductivity:

σD(ω) =
e2nτ/m

1 − iωτ
=

σ0

1 − iωτ
(2.15)

where σ0 is the DC conductivity. Plugging this expression into the first expression
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in Eq. 2.7 we can recover an expression for the dielectric function:

ϵ(ω) = 1 − σ04π

ω2τ + iω
= 1 −

ω2
p

ω2 + iω/τ
(2.16)

where ω2
p = σ04π/τ = 4πne2

m
, ωp is called the plasma frequency. Physically we can

think of the plasma frequency as the “natural” frequency of the electrons in the

plasma. Normal modes, or resonance frequencies are mentioned throughout this

thesis and the ideas are ubiquitous not only in condensed matter, but in all areas of

physics and this is no exception.

Inspecting the expression for plasma frequency, we can see that as carrier

density n is increased, ωp increases. On the other hand, if effective mass m is in-

creased, the plasma frequency will go down. There are some simple considerations

that will improve upon Eq. 2.16, firstly we have assumed response only from free

carriers, but the ion cores will also provide a high frequency modification to the

dielectric function (now as ω → ∞, ϵ → ϵ∞ instead of 1). Secondly, under the

assumption ωτ >> 1 the second term in the denominator can be left out and we are

left with a simplified expression:

ϵ(ω) = ϵ∞ −
ω2
p

ω2
(2.17)

At a special frequency ωsp = ωp√
ϵ∞

, called the screened plasma frequency, the dielectric

function passes through zero. Put another way, below ωsp, ϵ will always be negative.

This means the complex index of refraction N will have purely imaginary components,

but above this frequency N will be positive and have real components. Looking at

Eq. 2.11 when N is purely imaginary the reflectance should be 1, and when N is

purely real it should drop to R = (n− 1)2/(n + 1)2.
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2.3 Nonlinear optics

As mentioned earlier the polarization of a material, or its dipole moment/unit

volume can be expressed by:

P⃗ (t) = χ(1)E⃗(t) (2.18)

where χ(1) is the linear susceptibility and P⃗ (t) and E⃗(t) are complex valued vectors.

While this describes the reaction to an electric field inside a material quite well, for

large electric fields the polarization may not depend linearly on the electric field and

we can expand the polarization in a power series, where the polarization as a function

of time is a sum of terms increasing in the power of the electric field:

P⃗ (t) = χ(1)E⃗(t) + χ(2)E⃗2(t) + χ(3)E⃗3(t) + ... (2.19)

χ(2) is referred to as the second order susceptibility and will be the main focus of this

section. Importantly, due to symmetry requirements, the second order susceptibility

vanishes for crystals with inversion symmetry, so the second order effects will only

take place in crystals which lack inversion symmetry/ are non-centrosymmetric [5]. If

we consider the case where there are two fields present E(t) = (E1e
−iω1t+E2e

−iω2t)+

cc. where E1 and E2 represent the amplitudes of the electric fields oscillating at ω1 and

ω2, respectively. The cc. at the end of Eq.2.20 is the complex conjugate and plays

the role of creating optical rectification (OR) and difference frequency generation

(DFG), both of which are staples of optics labs and make possible the experiments

we undertake. Calculating the second order polarization response:

P⃗ (2)(t) = χ(2)E⃗2(t) = χ(2)(2(E1E
∗
1 + E2E

∗
2) + 2E1E

∗
2e

−i(ω1−ω2)t+

E1E1e
−i2ω1t + E2E2e

−i2ω2t + 2E1E2e
−i(ω1+ω2)t + cc).

(2.20)

The first two terms E1E
∗
1 and E2E

∗
2 describe optical rectification (OR), where

the same frequency is involved in difference frequency generation (ω1 − ω1) and you

are left with a frequency independent D.C. electric field. In reality, due to the
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bandwidth of the fields ω1 and ω2 this is the process which produces terahertz (THz)

radiation in nonlinear crystals like LiNbO3 and ZnTe. The term which has frequency

dependence (ω1 − ω2) describes difference frequency generation (DFG) between two

non-degenerate waves, this process is the workhorse of optical parametric amplifica-

tion (OPA) processes [6], [7] which will be talked about later when discussing how

we generate the pump pulses for our optical pump-optical probe (OPOP) experi-

ments. The next two terms which have twice the frequency of the components of

our original field. 2ω1 and 2ω2 represent second harmonic generation (SHG), a type

of sum frequency generation where the same frequency is involved. Like DFG this is

a prolific nonlinear process which we use frequently in lab, be it for pumping BBO

crystals in an OPA process or for optimizing pulse compression, SHG is another pillar

of condensed matter experiment. The final term with (ω1 + ω2) represents the sum

frequency generation (SFG) process, where two photons at ω1 and ω2 are absorbed

and a photon at ω3 = ω1+ω2 is emitted [5]. The complex conjugate at the end of Eq.

2.20 shows that for every frequency component ω the is a complimentary negative

frequency component −ω. Nonlinear optics is a field of far reaching application and

depth, for additional details refer to [5].

2.4 Magneto-Optics

At the heart of magneto-optical phenomena such as the Faraday and Kerr

effect is the fact that the polarization of linearly polarized light is both rotated and

made elliptical when traveling through or reflecting off of a magnetic material. This

simple phenomena of magnetism affecting the polarization of light makes possible the

experiments detailed later in this work and has become a valuable tool to physicists

researching magnetism and magnets in non-equilibrium conditions. One way to

understand this effect is that magnetism induces a circular birefringence in that

material; that is, right-handed circularly polarized (RCP) and left-handed circularly
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polarized (LCP) light travels through a medium at different speeds, causing a phase

shift between the two differently-handed polarizations. Similarly, LCP and RCP

light will be absorbed at different rates, leading to an ellipticity in the incident

linearly polarized light. Just as the dielectric function is composed of dispersive

and dissipative parts, so too are the magneto-optical constants we deal with. Kerr

rotation refers to the dispersive part (also called circular birefringence), where LCP

and RCP have different propagation speeds. Kerr ellipticity refers to the dissipative

part (also referred to as circular dichroism) where LCP and RCP are absorbed at

different rates. It will be shown later that the degree of rotation and ellipticity are

both proportional to Mz in polar MOKE. Since linearly polarized light can be thought

of as the superposition of a LCP and RCP light, this effectively causes linearly

polarized light to become rotate/elliptical due to this circular birefringence/dichroism

[8]–[10].

Phenomenologically we can understand this effect as coming from the Lorentz

force (F⃗ = q(E⃗ + v⃗ × B⃗)). For a material with spins pointing in the z direction the

degeneracy of clockwise and counterclockwise electron motion in the x-y plane is

broken for LHC vs. RHC light. This leads to the circular motion caused by LHC

and RHC having different radii and causes different optical constants for LHC and

RHC light. Another way to think of light’s interaction with magnetic materials

is through the lens of second quantization. In this picture the Faraday or Kerr

rotation can be seen as an elastic scattering of photons off of spins which imparts

a π
2

rotation of the polarization. Furthermore, many other magneto-optical effects

can be described using the magneto-optical coupling Hamiltonian with both the

radiation and the magnetic system described in the second quantization formalism.

For the purpose of this thesis I will focus on the circular birefringence description, and

direct the interested reader to [10] for further information on the second quantization

treatment of magneto-optical processes.

For a sample with magnetization along its c-axis (in the +ẑ direction), due
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to the change in symmetry in the crystal its dielectric tensor will take the form:

ϵ =


ϵxx ϵxy 0

−ϵxy ϵxx 0

0 0 ϵxx

 (2.21)

Where we have assumed an isotropic medium with magnetization along the c-axis

that induces the off-diagonal terms due to breaking of time-reversal symmetry. These

off diagonal terms will be proportional to the magnetization and transform anti-

symmetrically with field, ϵxy(Mz, ω) = −ϵxy(−Mz, ω) = −ϵyx(Mz, ω) ∝ Mz. Going

back to Eq. 2.2 and plugging the dielectric tensor with the off-diagonal terms into

the wave equation for light traveling in the ẑ direction will yield a set of coupled

equations:

(Ñ2 − ϵxx)E⃗x − ϵxyE⃗y = 0

(Ñ2 − ϵxx)E⃗y + ϵxyE⃗x = 0
(2.22)

Solving Ñ4 − 2Ñ2ϵxx + (ϵ2xx + ϵ2xy) = 0 gives us two solutions for Ñ2:

Ñ2
± = ϵxx ± iϵxy = (n± + ik±)2 (2.23)

Where the Ñ+ solution corresponds to RHC polarized light and Ñ− to LHC polarized

light. In the same fashion as equation 2.9 we can define reflection coefficients for RHC

and LHC light:

r+ =
1 − Ñ+

1 + Ñ+

r− =
1 − Ñ−

1 + Ñ−

(2.24)

With the goal in mind of detecting these observables in lab (namely the

rotation and ellipticity of our probe beam) it is useful to define a complex Kerr

angle:

Θ̃ =
Ẽy,R

Ẽx,R

(2.25)
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To find Ẽy,R, the reflected E field in the ŷ direction, we will utilize reflection transfer

matrices in both the x-y paradigm as well as the circularly polarized basis [11]. To

start off let’s look at the case of reflection off a magnetic sample with incident x̂

polarization: (
Ẽx,R

Ẽy,R

)
=

(
rxx rxy

−rxy rxx

)(
Ẽx,I

0

)
(2.26)

The subscript R refers to the reflected fields and I the incident fields. Going to the

circularly polarized basis to utilize Eq. 2.24, we can transform our reflection matrix

by doing the following:

1

2

(
1 −i

1 i

)(
rxx rxy

−rxy rxx

)(
1 1

i −i

)
=

(
rxx + irxy 0

0 rxx − irxy

)
=

(
r+ 0

0 r−

)
(2.27)

Looking at the reflection matrix equation in the circularly polarized basis

for incident linearly polarized x̂ light:(
Ẽ+,R

Ẽ−,R

)
=

1√
2

(
r+ 0

0 r−

)(
1

1

)
Ex,I =

1√
2

(
r+

r−

)
Ex,I (2.28)

Now that we have expressions for the reflected fields for RCP and LCP light let’s

convert back to x-y basis so we can obtain an expression for Eq. 2.25:(
Ex,R

Ey,R

)
=

1√
2

(
1 1

i −i

)(
E+,R

E−,R

)
=

Ex,I√
2

(
r+ + r−

i(r+ − r−)

)
(2.29)

Plugging this result into Eq. 2.25:

Θ̃ =
i(r+ − r−)

r+ + r−
=

Ñ− − Ñ+

1 − Ñ−Ñ+

(2.30)

Now using the definitions for N± from Eq. 2.23 and operating under the

assumption mentioned previously of ϵxx >> ϵxy (ignoring terms ( ϵxy
ϵxx

)2in the binomial

expansion) we arrive at:

Θ̃ ≈ iϵxy√
ϵxx(1 − ϵxx)

≈ θ + iη (2.31)
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where θ is the real part of the complex Kerr angle that describes the rotation of the

polarized light after being reflected from a magnetic sample, and η is the imaginary

part of the complex Kerr angle, and corresponds to the Kerr ellipticity.

θ =
Re[ϵxy](3nk

2 − n3 + n) + Im[ϵxy](3n
2k − k3 − k)

(n2 + k2)((n2 + k2) − 2n2 + 2k2 + 1)

η =
Im[ϵxy](3nk

2 − n3 + n) −Re[ϵxy](3n
2k − k3 − k)

(n2 + k2)((n2 + k2) − 2n2 + 2k2 + 1)

(2.32)

For a more complete derivation refer to [8] and [11]. Since ϵxy ∝ Mz, Eq. 2.31 shows

that the Kerr rotation and ellipticity will be proportional to Mz.

2.5 MnBi2Te4

The story of MnBi2Te4 starts with the search for viable materials to realize

the Quantum Anomalous Hall Effect (QAHE). As the field of 3D TIs were rapidly

growing so was the research goal of gapping the surface states by breaking time-

reversal symmetry in the QSHI to achieve the QAHE. In 2010 Rui Yu published a

paper predicting that introducing transition metal magnetic dopants in 3D TI would

be a viable path towards the realization of the QAHE [12]. In 2013 Cui-Zu Chang and

collaborators succeeded in demonstrating the first experimental observation of the

QAHE in magnetically-doped TI Cr0.15(Bi0.1Sb0.9)1.85Te3 [13]. Although this work

demonstrated the telltale signs of QAHE (vanishing longitudinal resistance, ρxx = 0,

and quantized hall resistance ρyx = h
e2

), the temperatures required to observe these

behaviors were prohibitively low (∼30 mK). Several other studies confirming the

quantized hall resistivity soon followed, however they all displayed extremely low

temperatures necessary to observe QAHE [14]–[17]. Progress was made as other

dopants such as Vanadium were used and remnants of the QAHE state were seen

at higher temperatures (5 K). Some advantages of (Bi0.29Sb0.71)1.89V0.11Te3 include

a much higher Hall angle at zero field and higher temperatures displaying QAHE-

like behavior. Despite the relatively high Curie temperature and coercive field of the
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sample, extremely low temperatures (25 mK) were still needed to see full quantization

of the Hall resistance and Hall angle close to 90◦(α=ArcTan(ρyx(0)

ρxx(0)
)) [18].

Once the QAHE had been experimentally verified, the search for better can-

didate materials began. In particular, since magnetism in the first QAHE materials

was introduced via magnetic doping, this caused relatively weak magnetism with

low Curie temperatures and weak coupling between the topological surface states

(TSS) and the localized spins in the material. To create a more robust QAH state,

a topological insulator with intrinsic, homogeneous magnetism is needed. In 2017

Mikhail Otrokov and collaborators predicted that including a magnetic extension of

an already existing TI would lead to an intrinsic magnetic TI and a robust QAHE

material [19]. This amounts to intercalating MnTe, a room temperature magnetic

semiconductor, into Bi2Te3, a well established TI [20]. Two years later in 2019

Otrokov published the first proof of an intrinsic magnetic topological insulator [21],

with ARPES data showing a Dirac point gap increasing as the sample is cooled below

TN.

While being the first intrinsic magnetic topological insulator is exciting,

MBT is an interesting material for other reasons aside from exotic topological states.

MBT arranges into Te-Bi-Te-Mn-Te-Bi-Te septuple layers (SL), which are weakly

bonded to other SL by Van der Waals (VdW) forces, to form a R3̄m space group

lattice (no. 166) with lattice parameters a=4.3 Å and c=40.9 Å [23], [24]. This

means MBT is an easily exfoliated crystal and, as will be mentioned later, MBT has

extremely interesting layer-dependent behavior due to its AFM order [22], [25]–[27].

The fact that it is a VdW crystal means that it is amenable to device fabrication and

creating hetero-structures with the magnetic SL [24]. While time-reversal symmetry

Θ, and the primitive translation symmetry along the c axis T1/2 are both broken

in the AFM phase, the combined symmetry S = ΘT1/2 is conserved. It is this

combined symmetry which provides topological protection to surface states on AFM

TIs [28]. Additionally, MBT has robust magnetism, ordering into an A-type AFM
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Figure 2.1: MnBi2Bi4 crystal structure and phase diagram. a. MBT sample used
in the time-resolved experiments on the sample mount on the cold finger of the Opticool
magnet. b. Crystal structure of MBT. c. Temperature-magnetic field phase diagram in
MBT, from [22].

at TN=24K, with spins aligned ferromagnetically in the a-b plane, and AFM order

along the c-axis. Applying a field along the c-axis causes a spin-flop transition to

occur at ∼3.7 T with full FM alignment occurring at ∼7.7 T.

There is some controversy regarding the TSS gap across the transition tem-

perature. Although the original paper by Otrokov observed a temperature depen-

dence of the gap across TN, subsequent studies found either a gapless surface state,
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or a small gap on the order of the energy resolution of the ARPES set up, with

almost no temperature dependence [22], [29]–[35]. Most of these studies attribute

the gapped Dirac cone from [21] misidentifying bulk bands, or from the high pho-

ton energies used in the ARPES measurements which saw a large Dirac Point gap.

Theoretically, the explanation as to why they don’t see the predicted gap opening

across TN hinged on either a reconstruction of surface magnetism which leads to a

gapless dispersion [22], [29], [31]–[34] or weak coupling between the TSS and the Mn

3d states that carry the localized spin [30], [32].

On the other hand, there were also several studies following the original

Otrokov work which showed TSS gaps of 85 meV [36], 90 meV [37], 25 meV [38], 45

meV [39] and 100 meV [40]. A common theme in these studies is that most were

carried out using ARPES light >20 eV, while the studies which used lower energy

(∼7 eV) laser light for their ARPES showed no gap opening across TN, and it has

been postulated that it was because of these higher photon energies that a gap was

observed due to a photon energy dependent matrix element [31]. Another issue is

that the gap is seen to survive well past the transition temperature, where magnetic

order should vanish causing the gap to close. This is most likely due to strong spin

fluctuations in the PM state arising from the fact that the intralayer coupling is

much stronger than the interlayer coupling, giving rise to FM-like spin fluctuations

at temperatures far above that of AFM ordering [36]. Some clarity on these disparate

results was given in a 2021 paper by Alexander Shikin and collaborators [41]. They

studied 15 samples from two different growers using ARPES at 6.3 eV photon energy

and found a TSS gap of 15 meV-65 meV, with half of the samples exhibiting a gap of

around 30 meV. Additionally, they found that uncompensated charge on the sample

surface could result in a reduction of the gap in the TSS, explaining the varied

values in gap size between different studies. Despite thorough investigation from

groups around the world the behavior of the TSS gap at the Dirac point in MBT is

still under debate.
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Despite the opening of a gap in the surface states of MBT still being in-

vestigated, transport measurements offer strong evidence of the robust topological

properties in MBT. In odd layer MBT due to the AFM order there will be an un-

compensated layer of spins, leading to a net magnetization in the sample. In these

odd layer samples there has been verification of the QAHE, with quantized hall re-

sistance ρxy = h
e2

and longitudinal resistance, ρxx = 0 [42], [43]. In Fig. 2.2, the

left panel shows transport measurements displaying clear signs of the QAHE, with

the Hall resistance being quantized in units of h/e2 and the longitudinal resistance

dropping to nearly zero. In most MBT samples the Fermi level is not situated within

the surface state gap, so a voltage must be applied to bring the Fermi level into the

gap to allow for the exotic transport phenomena [25], [27], [44]. Doping Sb into the

material or annealing at a precise temperature are alternate methods to bring the

Fermi level into the gap [33], [45].

In even layered samples MBT is predicted to be an axionic insulator, since

it satisfies the requirements of having the surfaces be gapped due to magnetism,

making sure the Fermi level resides in the surface state gap (this can be done with

applied voltage or doping), and having a thick enough sample to get rid of finite

size effects [46]. In the right panel of Fig. 2.2 the C=0 axionic insulator state in

6-SL MBT is transformed into the C=1 Chern insulator state by applying a strong

magnetic field, inducing ferromagnetic alignment of the spins in the sample. In [25]

strict control over the axionic field was demonstrated, which switched between two

AFM states causing the Hall resistivity Rxy to change sign. Repeatable swtiching

was demonstrated by continuous ramping up and down of the gate voltage, with the

AFM configurations and AHE switching 18 times within 1000 seconds. The verifica-

tion of dynamic switching of these exotic states bodes well for the goal of ultrafast

control of these states. Although it was on much slower timescales, the fact that

these topological states are flexible and repeatable in time opens the door increasing

switching speeds and perhaps utilizing light as a control knob for topological control
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in MBT.

Figure 2.2: Transport measurements showing QAHE and axionic insulator
states. Left panels: data from [42] on 5-SL samples of MBT showing quantized Hall
resistance and near zero longitudinal resistance at zero field, which indicate the QAHE.
Right panels: data from [27] on 6-SL samples of MBT demonstrating the C=0 to C=1
transition as the axionic insulator state is turned into a Chern insulator in the presence of
a high magnetic field.
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2.6 Topological Insulators

The main concept behind topological insulators is that not all insulators

are equal; it is possible for a material to have a bulk band gap that is topologically

nonequivalent to the vacuum (or an ordinary band insulator). This in-equivalence

stems from band inversion caused by spin-orbit coupling, and much like the classic

example of the topological in-equivalence between a baseball and a donut, you cannot

adiabatically transform between one band-structure and the other without closing

the gap. At the boundary between a topological insulator and a trivial insulator

gapless surface states with Dirac-like linear dispersion occupy the bulk energy gap, as

demonstrated in Fig. 2.3.d, providing a bridge between the inverted and non-inverted

band structures [47]. These Dirac-like surface states, one moving to the left and the

other to the right (with opposite spin) have the desirable quality of dissipationless

transport due to spin-momentum locking providing no channels for back-scattering

of the carriers. Additionally the Hall conductivity will be quantized, however in the

above case known as the Quantum Spin Hall Insulator (QSHI) which is described

in Fig. 2.3.c, there are equal amounts of left-and right-moving surface states. This

results in the net charge transported being cancelled out by these opposing spin

channels. The net spin however is not cancelled out, and there is a quantized spin

hall conductance associated with the surface states.

In 2D topological insulators with broken time-reversal symmetry the Chern

invariant is a useful number to describe the topological properties of a material. For

a Bloch wavefunction |um⟩ corresponding to a specific band m, the Berry connection

or Berry potential is given by Am = i⟨um|∇k|um⟩ [48]. The Berry phase is given by

the line integral of this Berry connection as k is taken around a closed loop. The

Chern invariant, which is closely related to the Berry phase, is the total Berry flux,

Fm = ∇× Am, in the Brillouin zone:

nm =
1

2π

∫
Fmd

2k (2.33)
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Figure 2.3: Topological insulators and band structure. From [47]. a. An example
of trivial connection, where an even number of surface states cross the Fermi level be-
tween two Kramers degenerate points. b. A nontrivial connection of surface states across
Kramers degenerate points, where an odd number of crossings occur, leading to topolog-
ically protected surface states. c. A real-space diagram describing the interface between
a conventional insulator (ν = 0) and a topologically nontrivial insulator (ν = 1), spin-
momentum locked edge states can be seen near the boundary. d. Electronic dispersion of
a topological insulator, when the Fermi surface lies in the bulk gap spin-momentum locked
edge states connect the valence and conduction bands.

Summing over all occupied bands gives the total Chern number: n =
∑N

m nm. Thou-

less, Kohmoto, Nightingale, and den Nijs, proved that the n found from taking a

surface integral of the Berry flux over the Brillouin zone for all occupied bands is the
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same N that shows up in the quantum Hall effect (QHE) [49], σxy = N e2

ℏ .

For time-reversal invariant systems there is another type of topological clas-

sification given by the Z2 invariant ν, where ν = 0 signifies a topologically trivial

material and ν = 1 corresponds to topologically non-trivial. The Z2 invariant is

given by

(−1)ν =
4∏

a=1

δa (2.34)

where in general δa is computed using complex mathematical formulations [50], [51].

If the crystal has inversion symmetry however, δa can be expressed in a more straight-

forward way as:

δa =
2N∏
m=1

ξ2m(Γi) (2.35)

Where ξ2m(Γi) = ±1 is the parity eigenvalue of the 2mth band at the crystal mo-

mentum Γi, which is special in that the eigenvalues ξ2m and ξ2m−1 will be equal at

this momentum value due to time-reversal invariance and Kramer’s theorem [52].

Visually we can think about there being edge states in the bulk gap and

how they connect to the time-reversal invariant Γ points in the Brillouin zone. The

edge states will have a degeneracy at the time-reversal invariant momenta k=0,π/a,

with the spin-orbit interaction lifting this degeneracy in the region between these

momenta points. If the edge states cross the Fermi level an even amount of times,

the bound states can be pushed out of the gap, meaning an even number of crossings

corresponds to the ν = 0 trivial insulator state as shown in Fig. 2.3.a. If the edge

states cross the Fermi level an odd number of times like in Fig. 2.3.b, they can not

be eliminated and are said to be topologically protected, in this case the material is

classified by ν = 1, making it a topological insulator. 3D TIs are classified by 4 Z2

invariants: (ν0, ν1ν2ν3), where ν0 = 1 signifies strong TI and ν0 = 0 signifies weak

TI, with the other three indices representing the strong or weak topological nature

for a specific Miller index of the material. For an introductory review of topological
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insulators, and for discussion on AFM TIs refer to [28], [47].

2.7 Magnetic Hamiltonian

Magnetism has played a pivotal role in technical advances that change our

world, from compasses used to navigate the globe to nonvolatile computer memory.

To understanding the magnetic ground state and excitations of a system we look to

the Hamiltonian. A simple magnetic Hamiltonian describing magnetism in MBT is

given by

H = J
∑
⟨ij⟩

S⃗i · S⃗j −K
∑
i

(Sz
i )2 − H⃗ext ·

∑
i

S⃗i (2.36)

where J = Jczc/2 with Jc being the interlayer coupling AFM coupling and zc = 6

corresponds to the number of interlayer nearest neighbors. S = 5/2 since Mn has 5

unpaired d-spins. K is the anisotropy term which makes MBT an easy axis magnet.

Hext = gµ0B is the applied magnetic field along the ẑ direction, with g being the

g-factor. Note that we do not include intralayer exchange since in MBT the in-plane

exchange is an order of magnitude larger than the out-of-plane exchange. Effectively

we model MBT as a 1D spin chain where spins within a layer are represented by a

macrospin. Writing Sz
i as M z

1 = M0 cos(θ1) and Sz
j as M z

2 = M0 cos(θ2), where Sz
1

and Sz
2 are the projections of the magnetizations of the first and second layer along

the z direction and θ1 and θ2 are the angles the magnetizations make with respect

to the z axis. We can rewrite a simplified expression for energy per unit volume E

as [53]:

E =
HE

M
M⃗1 · M⃗2 −

HK

2M
(M2

1z + M2
2z) −Hext(M1z + M2z)

EM =
E

M
= HE cos(θ1 + θ2) −

HK

2
(cos2 θ1 + cos2 θ2) −Hext(cos θ1 + cos θ2)

(2.37)
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Figure 2.4: .

where HE = 2SJ and HK = 2SK are the exchange and anisotropy fields. To find

the equilibrium configurations we calculate ∂EM

∂θ1
= ∂EM

∂θ2
= 0:

∂EM

∂θ1
= −HE sin(θ1 + θ2) + HK cos(θ1) sin(θ1) + Hext sin(θ1) = 0

∂EM

∂θ2
= −HE sin(θ1 + θ2) + HK cos(θ2) sin(θ2) + Hext sin(θ2) = 0

(2.38)

A trivial solution to these equations is θ1 = 0 and θ2 = π, this corresponds

to the AFM ground state, with the sub-lattices anti-parallel to each other. A second

solution corresponds to θ1 = θ2, plugging this into expression for EM and using the

double angle formula sin(2θ) = 2 sin(θ) cos(θ) we get:

−2HE sin(θ1) cos(θ1) + HK cos(θ1) sin(θ1) + Hext sin(θ1) = 0

−2HE cos(θ1) + HK cos(θ1) + Hext = 0

cos(θ1) =
Hext

2HE −HK

θ1 = θ2 = arccos(
Hext

2HE −HK

)

(2.39)
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Plugging in each value of θ into Eq. 2.37 we see that the energies are equal at

a field of Hext = Hc =
√

2HEHK −H2
K . For H < Hc the trivial AFM solution will

be energetically favorable, whereas for H > Hc the θ = arccos( Hext

2HE−HK
) solution will

have a lower energy. Hc represents the spin-flop field, where sub-lattices in an AFM

suddenly rotate to a more in-plane configuration, usually with a net Mz component.

The spin-flop transition is extremely important in MBT as it gives the system a net

magnetization in the z-direction and takes the system from a C=0 to a C=1 Chern

insulator. For a more thorough investigation of the spin-flop transition in AFMs

refer to [53]–[56]. The condition for FM alignment happens when θ1 = θ2 = 0, using

the bottom equation of Eq. 2.39 this occurs at HFM = 2HE −HK . For MBT, using

an exchange field of HE=5.1 T and anisotropy field of HK=1.58 T [57], respectively,

yields Hc=3.69 T and HFM=8.62 T. The calculated spin flop field of 3.69 T matches

very well with literature, however the FM alignment field is slightly lower (∼ 7.7T)

in experiment [23], [36]. In few-layered materials, with MBT being no exception,

even-numbered layered samples will see a surface-spin-flop occur at lower fields than

the bulk spin-flop since one of the surface spins will be anti-parallel to the external

field and the field to flip that layer’s spin will be lower due to the decrease in exchange

energy since the surface layer only has one nearest neighbor as opposed to two [58],

[59]. This surface-spin-flop grows with external field until, at the bulk spin-flop

transition it rapidly grows until the whole sample has a spin-flopped configuration.

This is seen in MBT [57], [60], [61], with even layered samples exhibiting a lower

spin-flop field than their odd layered counterparts.

It is worth repeating that this is a very simple Hamiltonian, due to the differ-

ence in exchange energies we treat in-plane spins as a 1-D macrospin and only include

the out-of-plane coupling. Additionally there are many other types of anisotropy

such as shape and exchange anisotropy. In particular we assumed that the external

magnetic field is applied exactly in the c-axis, in actuality it is exceedingly difficult

to make sure your applied field has no in-plane components, and in chapter 5 we
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Figure 2.5: Evolution of AFM state in MBT under applied magnetic field. Upon
application of an external magnetic field along its c-axis, MBT undergoes a spin-flop transi-
tion at Hc=3.7 T, with the Mn spins continuously canting up until 7.7 T, when the sample
is fully ferromagnetically aligned with the applied field.

will discuss how a small in-plane component of the applied field can transform the

magnetic phase transitions as well as the associated magnon dispersion in MBT.
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Chapter 3

Experimental Techniques

3.1 Femtosecond Pulsed Lasers

As mentioned in chapter 1, much of physics today is centered around investi-

gating and exploiting perfect processes like superconductivity or topological surface

states. Another one of these perfect processes is stimulated emission of radiation,

in which an incoming photon of ωa causes an electron in an excited state to emit

a photon at ωa as it decays to its ground state. Importantly, photons produced by

stimulated emission will have the same phase, direction, and energy as the incoming

photon which stimulated the emission. Lasers rely on stimulated emission to create

a coherent light source.

Femtosecond pulsed lasers, which are utilized for the experiments detailed in

this dissertation, usually consist of an oscillator which produces weak, short pulses of

light and an amplifier that increases the intensity of the pulses from the oscillator. An

oscillator is an optical cavity consisting of two mirrors with gain medium in between,

with the gain medium typically being pumped by a diode laser to achieve population

inversion. The gain medium is used to store energy which can be accessed by the

electric field inside the cavity through stimulated emission. Typically the energy
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levels in a gain medium are described as a two level system to demonstrate stimulated

emission. However population inversion is only possible in a three-level system (or

more), with many commercial lasers using four-level gain media. The cavity supports

certain modes which are equally separated in frequency and determined based off of

the dimensions of the cavity. The modes will have random phases with respect to

each other so the power output will be constant, to achieve pulsed laser operation the

modes will have to be locked in phase, this will produce bursts of energy where the

energy stored in the gain medium is quickly transferred to the electric field inside the

cavity to produce a short pulse of light. Mode locking can be achieved actively with

electro-optical or acousto-optical switches, or by synchronous mode locking where

the gain medium is pumped by another pulsed laser, effectively turning the gain

medium on and off to produce pulses. Mode locking can also be done in a passive

manner, one way to do this is with a saturable absorber [62] which absorbs low

intensity light and reflects high intensity light. By putting a saturable absorber in

the oscillator cavity, high intensity fluctuations of light will necessarily be reflected

and travel many round trips through the oscillator. This creates a mode-locked pulse

train which has filtered out the low intensity non-mode-locked light.

The pulses produced from an oscillator are usually on the order of a nano-

joules. However, for our experiments we require pulses several orders of magnitude

higher in energy. To increase the pulse energy from the oscillator the pulses are

fed into a regenerative amplifier. A Pockels cell is used to selectively allow a pulse

to enter the regen amplifier, where it will stay trapped until it has made enough

passes through the gain media to produce a high energy pulse with the desired char-

acteristics, at which point it will pass through another Pockels cell to exit the laser

cavity. For a long time the limiting factor in laser operation was the high energy

densities achieved in amplifiers would cause nonlinear effects and damage sensitive

optics inside the laser. To overcome this problem chirped pulse amplification (CPA)

is used. The principle of CPA is straightforward; to avoid damaging the gain media
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inside the amplifier the laser pulse is first stretched in time using gratings or prisms,

then the low intensity stretched out pulse is sent into the regen where it is amplified,

when sufficiently amplified the pulse is compressed upon leaving the laser, avoiding

any nonlinear effects like self-focusing and avoiding damage to the laser and gain

media [63]. The pioneers of CPA, Donna Strickland and Gérard Mourou, received

the Nobel Prize in Physics in 2018.

3.2 Optical Parametric Amplification (OPA)

Pulsed lasers are extremely useful experimental tools, however they come

with the drawback of only outputting one color of light, usually at narrow band-

widths. The narrow bandwidths mean that for our Spirit system (which will be

described in greater detail later) centered at 1040 nm with a FWHM of < 8 nm we

are transform limited in the time domain to a compressed pulse of ∼200 fs. This lack

of control over frequency means we cannot tune our laser to be resonant to specific

optical processes. To overcome this limitation we use Optical Parametric Amplifiers

(OPAs) to create broadband laser light over a range of different frequencies. OPAs

rely on nonlinear optical processes to both create a broadband white-light spectrum

and to amplify the desired frequency.

In Fig. 3.1 the basic OPA process is shown. A pump photon at ω3 (where

ω3 > ω1, ω2) inverts the population in a nonlinear crystal while a signal photon,

created through white light generation (WLG), at ω1 causes stimulated emission

from the excited virtual state at ω3. This process causes the pump photon to split

up into a signal photon at ω1 and an idler photon at ω2. The important thing to

note here is that the idler photon also contributes to this process, as it will cause

stimulated emission from another virtual ω3 state, and this emission will in turn

produce another ω1 and ω2 photon. To obey the conservation of energy the photons

must satisfy ℏω3 = ℏω1 + ℏω2.
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Figure 3.1: Basic working principle behind OPA process. Here a basic schematic
of an OPA process is shown. In particular this shows that when a pump photon at ω3

excites a corresponding virtual state a photon at ω1 (called the signal) can, through spon-
taneous emission, cause the emission of another ω1 photon, and due to conservation of
energy, another photon (called the idler) is emitted through the difference frequency gen-
eration process at ω2 = ω3 − ω1. Since the difference in energy between the pump and
the signal/idler is just the energy of the idler/signal, in each stimulated emission process
2 photons are generated which contribute to this parametric process, this is the basic idea
behind OPAs.

Maxwell’s equations for a wave in nonlinear media give [5]:

∂2E⃗(z, t)

∂z2
− µ0

∂2D⃗(z, t)

∂t2
= µ0

∂2 ⃗PNL

∂t2
(3.1)

where P (t) = ϵ0(χ
(1)E⃗(t) +χ(2)E⃗2(t) +χ(3)E⃗3(t) + ... and the electric field present in

the nonlinear crystal during this 3-wave mixing is given by E⃗(t) = 1
2
(A⃗1(t)e

i(ω1t−k1z)+

A⃗2(t)e
i(ω2t−k2z) + A⃗3(t)e

i(ω3t−k3z)) + c.c.. Computing only second order nonlinearities
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(E2 terms) which produce another wave which is present in this process yields:

∂2P⃗NL(z, t)

∂t2
= −ϵ0(deffω

2
1A⃗

∗
2(z) · A⃗3(z)ei(ω1t−(k3−k2)z)+

deffω
2
2A⃗

∗
1(z) · A⃗3(z)ei(ω2t−(k3−k1)z) + deffω

2
3A⃗1(z) · A⃗2(z)ei(ω3t−(k1+k2)z))

(3.2)

here deff represents the effective nonlinear optical coefficient, and depends on the

components of χ(2) which are involved in the second order process [5], [6]. The first

term on the right hand side of Eq. 3.2 is DFG between the pump and the idler waves,

producing a signal photon from the process. The second term is DFG between the

pump and signal waves which produces the idler photons. Finally, the last term

represents SFG between signal and idler fields to produce a pump photon [5], [6].

The parametric gain of an OPA is given by the expression [6]:

G(L) =
I1(L)

I10
= (1 + [

Γ

g
Sinh(gL)]2) (3.3)

where Γ2 =
2d2effω1ω2

c30ϵ0n1n2n3
I3 and g =

√
Γ2 − ∆k2

4
, with I3 being the intensity of the

pump beam and ∆k the wave-vector mismatch ∆k = k3 − k2 − k1. Clearly the

gain is maximized and the OPA process is most efficient when ∆k = 0. This is the

condition for momentum conservation: ℏk3 = ℏk1 + ℏk2.
The condition ℏk3 = ℏk1 + ℏk2, known as the phase matching condition, is

one of the most important parameters to optimize when tuning an OPA to a certain

wavelength, but it comes with a catch. Using the relation ki = ωini/c we can write

the phase matching condition as ω3n3 = ω2n2 + ω1n1, substituting ω2 = ω3 − ω1 the

phase matching condition can be written as (n3 − n2)ω3 = (n1 − n2)ω1. In isotropic

media with positive dispersion (∂ω
∂k

> 0) if ω3 > ω2 > ω1 then n3 > n2 > n1, which

means (n3−n2) is positive and (n1−n2) is negative, and the same problem occurs in

negatively dispersing media (∂ω
∂k

< 0). From these relations it’s clear that the phase

matching condition cannot be satisfied in an isotropic media with positive or negative

dispersion. To solve this problem we use birefringent material, where the index of

refraction, and therefore the propagation speed, varies along different crystal axes,
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to satisfy the phase matching condition. In a uni-axial crystal with two ordinary

axes (index of refraction n0) and one extraordinary axis (index of refraction ne), the

index of refraction for a beam propagating at and angle θ to the optical axis of the

crystal is given by [5], [6]:

1

ne(θ)
=

sin2(θ)

ne

+
cos2(θ)

n0

(3.4)

A common nonlinear crystal for wavemixing used in many OPAs (including

the ones on the Spirit table) is β-Barium Borate (BaB2O4) otherwise known as β-

BBO. β-BBO is a negative uni-axial crystal (ne < n0), which means that pump

pulse ω3 must be polarized along the extraordinary axis while the pump and idler

beams can either both be polarized along the ordinary axis (Type I phase matching)

or cross-polarized (Type II). By tuning θ (which usually amounts to rotating the

crystal around its azimuth) and paying close attention to the input polarizations of

the pump and signal beam it is possible to satisfy the phase matching condition for

a range of wavelengths.

3.3 Experimental setup

Every experiment performed on the Spirit table starts with the fundamental

Spirit laser. With 8 W of power and a 209kHz repetition rate, the system provides

38 µJ , 350 fs pulses of 1040 nm light. In Fig. 3.2 the experimental setup used in

the experiments mentioned in later chapters is detailed. The output of the Spirit is

directed into a beam 50:50 beam splitter, with 4W going into a Noncollinear optical

parametric amplifier (NOPA) to be converted into broadband light centered between

660 nm-850 nm for our pump pulses. The other 4 W used are used to create the

probe, either by going through a Nd:YAG (Neodymium doped Yttrium Aluminium

Garnet) crystal to produce white light (WL) for temporally compressed probe pulses.

In experiments where ultrafast time resolution is not needed, like the spin precession
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Figure 3.2: Spirit table experimental layout. After passing through the beam splitter
the probe line is directed into a Nd:YAG (Neodymium doped Yttrium Aluminium Garnet)
crystal for white light generation, it is then sent through a prism compressor to ensure
ultrafast pulse compression. The probe is directed into the periscope and then through
a focusing mirror onto the sample, a pick-off mirror redirects the reflected probe beam
into the detection scheme. For time resolved MOKE (TR-MOKE) the detection scheme
consists of filters to eliminate pump scatter, a waveplate and a Wollaston prism to balance
and separate the probes polarization components onto the balanced photodiode. The
pump line starts with half of the fundamental going into the NOPA to create a broadband,
temporally compressed pulse between 660 nm-850 nm. Upon exiting the NOPA the pump
pulse goes through an acousto-optic modulator (AOM), which chops our pump at 52.25khZ,
or a fourth of the Spirit’s rep rate, this is vital to our lock-in detection scheme. Next the
pump is compressed in time by a prism pair to ensure we have the best time resolution
possible, then it is directed into the delay line. The pump then goes into the periscope and
through the focusing lens where it is spatially overlapped with the probe on the sample.

data, we simply forgo the white light generation process and use the fundamental

1040 nm, 350 fs pulses from the Spirit.

3.3.1 White light generation

After passing through the beam splitter in Fig. 3.2, the probe is directed

into a white light generation set up. White light continuum is a highly complex

nonlinear process that relies on self focusing of the beam inside the crystal to form a

filament whose intense power density contributes to highly nonlinear processes such

as self phase modulation needed for spectral broadening [64]. The super-continuum

created by the WL crystal can be used as the seed for optical parametric amplification
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(OPA) processes (Sapphire is used as the WL generation crystal in our NOPA), or as

a broadband probe which can be highly compressed in time to aid in the detection

of ultrafast processes like carrier relaxation and coherent phonons. To achieve stable

WL one must carefully optimize the incident power and the numerical aperture (NA).

Roughly speaking the NA of the incoming light into the WL crystal should have the

same NA as the outgoing super-continuum. For our WL generation we used a 5 mm

thick Nd:YAG crystal, focused with a 25 mm lens (collimated using a similar 25 mm

lens after WL generation as well) and an input power of ≈250 mW, so there is still

around 3.5 W of the Spirit fundamental to use if need be. It is best to have the YAG

on a translation stage since the exact point of focusing needs to be carefully tuned

inside the crystal for optimization, additionally the YAG should be on a rotation

mount, since it is very common for the WL generation crystal to burn and damage,

the rotary mount allows you to change the spot on the crystal without changing its

position or depth.

3.3.2 Pulse compression

You can’t have an ultrafast lab without ultrafast pulses. Due to group veloc-

ity dispersion (GVD), GVD(ω0) = ( ∂2k
∂ω2 )ω=ω0 , different colors of light will propagate

at different speeds through transparent media. This means that by the time an ultra-

fast pulse travels through all the lenses, windows, neutral density (ND) filters, and

other transparent optics present in an experiment, the pulse is no longer compressed

and its constituent wavelengths are stretched out in time. To counteract the effect

of GVD on our spectrally broad pulses we employ a prism compressor with negative

GVD. In Fig. 3.2 we use a prism compressor on both the pump and probe paths

to ensure ultrafast time resolution. The goal is to insert the beam enough into the

prism compressor such that there are similar amounts of negative GVD (from prism

compressor) and positive GVD (from transmissive optics in beam path). To achieve
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this we optimized second harmonic generation (SHG) from a BBO crystal by adjust-

ing prism insertion, since SHG intensity goes as electric field squared when the pulse

is optimally compressed we will see the largest peak fields and therefore the largest

SHG signal. It is important to include all transmissive optics in the beam path you

wish to compress, for example we had to take off the window of the cryostat and set

it up so that the SHG could be placed after the window to make sure its GVD was

accounted for.

3.3.3 Noncollinear Optical Parametric Amplification (NOPA)

In Fig. 3.2 half the Spirit’s power is directed into a commercial Spirit NOPA

to produce the pump pulses for our experiment. The operation behind the NOPA is

similar to the OPA process detailed earlier, except that the phase matching condition

is now realized vectorially [6] k⃗3 = k⃗1 + k⃗2. Our NOPA provides tuning between

660 nm and 850 nm, for the experiments detailed in later chapters, either 800 nm

or 850 nm light was used. From the incident 4 W the NOPA usually produced

∼200 mW of 800 nm light. Things like wavelength, time spent optimizing, and age

of the NOPA play a role in the output power achieved. The white light crystal

starts becoming noticeably damaged after about 6-8 hours and power starts to drift,

requiring translation of the WL crystal in the NOPA.

3.3.4 Periscope and focusing onto the sample

Coming out of the NOPA the pump gets sent through an acousto-optic

modulator which chops it at a frequency of 52.25 kHz (1/4 Spirit rep rate). After

which it is directed into a delay stage, which changes the pump path length, giving

us the ability to record data at different pump-probe time delays. After the delay

stage the pump along with the probe are both directed vertically up the table and

above the Opticool using periscope mirrors which lead to another mirror and an
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f=500 mm focusing lens. The last mirror and the focusing lens are both mounted

together on a translation stage which has x-y-z degrees of freedom which allow us to

take the cleanest data possible. Since we overlap pump and probe on a camera we

know that at some depth the are perfectly overlapped on the sample, the z (height)

degree of freedom allows us to take scans at different heights and when the signal

is maximized we know that the pump and probe are overlapped due to the height

being optimized. The x-y degrees of freedom (in the plane of the table) allow us to

move the overlapped pump and probe across the surface of the crystal to ensure we

find a spot which gives us clean, specular reflection from the surface.

3.3.5 Detection

Once reflected off the sample, a pick-off mirror directs the reflected probe

beam through a collimating lens (f=500 mm) and into the detection scheme, seen

in Fig. 3.2 on the right hand side after the Opticool. The first component in the

detection scheme is a mechanical chopper, operating at 743 Hz, used to record the

overall voltage from the probe beam on one of the photodiodes. Next are two >1000

nm longpass filters used to get rid of any pump scatter that may be present, making

sure only probe light makes its way into the detector. The next two pieces of optics

are integral to the TR-MOKE detection process: a λ/2 waveplate, and a Wollaston

prism. The Wollaston prism spatially separates light into its constituent s- and p-

polarized parts, to be directed into the balanced photo-detector. The λ/2 waveplate

is a birefringent crystal which is used to rotate the polarization of light to balance

the probe beam on the Wollaston prism so that there are equal parts s- and p- being

split onto the balanced photodiodes. More details will be given in the TR-MOKE

detection below. For ∆R/R measurements the Wollaston prism must be removed,

and the change in probe reflectivity is recorded on a single photodiode.
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3.3.6 Lock-in amplifier

Lock-in amplifiers are the workhorse of many experimental physics labs the

world over. While seldom talked about, they are perhaps one of the most important

tools for experimental physicists. An age-old problem in science is maximizing signal

while minimizing noise to produce the cleanest data possible. In our time-resolved

experiments we detect changes in observables such as reflectivity or polarization that

are extremely subtle, sometimes registering just hundreds of nanovolts in amplitude.

To obtain clean data we implement a chopper/lock-in detection scheme. Like many

theoretical and numerical tools in physics, lock-in amplifiers take advantage of or-

thogonality relations. The SR830 lock-in amplifier used in our experiments takes the

probe signal from the detector and multiplies it by a reference signal, usually the

chopped pump frequency of 52.25KHz, because sine waves of different frequencies are

orthogonal, all other frequency components will average out to zero and the compo-

nent of the signal which is oscillating at reference frequency will be decomposed into

an x and y channel on the lock-in, signifying the in-phase and out-of-phase compo-

nents of the signal. Since the pump is chopped at 52.25 KHz, setting the reference

signal to 52.25 KHz effectively locks-in to the pump-induced changes to the signal.

As for the mechanical chopper operating at 743 Hz, we lock in to this frequency to

measure the equilibrium voltage of the probe on the detector, which is necessary to

make measurements of relative reflectivity or Kerr rotation in radians.

The delay stage usually sits at an individual delay position for 0.9 seconds,

meaning the lock-in averages almost 200,000 separate probe pulses for each delay

time data point. Averaging over large numbers combined with the lock-in detection

scheme gives us excellent signal to noise. To further increase the signal to noise,

multiple runs of the complete data sets can be averaged. However, the signal to

noise only increases as the square root of the number of scans, meaning that to

increase signal to noise by a factor of 10 a total of 100 scans must be averaged.
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3.4 TR-Reflectivity

TR-reflectivity measurements consist of a pump pulse used to excite a non-

thermal distribution of electrons and a probe pulse used to measure relaxation dy-

namics of the nonequilibrium, non-thermal electron population. Initially, right after

excitation, the non-Fermi distribution created by the pump starts to thermalize,

both internally by scattering off of other electrons, and by thermalizing with the

lattice [65], [66]. Once the non-Fermi electron distribution has thermalized to a hot

Fermi distribution energy exchange with the lattice through electron-phonon scat-

tering relaxes the excited carriers back to equilibrium. It should be mentioned that

in optical experiments only direct excitations are possible, meaning that we can only

excite electrons to excited states at the same momentum in the Brillouin zone since

a photons momentum is negligible compared to the crystal momentum. The change

in reflectivity can be related to the dielectric function by [65]:

∆R

R
=

∂lnR

∂ϵ1
∆ϵ1 +

∂lnR

∂ϵ2
∆ϵ2 (3.5)

One of the main drawbacks of TR-reflectivity is that it is not as straight-

forward to analyze the data compared to a conductivity measurement, where you

are able to clearly see features like a plasma edge, interband transition, or phonons.

With that being said, TR-reflectivity is an excellent tool for many reasons, such as

the ability to resolve temporal dynamics from femtoseconds all the way to nanosec-

onds. The relaxation of the hot Fermi distribution gives us valuable information on

the electron-phonon coupling in the material [65]. Along with coupling constants and

equilibration times TR-reflectivity measurements can give us a unique perspective of

looking at phonons in the time domain, allowing us to get information on the phase

and chirp of these lattice excitations.
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3.5 TR-MOKE detection

To understand how a change in polarization of our probe light is converted

into a voltage on a balanced photodiode, it is useful to work with Jones matrices [8].

Assuming incident s-polarized probe light,the half-wave plate will be set to an angle

of π/8 to ensure equal s and p components from an incident s-polarized probe beam

so its Jones matrix will be:

(
Es,I

Ep,I

)
=

(
1

0

)
, R = rss

(
1 −Θ̃

Θ̃ rpp
rss

)
, HWP =

1√
2

(
1 1

1 −1

)
(3.6)

where R is the reflection coefficient off the sample, with Θ̃ being the complex Kerr

angle from Eq. 2.25. The reflected probe beam will be given by rss

(
Es,R

Ep,R

)
=

(
1

Θ̃

)
.

When the reflected light goes through the HWP it will have the form:(
Es

Ep

)
=

rss√
2

(
1 1

1 −1

)(
1

Θ̃

)
=

rss√
2

(
1 + Θ̃

1 − Θ̃

)
(3.7)

The Wollaston prism at the end of the detection scheme simply separates the light

into its s- and p-components. On the balanced photo-detector the Kerr intensity is

given by Is− Ip, which is effectively channel 1- channel 2. Squaring the electric fields

and solving for the Kerr rotation intensity:

Iθ = Is − Ip =
|rss|

2
(|1 + Θ̃|2 − |1 − Θ̃|2)

Iθ = 2Rθ

(3.8)

where R = |rss|2 and θ is the real part of the complex Kerr angle in Eq. 2.25. The

change of the Kerr intensity with time is given by

∆Iθ(t) = 2∆R(t)θ0 + 2R0∆θ(t) (3.9)

In the next section it will be shown that the second term on the RHS usually

dominates. We can check this by comparing ∆θ(t) and ∆η(t) in the time domain
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and making sure they do not deviate from each other. If this is the case then we can

ignore the first term on the RHS to get:

∆Iθ(t) = 2R0∆θ(t)

∆θ(t) =
∆Iθ(t)

2R0

=
Is(t) − Ip(t)

2(Is(t) + Ip(t))

(3.10)

This means that to obtain an accurate measurement of the pump induced

Kerr rotation as a function of time, one should divide the data taken from the

differential voltage measurement by 4 times the reflectivity on one of the diodes

(Is(t) and Ip(t) should essentially be constant and equal despite the small rotation

occurring). To perform ellipticity measurements, one can simply replace the HWP

with a quarter waveplate. The analysis above will yield ∆Iη = 2R0∆η(t).

While these measurements are relatively straightforward, there are a couple

things one should keep in mind. First, we used a mechanical chopper to record the

voltage of one of the photodiodes, but the balanced photo diodes have a gain factor

(for the TR-MOKE experiments mentioned here it was about 70) associated with

the differential voltage channel. When plotting the data one must account for this

gain and the static reflectivity to accurately report the Kerr rotation:

∆θ(t) =
x(t)

70 ∗ 4 ∗ aux1(t)
(3.11)

the x(t) term is the differential voltage data from the lock-in operating at the pump

chopping frequency (channel 1 - channel 2). The aux1(t) term is the R0 on one of the

detectors, the factor of 4 comes from Eq. 3.10 and the fact that we must divide by

twice the total R0, which amounts to 4 times the voltage on one of the photodiodes.

The factor of 70 is accounting for the gain of the balanced photodiode.

A second thing to be extremely mindful of when performing TR-MOKE

measurements is that if you are recording ∆R(t)
R

measurements as well you must

be careful not to accidentally record the Kerr rotation as a voltage change in your

reflectivity measurements. It may be tempting to block one photodiode and rotate
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the HWP such that all probe light is going into the open photodiode. However since

there will be pump induced rotation of the probe, if the Wollaston prism is still in

place the voltage on the diode will register a voltage change due to this rotation

while still recording a voltage change due to the change in reflectivity. We call this

a dirty MOKE measurement. This happened while first taking ∆R(t)
R

measurements

on MBT and it took a while to sort out why we were seeing such clear magnetization

dynamics in reflectivity data. To be safe, whenever taking ∆R(t)
R

data be sure your

probe is not going through any polarization-separating optics after the sample such

as a beam splitting polarizer or Wollaston prism. While tedious it is necessary to

clean up your probe path to avoid taking a dirty MOKE scan on accident.

3.6 η vs. θ

In the polar MOKE geometry:

Θ̃(t) = Pb(t) + F̃ (t) ·Mz(t) (3.12)

where Θ̃ is the complex MOKE angle and Pb(t) is the generalized pump-induced

birefringence that is non-magnetic in origin, F̃ (t) is the complex effective Fresnel

coefficient, and Mz(t) is the sample magnetization in the z direction as a func-

tion of time. We are only interested in purely magnetic dynamics so we take TR-

MOKE scans at both positive and negative magnetic fields. Since the Kerr angle

transforms anti-symmetrically under magnetization reversal but the non-magnetic

pump-induced birefringence does not this is an effective way of subtracting out non-

magnetic signals and making sure the dynamics recovered from a TR-MOKE scan

are purely magnetic in nature.

Θ̃3.8T (t) =
Θ̃3.8T (t) − Θ̃−3.8T (t)

2
= F̃ (t) ·Mz(t) (3.13)

Since F̃ and Mz are both dynamic and changing in time, taking the time
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derivative of Eq. 3.13 gives us two terms:

∆Θ̃(t) = ∆F̃ (t)Mz,0 + ∆Mz(t)F̃0

∆Θ̃0(t)

Θ̃
=

∆F̃ (t)

F̃0

+
∆Mz(t)

Mz,0

∆θ(t)

θ0
=

∆Mz(t)

Mz,0

+
F̃1(t)

F̃1

,
∆η(t)

η0
=

∆Mz(t)

Mz,0

+
F̃2(t)

F̃2

(3.14)

If the real and imaginary parts of the Fresnel coefficient F̃ (t) are assumed to have

different dynamics then the last line of Eq. 3.14 shows that if η(t) and θ(t) have the

same dynamics then we can assume the contribution for the Fresnel coefficient term

is vanishingly small and that both η(t) and θ(t) reflect purely magnetic behavior from

the ∆Mz(t)
Mz,0

term [8]. It is common to record both rotation and ellipticity when mea-

suring a change in magnetization on fast timescales, or when the signal is relatively

small, to make sure the data is coming from magnetization dynamics and not the

parasitic Fresnel dynamics. Below in Fig. 3.3 we see data taken from [67] and [68],

where rotation and ellipticity were compared on ultrafast timescales. In [68], Fara-

day rotation and ellipticity (same as Kerr except in transmission) data was recorded

on ferromagnetic films of CoPt3. In [67] the Kerr rotation and ellipticity of ferro-

magnetic Ni thin films was probed. In both of these studies the disparity between

the signals in the ultrafast regime indicates a region of data where the dynamics are

not purely magnetic in origin.
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Figure 3.3: Top: Kerr η vs. θ comparison from [67], the filled diamonds correspond to
rotation (θ) and the open circles to ellipticity (η). Bottom: Faraday η vs. θ comparison
from [68], using a pump fluence of 100µJ/cm2.
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Chapter 4

Interlayer magnetophononic

coupling in MnBi2Te4

4.1 Abstract

The emergence of magnetism in quantum materials creates a platform to

realize spin-based applications in spintronics, magnetic memory, and quantum in-

formation science. A key to unlocking new functionalities in these materials is the

discovery of tunable coupling between spins and other microscopic degrees of free-

dom. In this section we present evidence for interlayer magnetophononic coupling in

the layered magnetic topological insulator MnBi2Te4. Employing magneto-Raman

spectroscopy, we observe anomalies in phonon scattering intensities across magnetic

field-driven phase transitions, despite the absence of discernible static structural

changes. This behavior is a consequence of a magnetophononic wave-mixing process

that allows for the excitation of zone-boundary phonons that are otherwise ‘forbid-

den’ by momentum conservation. Our microscopic model based on density functional

theory calculations reveals that this phenomenon can be attributed to phonons mod-

ulating the inter-layer exchange coupling. Moreover, signatures of magnetophononic
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coupling are also observed in the time domain through the ultrafast excitation and

detection of coherent phonons across magnetic transitions. In light of the intimate

connection between magnetism and topology in MnBi2Te4, the magnetophononic

coupling represents an important step towards coherent on-demand manipulation of

magnetic topological phases.

4.2 Introduction

The realization of magnetic order in functional quantum materials creates

a rich platform for the exploration of fundamental spin-based phenomena, as ex-

emplified in strongly correlated materials [69], multiferroics [70], and more recently,

magnetic topological materials [71]. As such, these materials hold great promise for

application in spintronics, magnetic memory, and quantum information technology.

A new paradigm has recently emerged with the discovery of atomically thin mag-

nets, derived from layered, quasi-two-dimensional materials [72]. In such materials,

magnetic order is characterized by strongly anisotropic exchange interactions, with

interlayer exchange coupling that is an order-of-magnitude weaker than the in-plane

exchange coupling. The weak interlayer exchange coupling offers a high degree of

tunability in the two-dimensional limit, enabling the realization of phenomena such

as magnetic switching via electric fields [73] and electrostatic doping [74]. Such tun-

ability could potentially be made even more potent in combination with additional

functionalities such as those outlined above. For instance, the Mn(Bi,Sb)2nTe3n+1

family of layered antiferromagnets is the first experimental realization of intrinsic

magnetic order in topological insulators [21], [33], [43]. The interlayer magnetic or-

der is intimately connected to the band topology, with experimental demonstration

of switching between quantum anomalous Hall and axion insulator states [27], and

realization of a field-driven Weyl semimetal state [75]. In this context, the discovery

of new, efficient coupling pathways between the interlayer exchange and other micro-

47



scopic degrees of freedom would not only add to the rich spectrum of low-dimensional

magnetic phenomena, but also potentially unlock pathways for the dynamic manip-

ulation of magnetism and band topology.

In this work, we observe that interlayer magnetic order in MnBi2Te4 is

strongly coupled to phonons, manifesting in the optical excitation of zone-boundary

phonons that are otherwise forbidden due to the conservation of momentum. This

magnetophononic response is a consequence of a coherent wave-mixing process be-

tween the antiferromagnetic order and A1g optical phonons, as determined from equi-

librium and time-domain spectroscopy across temperature- and magnetic field-driven

phase transitions. Our microscopic model based on first-principles calculations re-

veals that this phenomenon can be attributed to phonons modulating the interlayer

exchange coupling.

4.3 Results

4.3.1 Spectroscopic evidence of magnetophononic coupling

MnBi2Te4 exhibits magnetic order below a temperature of TN=24 K, with

in-plane ferromagnetic coupling, and out-of-plane antiferromagnetic (AFM) coupling

[36],as shown in Fig. 4.1a. With an applied out-of-plane magnetic field, a spin-flop

transition occurs at 3.7 T, developing into a fully polarized ferromagnetic-like state

(FM) at a critical field of 7.7 T [36].We first present measurements of the phonon

spectra across the magnetic phase transitions in MnBi2Te4,using magneto-Raman

spectroscopy. The full polarized Raman phonon spectra, selection rules, and peak

assignments can be found in Supplementary Note 1. Our peak assignment is fully

consistent with a previous study [76] that investigated Raman phonons in thin flakes

of MnBi2Te4 as a function of number of layers. Here we focus on two fully symmetric

“A1g” phonon modes at frequencies of 49 and 113 cm-1, labeled A1g
(1) and A1g

(2)
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respectively. The phonon eigendisplacements, calculated using density functional

theory (DFT) simulations, are shown in Fig. 1b. Representative spectra at 0T,

in the AFM phase at 15K and the paramagnetic (PM) phase at 35 K, are shown

in Fig. 4.1c, d, respectively. We observe that the A1g
(2) mode clearly exhibits an

anomalous increase in scattering intensity in the AFM phase, which has not been

reported in previous studies [76]. The temperature-dependence of the A1g
(1) mode

is discussed in detail in Supplementary Note 2. In the following, we focus on the

magnetic field-dependent behavior. At a magnetic field of 9 T, where MnBi2Te4 is

in the fully polarized ferromagnetic (FM) state, the spectral weight of both modes

decreases, as shown in Fig. 4.1e, f. This is highlighted by subtracting the spectrum

at 9 T from the spectrum at 0T and plotting the residual in Fig. 4.1g, h. In Fig.

4.1i, j, the residual is plotted as a function of magnetic field H, upon subtracting

the 9 T spectrum. A clear correlation is observed between the residual scattering

intensity of the A1g modes and the critical magnetic fields for the spin-flop and FM

transitions, denoted by dashed white lines.

The fractional change in integrated intensity of the A1g
(2) mode is plotted

as a function of temperature in Fig. 4.2a (green dots). The integrated intensity

follows the AFM order parameter, tracked by the (1 0 5/2) neutron diffraction Bragg

peak[23] (purple dots). The gray line is a fit to the power law I ∝ (1 − T
TN

)2β, with

β=0.35 as in the reference [23]. Furthermore, a plot of the scattering intensity

of the A1g
(1) and A1g

(2) modes (Fig. 4.2b) as a function of magnetic field reveals

the fractional change in integrated intensities of both modes tracks the AFM order

parameterPhysRevX.9.041038 across the spin-flop transition at 3.7 T, and into

the fully polarized ferromagnetic state above 7.7 T. The integrated intensities of the

A1g
(1) and A1g

(2) modes increase by fractions of 0.15 and 0.3 respectively, in the AFM

phase, as compared to the FM phase at 9 T. Additionally, the fractional increase

in the A1g
(2) intensity as estimated from the PM to AFM transition and FM to

AFM transition in Fig. 4.2a, b, respectively, are of the same magnitude, pointing
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Figure 4.1: Phonon anomalies across magnetic phase transitions in MnBi2Te4. a
Crystal structure in MnBi2Te4. b. Eigendisplacements of the A1g

(1) and A1g
(2) modes, with

arrows denoting the displacement of ions. c,d Raman spectra of A1g
(1)(c) and A1g

(2)(d)
modes in the paramagnetic (PM) and antiferromagnetic (AFM) phases at 0T, shown in
red and blue respectively. g,h The difference between spectra in the AFM and FM phases.
i, j Contour plots of the difference upon subtracting the 9 T spectrum, as a function of
magnetic field. The dotted lines denote the FM and spin-flop critical fields.

to a common origin. Importantly, within the limits of our experimental uncertainty

(error bars in plots), we do not observe such large changes in the integrated intensity

on any of the other Raman phonons (see Supplementary Note 3 for detailed field-

dependent data). Below, we show that the experimentally observed temperature-

and field-dependent evolution of scattering intensity is consistent with the excitation

of ‘forbidden’ zone-boundary modes of the A1g
(1) and A1g

(2) phonon branches.

The AFM order along the out-of-plane direction (crystallographic c-axis)

50



Figure 4.2: Phonon intensities track the antiferromagnetic order parameter. a
Temperature dependent fractional change in integrated intensity, ∆I/I35K , of the A1g

(2)

mode, overlayed on the integrated intensity of the (1 0 5/2) neutron diffraction peak from
reference[23]. The gray line is a fit to A(1 − T

TN
)2β with β = 0.35, TN=24 K. b The

field-dependent fractional change in integrated intensity ∆I/I9T , of the A1g
(1) and A1g

(2)

modes. The gray line is the AFM order parameter, given by M − 4.5µB, where M is the
magnetization measured by magnetometry measured by referencePhysRevX.9.041038.
Error bars are standard deviations in fit values.

results in a magnetic unit cell that is double the size of the crystallographic unit cell,

as shown in Fig. 4.3a. In contrast, in the high-field FM state (and the paramagnetic

state), the magnetic unit cell is identical with the crystallographic unit cell, as in the

paramagnetic state. This behavior manifests in the anomalous field-dependent scat-

tering intensity of the A1g modes, which follows the AFM order parameter with the

magnetic unit cell doubling resulting in a folding of the phonon Brillouin zone, allow-

ing for the optical detection of zone-boundary phonon modes. DFT simulations of

the phonon dispersion along the out-of-plane direction reveal a flat dispersion for the

A1g
(2) mode, and a small dispersion for the A1g

(1), consistent with the weak interlayer

van der Waals interaction, and our experimental results, denoted in Fig. 4.3b using
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bold circles. This supports our assignment of the anomalous scattering intensity as

zone-boundary modes. We also consider and rule out alternative explanations for

the observed temperature- and magnetic field-dependent scattering intensity changes,

such as resonant Raman effects (see Supplementary Note 5) and possible magnon

resonances overlapping with the considered phonons (see Supplementary Note 6).

Magnetic unit cell doubling resulting in the activation of zone-boundary

phonons is unexpected given the absence of a structural phase transition. Refinement

based on neutron diffraction at 10 and 100 K shows no structural unit cell doubling

across the AFM transition, and no changes to the unit cell coordinates to within 10-3

of the lattice parameters [23]. The negligible change in the spectra of other Raman

phonons in MnBi2Te4 is also consistent with the absence of a structural transition

of any kind, and points instead to a mechanism that is mode-dependent.

4.3.2 Microscopic model of magnetophononic wave-mixing

In general, zone-boundary modes are optically inactive or “forbidden” due

to the conservation of crystal momentum. Photons in the visible part of the spec-

trum have negligible momentum in comparison with the crystal Brillouin zone, and

thus momentum conservation dictates that only zero momentum (i.e., zone-center)

excitations can be generated and detected in first-order scattering processes. This is

shown schematically for Raman scattering in Fig. 4.3c. This selection rule can be

overcome in the presence of other finite-momentum waves in the crystal, as observed

for instance in the case of structural distortions that double the crystallographic unit

cell [77]–[79]. However, as noted above, MnBi2Te4 does not exhibit any structural

transition. Instead, we propose that the crystal momentum is provided by the AFM

order, via a magnetophononic wave-mixing process. This is shown schematically in

Fig. 3c, where the AFM crystal momentum qAFM=2π/2c interacts with the phonon

crystal momentum, allowing for the excitation of zone-boundary (q=π/c) phonons.
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Magnetophononic wave-mixing requires a sufficiently strong scattering cross-

section to be observable. This scattering cross-section can typically be written in

terms of an interaction term in the free energy. For example, the Raman scattering

process is due to a coupling of the incident (Ei) and reflected (Er) electric fields

to a distortion u along a phonon normal mode, via the susceptibility χe (i.e., F =
dχe

du
uEiEr). In the case of a finite-momentum structural distortion, phonons couple

to the structural distortion through elastic interactions. Analogously, in our model

of magnetophononic wave-mixing, phonons couple to the AFM order by modulating

the interlayer exchange interaction J⊥. The corresponding interaction term in the

free energy can be obtained by first writing down a Heisenberg-like Hamiltonian for

the spin energy,
∑

ij JijSi · Sj where Jij is the exchange coupling between spins at

sites i and j. Since the coupling is to an out-of-plane antiferromagnetic spin wave, we

focus on the interlayer (out-of-plane) exchange coupling J⊥ (only nearest-neighbor

interlayer interactions are considered). If a phonon modulates the interlayer exchange

interaction, the perturbed exchange coupling J⊥′
can be written as

J⊥′
= J⊥ +

dJ⊥

du
u + ... (4.1)

Equation 4.1 is a special case of what is broadly referred to in the literature as

“spin–phonon coupling” (see Supplementary Note 4 for the interpretation of higher-

order terms in terms of phonon frequency renormalization). Based on this, the free

energy term that couples the antiferromagnetic spin wave to the phonon is, to first

order,

F = (
dJ⊥

du
u)
∑
i

SiSi+1 (4.2)

where i and i+1 correspond to nearest-neighbor spin pairs in the out-of-plane di-

rection. It is clear that the magnitude of this coupling directly depends on dJ⊥

du
.

In other words, a magnetophononic wave-mixing is possible only when the phonon

mode under consideration sufficiently modulates the interlayer exchange coupling.

53



A microscopic basis for this model can be obtained using DFT simulations.

We simulate the modulation of the interlayer exchange coupling J⊥ by the six Raman

phonons MnBi2Te4, which include three A1g modes (pure out-of-plane eigendisplace-

ments), and three Eg modes (pure in-plane eigendisplacements, see Supplementary

Fig. 4.5b for eigendisplacements). The results, shown in Fig. 4.3d, indicate a strik-

ing dichotomy between the out-of-plane A1g modes and in-plane Eg modes. The A1g

modes exhibit an order-of-magnitude larger modulation of J⊥ than the Eg modes.

Furthermore, the A1g
(2) mode has by far the largest influence on J⊥, consistent with

our experimental observation of zone-boundary scattering intensity. A quantitative

comparison of this model with our experimental results is possible. This is accom-

plished by defining an experimental magnetophononic scattering cross-section σ, as

the ratio of the integrated intensity of the zone-boundary mode (i. e. the residual

spectra in Fig. 4.1g, h) to that of the zone-center mode (spectra at 9 T in Fig.

4.1e, f). The scattering cross-section is compared to the calculated interaction term,

|dJ⊥

du
|. The plotted results in Fig. 4.3e show a good agreement between theory and

the experiment. In particular, the model reproduces the experimental observation

of the A1g
(2) mode exhibiting the largest zone-boundary scattering intensity. We

note that no signature of a zone-boundary mode was observed in the A1g
(3) branch

within the experimental uncertainty (see Supplementary Note 3). Finally, also in

agreement with the theoretical prediction, no Eg zone-boundary modes were experi-

mentally observed, i.e., σ = 0 for all Eg modes, within the experimental uncertainty

(see Supplementary Note 3).

The theoretical results outlined above can be rationalized in terms of mi-

croscopic interlayer exchange pathways. In general, the exchange coupling across a

van der Waals (vdW) gap is understood to be the result of a process named “super-

superexchange” (SSE) [80]. In SSE, given that the interlayer exchange interaction is

usually much weaker than the intralayer exchange interaction, the two can be effec-

tively decoupled. The individual quasi-two-dimensional layers are treated as macro-
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scopic magnetic moments established by the intralayer super-exchange (shown in pink

in Fig. 4.3f), which couple across the vdW gap via the weaker interlayer exchange

(shown in blue in Fig. 4.3f). As in any exchange process, geometrical parameters

that influence the relevant hopping integrals play a major role. In superexchange, the

angle between magnetic ions and its ligands mediates the superexchange, in this case

the Mn–Te–Mn bond angle θ shown in Fig. 4.3f. These structural superexchange

interactions are further controlled by orbital hybridization with cationic Bi p states

tuned by the nearest-neighbor ions across the vdW gap [81], in this case, determined

by the Te–Te distance ∆ shown in Fig. 4.3f, to stabilize the FM interlayer coupling

in MnBi2Te4.

We first note that A1g modes in MnBi2Te4 modulate ∆ whereas Eg modes do

not, an observation that accounts for the dichotomy of their respective influence on

J⊥. Of the A1g modes, examining the eigenvectors in Fig. 4.1b and Supplementary

Fig. 1b, A1g
(2) exhibits the largest modulation of the Mn–Te–Mn bond angle θ. The

modulation of θ by the A1g
(2) mode is a factor of 2 larger than by A1g

(1), which in

turn is a factor of 5 larger than by A1g
(3). This rationalizes the trend seen in the

calculated dJ⊥

du
in terms of the SSE pathways.

4.3.3 Time-domain signatures of magnetophononic coupling.

Finally, we investigate magnetophononic coupling by direct measurement of

phonons in the time domain. To do this, we carry out “pump-probe” experiments

to generate and detect coherent optical phonons as a function of magnetic field (see

schematic in Fig. 4.4a). Excitation with ultrafast optical pump pulses (1.55 eV, 50

fs) results in the generation of coherent phonon oscillations. A second, time-delayed

probe pulse (1.2 eV, 50 fs) measures pump-induced changes in the transient reflec-

tivity (∆R/R). The transient reflectivity is sensitive to changes in carrier density

and coherent phonons. These measurements are carried out at 2 K, as a function of
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Figure 4.3: Magnetophononic wave-mixing. a Schematic of layered magnetic or-
dering in MnBi2Te4, with blue and purple denoting opposite in-plane spin orientations,
and gray denoting disordered spins. The antiferromagnetic (AFM) wavevector is shown

schematically, labeled “qAFM”. b The dispersion relations of the A1g
(1) and A1g

(2) modes
along the c-axis, calculated using density functional theory. The experimental zone-center
and zone-boundary phonon frequencies are denoted using colored and empty circles re-
spectively. c Schematic of wave-mixing for zone-center and zone-boundary modes. The
wavevectors of the photon (i = incident, r = reflected), phonon, and AFM spin-wave are
shown using gray, green, and purple arrows (not drawn to scale). d Modulation of the
interlayer exchange coupling J⊥ by Raman phonons. Inset shows the eigendisplacements
of two representative phonons. e Comparison between the calculated magnetophononic

scattering cross-section |dJ⊥

du | and the experimental zone-boundary ratio σ (see text for
definition). Error bars are standard deviations in fit values. f Schematic of superexchange
(SE) and super-superexchange (SSE), with ∆ denoting the interlayer distance, θ denoting
the Mn–Te–Mn bond angle, and pink and blue clouds denoting SE and SSE pathways,
respectively.
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magnetic field from 0 to 6.4 T, across the spin-flop transition. The transient reflec-

tivity, shown in Fig. 4.4b, exhibits an initial sub-picosecond dip, followed by a slow

relaxation. Overlayed on this are multiple distinct coherent oscillation components

that (as described below), correspond to the A1g
(1) and A1g

(2) phonons. We normal-

ize the pump-probe reflectivity traces with respect to their maximum amplitudes, to

account for field-dependent variation in the absorbed fluence, and thus photo-carrier

density, which can influence coherent phonon amplitudes (see Supplementary Note 7

and Supplementary Fig. 4.12 for detailed discussion). Upon subtracting biexponen-

tial fits (black line fit to 0T data in Fig. 4.4b shown as a representative example),

we observe that the normalized phonon oscillation amplitudes in the residual ∆R/R

in Fig. 4.4c visibly decrease with increasing magnetic field, much like the phonon

spectral weights measured using Raman spectroscopy. The individual oscillatory

components are obtained by fitting the residual ∆R/R to the sum of two exponen-

tially decaying sinusoidal functions (see Methods) as shown for the representative

0 T data in Fig. 4.4d The individual sinusoidal functions, shown in Fig. 4.4e, are

readily identified as the A1g
(1) and A1g

(2) modes at 1.47 THz (49 cm-1) and 3.44 THz

(115 cm-1), respectively. Plotting the amplitudes of the two coherent phonon modes

as a function of magnetic field in Fig. 4.4e, it is clear that both modes track the

AFM order parameter denoted by the solid gray line, in striking similarity to the

field-dependent change in the Raman scattering intensities.

The detection of coherent phonons in pump-probe experiments occurs through

a process that is identical to spontaneous Raman scattering [82], [83]. The gener-

ation of coherent phonons can also be described within a Raman formalism, with

the real and imaginary parts of the Raman tensor responsible for phonon excita-

tion in transparent and absorbing materials, respectively [82]. The similarity of the

magnetic-field-dependent coherent phonon amplitudes in Fig. 4.4f to the static Ra-

man scattering intensities in Fig. 4.2b thus suggests that these are a consequence

of the same mechanism, namely the excitation of zone-boundary phonons via the

57



crystal momentum associated with the antiferromagnetic order.

For resonant excitation of MnBi2Te4 with 1.55 eV pulses, phonon excitation

through the imaginary part of the Raman tensor may be physically thought of in

terms of a “displacive” excitation [84], where the ultrafast excitation of carriers by

the pump pulse shifts the quasi-equilibrium coordinates of the lattice in a spatially

and temporally coherent manner, generating coherent phonons. Within this picture,

magnetophononic zone-folding as described in the previous section would allow for

the generation of both zone-center as well as nominally zone-boundary A1g modes.

Additionally, the electronic excitation that shifts the quasi-equilibrium coordinates

may itself have a qz = π/c component owing to the contrast in spin-split electronic

bands in alternating layers, acting as a direct driving force for the generation of

zone-boundary phonons. Unfortunately, the small frequency splitting of the A1g

modes precludes the explicit resolution of zone-boundary phonons in the time do-

main. Nonetheless, it is clear from Fig. 4.4f that the coherent phonons track the

AFM order parameter in accord with the magnetophononic wave-mixing proposed

here.

We note that in general, phonons in time-domain measurements are ex-

pected to exhibit qualitative deviations from steady-state spectroscopy, owing to the

nonequilibrium nature of the former. While the ultrafast carrier excitation in dis-

placive phonon excitation is itself a manifestly nonequilibrium process, additional

deviations may emerge from nonequilibrium phonon interactions. We directly mea-

sure the timescale of phonon equilibration using ultrafast electron diffraction (see

Methods). Here, pump-induced changes in the root-mean-square displacements 〈u2〉

of ions through carrier-lattice and lattice thermalization appear in the transient in-

tensity of Bragg peaks through the Debye-Waller effect (see Supplementary Note 8).

These measurements require an order-of-magnitude higher pump excitation fluence

than the optical pump-probe measurements (see Methods) in order to produce a dis-

cernible signal. Regardless, these high fluence measurements set a lower bound for
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Figure 4.4: Ultrafast signatures of magnetophononic wave-mixing. a Schematic of
pump probe measurement. b Pump-induced changes in the transient reflectivity (∆R/R) as
a function of time delay at various magnetic fields, normalized to the maximum amplitude.
The black line is a representative biexponential fit to the 0T data. c The residual ∆R/R
upon subtracting a biexponential fit. d Residual ∆R/R at 0T, with black dots denoting
experimental data points and the gray line denoting the fit to the sum of two decaying
sinusoidal functions. e Individual decaying sinusoidal components obtained from the fit
in(b), corresponding to the A1g

(1) (top) and A1g
(2) (bottom) phonons, respectively. f

Initial amplitude of the A1g
(1) and A1g

(2) phonons obtained from fit result in (b). The
gray line is the antiferromagnetic order parameter from referencePhysRevX.9.041038.
g Measured transient electron diffraction intensity of the (2 2 0) Bragg peak, with black
dots denoting experimental datapoints, and the black line denoting the fit to an exponential
decay function. Error bars are standard deviations in fit values.
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the phonon thermalization time, as discussed in Supplementary Note 8. As a repre-

sentative sample, we show in Fig. 4.4g, the transient intensity of the (2 2 0) Bragg

peak, with the evolution of the peak intensity fit to an exponential decay (black line).

The results indicate that phonon populations indeed remain in a nonequilibrium state

through the entire time delay range considered. It is noteworthy that clear signatures

of magnetophononic coupling are observed even under such nonequilibrium condi-

tions. Finally, we mention that there may possibly be additional contributions to

the coherent phonon amplitudes from magnetodielectric effects which are not explic-

itly accounted for here. We discuss the possible contributions to coherent phonon

amplitudes due to such an effect Supplementary Note 7.

4.4 Discussion

We have demonstrated that optically “forbidden” zone-boundary phonons

are observed due to magnetophononic wave-mixing in MnBi2Te4. While it is uncom-

mon for purely magnetic unit cell doubling to give rise to phonon zone-folding effects,

such signatures were first observed in transition metal dihalides [85]. These obser-

vations were rationalized in terms of phenomenological models of electron-phonon

coupling that took into consideration phonon modulation of the spin–orbit coupling

and exchange interactions [85], [86]. Our model instead considers the scattering

cross-section between the AFM order and phonons, arriving at qualitatively similar

conclusions. Importantly, our work provides a description of such a model using

first-principles theory. The excellent agreement between the theory and experimen-

tal results not only validates the model, but also provides a microscopic basis for

the observed phenomena in terms of SSE interlayer exchange pathways. Our work

may also help rationalize similar phenomena recently reported [87], [88] in other

quasi-two-dimensional magnets such as CrI3 and FePS3.

Our discovery is especially of significance in light of the critical role played by
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tunable interlayer exchange interactions in layered magnetic materials. For instance,

in MnBi2Te4, the interlayer magnetic ordering can drive topological phase transitions

between quantum anomalous Hall and axion insulator states. Our work unlocks the

possibility of controlling the interlayer magnetic ordering in MnBi2Te4 by exploiting

the strong coupling of A1g phonons to J⊥. A promising route towards the ultrafast

control of magnetism in MnBi2Te4 is the use of resonant THz excitation to drive

large amplitude distortions along A1g modes, as opposed to employing carrier-based

mechanisms (such as displacive excitation) that suffer from ultrafast heating effects,

which limit the amplitude of coherent phonons. This may be through anharmonic

coupling to Raman-active modes [89], or alternatively through sum-frequency ionic

Raman scattering [90]. Such mechanisms based on resonant coupling have been used

to drive ultrafast light-induced magnetic oscillations and phase transitions, as ex-

perimentally demonstrated in other materials [91]–[97]. Experimental studies [98]

on Bi2Se3, a material closely related to MnBi2Te4, have demonstrated the feasibil-

ity of ionic Raman scattering as a way to drive large amplitude oscillations along

Raman-active modes. Recent theoretical work[99] has outlined an approach based

on anharmonic phonon interactions in MnBi2Te4. In particular, it was shown that

resonant excitation of an IR-active A2u phonon (at a frequency of 156 cm-1 = 4.7

THz) could drive large amplitude oscillations, which via anharmonic coupling, would

drive a unidirectional distortion along Raman- active A1g modes such as the ones

identified in the present work. It was predicted that such an approach could be used

to drive an AFM to FM transition concurrent with a topological phase transition,

using experimentally accessible ultrafast modalities. The magnetophononic wave-

mixing in the present work provides an experimental foundation for such approaches

and a path toward achieving ultrafast light-induced topological phase transitions.
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4.5 Methods

4.5.1 Crystal growth and characterization.

Single crystals of MnBi2Te4 were grown using a self-flux method11. Mix-

tures of 99.95% purity manganese powder, 99.999% bismuth shot, and 99.9999+%

tellurium ingot with a molar ratio Mn:Bi:Te = 1:10:16 were loaded into an aluminum

crucible and sealed in evacuated quartz tubes. The mixture is heated up to 1173 K

for 12 h and slowly cooled down at the rate of 1.5 K/h to 863 K. This is followed

by centrifugation to remove excess flux. The phase and crystallinity of the single

crystals were checked by X-ray diffraction. The antiferromagnetic order with the

Néel temperature of 24 K was confirmed using SQUID magnetometry.

4.5.2 Raman spectroscopy measurements.

Temperature-dependent Raman spectra were collected using a Horiba LabRam

HR Evolution with a freespace Olympus BX51 confocal microscope. A 632.8 nm lin-

early polarized HeNe laser beam was focused at normal incidence using a LWD 50×

objective with a numerical aperture of 0.5, with the confocal hole set to 100 µm. A

Si back-illuminated deep depleted array detector and an ultra-low-frequency volume

Bragg filter were used to collect the spectra, dispersed by a grating (1800 gr/mm)

with an 800 mm focal length spectrometer. The system was interfaced with an Ox-

ford continuous-flow cryostat for low-temperature measurements, using liquid helium

as the cryogen.

Field-dependent magneto-Raman spectra were collected using a home-built

Raman spectrometer. A 632.8 nm linearly polarized HeNe laser beam was focused

at normal incidence using a LWD 50x objective with a numerical aperture of 0.82.

A Si back-illuminated deep depleted array detector and a set of ultra-low-frequency

volume Bragg filters were used to collect the spectra, dispersed by a grating(1800
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gr/mm) with a 300 mm focal length spectrometer. The system was interfaced with an

Attocube AttoDRY 2100 closed-cycle cryostat for low-temperature, high magnetic-

field measurements, using liquid Helium as the cryogen. The field-induced Faraday

rotation in the objective was calibrated and corrected using a half-waveplate.

The laser power was maintained below 50 µW in all measurements, to min-

imize laser heating and maintain the power well below the damage threshold. Laser

heating was calibrated by measuring Raman phonon peak shifts as a function of

and using thermal conductivity values from reference [23]. Polarized spectra were

obtained using a half-waveplate to rotate the polarization of the incident beam, with

a fixed analyzer.

After peak assignment using polarization analysis, temperature- and field-

dependent spectra were collected without a polarizer, to maximize signal throughput.

Spectra were averaged over 60 and 120 min in the case of temperature-dependent and

field-dependent measurements respectively, with a temperature stability of ±0.1 K.

Any subtle drift in the spectrometer (<0.15 cm-1) over the temperature-dependent

studies was corrected using the HeNe line at 632.8 nm.

The A1g
(1) peak was fit using an inverse Fano lineshape in combination with a

linear background. Its lineshape is given by the expression I(ω) = (qΓ−(ω−ω0))2

Γ2+(ω−ω0)2
where

I is the scattering intensity, ω is the energy, ω0 and Γ are the resonant energy and

linewidth of the excitation respectively, and 1/q is a measure of the peak asymmetry.

The Eg
(2) and the A1g

(3) peaks were fit with a standard Gaussian lineshape, and the

E1g
(3) and the A1g

(2) peaks were fit with a standard Lorentzian lineshape. A nonlinear

least-squares fitting procedure was used. To ensure robustness of the temperature-

dependent fits, the same initial fit values and constraints were used for each set of

temperature-dependent and field-dependent spectra.
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4.5.3 Magnetic field-dependent ultrafast optical spectroscopy.

Ultrafast optical pump-probe measurements were carried out using a 1040 nm

200 kHz Spectra-Physics Spirit Yb-based hybrid-fiber laser coupled to a noncollinear

optical parametric amplifier. The amplifier produces <50 fs pulses centered at 800

nm (1.55 eV), which is used as the pump beam. The 1040 nm (1.2 eV) output is

converted to white light, centered at 1025 nm with a FWHM of 20 nm, by focusing it

inside a YAG (Yttrium Aluminum Garnet) crystal. The white light is subsequently

compressed to ∼50 fs pulses using a prism compressor pair and is used as the probe

beam. The pump and the probe beams are aligned to propagate along the [001] axis

of the crystal, at near normal incidence.

The samples were placed in a magneto-optical closed-cycle cryostat (Quan-

tum Design OptiCool). Pump-probe measurements were carried out as a function of

magnetic field applied normal to the sample surface (along the [001] direction). The

sample temperature was fixed at 2 K. A pump fluence of ∼100 µJ/cm2 was used in

order to generate sufficiently large coherent phonon oscillations, while keeping the

transient heating to a minimal amount, to ensure we avoid melting of the magnetic

order.

4.5.4 Ultrafast electron diffraction measurements.

Ultrafast electron diffraction measurements were carried out at the MeV-

UED beamline at the SLAC National Accelerator Laboratory. The principle and

other technical details of the experimental setup are outlined elsewhere [100]. A

60-fs laser pulse with a photon energy of 1.55 eV and fluence of 7 mJ/cm2 were used

to excite the sample. A higher pump fluence was required than in the optical pump-

probe measurements, in order to produce a sufficiently large pump-induced change in

diffraction intensities. Fluence-dependent damage studies revealed no signs of laser-

induced damage, and the measurements were repeatable over thousands of cycles.
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Femtosecond electron bunches of ∼100 fs pulsewidth and 3.7 MeV kinetic energy

were used to measure pump-induced changes in electron diffraction intensities.

Measurements were carried out on flakes with an average thickness of around

100 nm, exfoliated from a single crystal of MnBi2Te4 and transferred onto an amor-

phous Si3N4 membrane using an ex-situ transfer stage. The flakes were protected

with an additional layer of amorphous Si3N4 to prevent degradation. The spot sizes

of the pump and probe beams were 464 × 694 µm and ∼70 µm, respectively, and

the measurements were carried out at 30 K.

The ultrafast electron diffraction intensities were obtained by averaging over

several scans, normalizing individual diffraction images to account for electron beam

intensity fluctuation. Individual diffraction peaks were fit to a two-dimensional Gaus-

sian function, and then averaged over symmetry-related peaks based on the R-3m

space group of MnBi2Te4.

4.5.5 Pump-probe data analysis.

The time-resolved reflectivity traces were first fitted to a product of an error

function and a biexponential decay function. The error function models the exci-

tation of photo-carriers and instrumental temporal resolution, and the exponential

decay is an approximation for the sum of various unknown processes occurring over

the measured time delay, including electron-electron and electron-phonon thermal-

ization. The functional form is:

(1 + erf(
t

tr
) × (A1exp(−t/τ1) + A2exp(−t/τ2) + C)

Where t is the time-delay, τ r is the rise time for the excitation of photo-carriers, τ 1

and τ 2 are the time constants of exponential decay, and A1, A2, and C are constants.

Upon subtracting the biexponential decay, the residual traces were fit to the

sum of two decaying sinusoidal functions. The functional form is:

A1sin(2πf1t + ϕ1)exp(−t/τd1) + A2sin(2πf2t + ϕ2)exp(−t/τd2)
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where t is the time delay, f1 and f2 are the frequencies of the sinusoidal functionals,

corresponding to the A1g(1) and A1g(2) phonons, ϕ1 and ϕ2 are the phases, and τd1

and τd2 are the time constants of exponential decay of the oscillations. The initial

amplitudes A1 and A2 are plotted in Fig. 4d.

The ultrafast electron diffraction intensities were fit to an exponential decay

function of the form:

A1exp(−t/τl) + C

where t is the time delay, τl is the time constant, and A1 and C are constants.

4.5.6 Electronic structure and phonon calculations.

DFT calculations were carried out using the Vienna Ab Initio Simulation

Package (VASP) [101]–[105] with the PBE exchange correlation functional [106] and

van der Waals correction via the DFT-D3 [107], [108] method with Becke-Jonson

damping. A Hubbard U was also added to the Mn (4 eV) using Dudarev’s [109] ap-

proach. A non-primitive cell containing two Mn atoms was used to obtain the equi-

librium geometry of the system with AFM-A magnetic structure. Γ-point phonons

were obtained with the finite displacement method on a 1 × 1 × 1 “supercell” us-

ing the PHONOPY software package [110] and VASP. An energy cutoff of 300 eV

was used for all calculations. A 4 × 4 × 4 Γ-centered k-point mesh was used for

equilibrium relaxations and phonon calculations. The general energy convergence

threshold was 1 × 10-8 eV and the force convergence threshold for relaxation was 1

× 10-5 eV/Å. When including SOC in the magnetic parameter calculations, however,

the energy convergence threshold was 1 × 10-6 eV. Gaussian smearing with a 0.02

eV width was also used in all relaxation and single-point energy calculations. Den-

sity of states calculations employed the tetrahedron method. The metallic state was

modeled by electron doping the unit cells with 0.1 electron/Mn atom. Supercells for

magnetic exchange calculations were generated using VESTA [111].
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4.5.7 Exchange coupling constants calculations.

Magnetic exchange parameters were obtained by considering a model spin

Hamiltonian of the form H = −
∑

<ij> JijSi · Sj, where Jij includes intralayer ex-

change parameters J1 and J2 and interlayer exchange parameter J⊥.A
√

2 ×
√

2 × 1

supercell of the conventional cell was used get the intralayer exchange parameters,

while a 1 × 1 × 2 supercell of the primitive cell was used to get the interlayer ex-

change parameter. Γ-centered k- point meshes of 4 × 4 × 1 and 4 × 4 × 4 were

used in the respective calculations. For the intralayer exchange parameters, one FM

and two AFM configurations (stripe and up-up-down-down) were used. The spin

exchange energy equations in terms of magnetic exchange parameters for structures

of R3̄m symmetry are as follows:

EFM = 3ENM − 60J1Si · Sj − 60J2Si · Sj

EAFM1 = 3ENM + 12J1Si · Sj + 12J2Si · Sj

EAFM2 = 3ENM + 12J1Si · Sj − 12J2Si · Sj

For the interlayer exchange parameter, one FM and one AFM configuration

were used.

EFM = ENM − 6J⊥Si · Sj

EAFM1 = 3ENM + 6J⊥Si · Sj

The calculated values were multiplied by S2 to obtain the exchange coupling

in meV, assuming the spin of the local moment is S = 5/2.
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4.6 Supplementary Information

4.6.1 Raman peak assignment and eigenvectors

We start with a systematic analysis of Raman phonon spectra, shown in Fig.

4.5a. The nonmagnetic unit cell contains seven atoms, and thus there are 21 phonon

modes in total, consisting of 18 optical and 3 acoustic modes. Using representation

theory, these can be decomposed into irreps of the point group 3̄m. Of these, only the

Eg and A1g modes are Raman active. Polarized Raman spectroscopy measurements

are used to readily identify these modes based on their different selection rules. In

particular, Eg modes have non-vanishing diagonal Raman tensor components and are

thus visible under both parallel- and cross-polarized configurations, whereas the A1g

modes have only diagonal Raman tensor components and are visible only under the

parallel-polarized configuration. We did not observe any dependence on the in-plane

crystallographic orientation. First-principles calculations are used to enumerate

Figure 4.5: Polarized Raman spectra. a, Raman spectra with the incident and reflected
beams parallel- and cross-polarized with respect to each other, at 298 K. b, Eigenvectors
of Raman phonons, with the arrows denoting ionic motions, calculated using density func-
tional theory simulations. The arrow lengths are proportional to the actual calculated ionic
eigendisplacements for all modes.

all the Γ-point Raman-active optical phonon modes and their energies in Table 4.1.

Good agreement is obtained between the calculations and measurements for all the
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observed Raman phonons, confirming that the first-principles calculations provide a

good description of the lattice dynamics.

Table 4.1: Supplementary table 1. Raman phonon mode assignment. Raman
phonon symmetries and frequencies at the Γ-point, from density functional theory calcu-
lations (theory), and Raman spectroscopy (experiment) at 15 K.

Symmetry Frequency (cm−1) Frequency (cm−1)

(Theory, DFT) (Experiment at 15K)

Eg 32.9 27.2

A1g 50.7 49.1

Eg 79.8 69.8

Eg 112.9 108.3

A1g 119.2 113.1

A1g 148.9 146.6

The phonon eigendisplacements at the Γ-point, calculated using density functional

theory simulations, show that A1g phonons have purely out-of-plane ionic motions,

whereas Eg phonons have purely in-plane ionic motions.

4.6.2 Anomalous temperature-dependence of A1g
(1) mode

In Figure 4.6a, we plot the Raman spectra measured at 15 K and 300 K,

normalized to the height of the Eg
(3) peak at ∼113 cm-1, for convenience. We note

that the result identified below is independent of the choice of normalization. In

general, phonon peaks in Raman spectra broaden with increasing temperature due

to increased phonon-phonon scattering, with resultant lower peak heights. This is

visible for instance in theA1g
(3) peak at ∼145 cm-1. On the other hand, the scattering

intensity of the A1g
(1) mode exhibits an anomalous temperature-dependence, with

a dramatic decrease in height and integrated intensity, with decreasing temperature
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(see Supplementary Fig. 4.6b). It is apparent that this decrease in amplitude is

independent of the choice of normalization. The amplitude does not show any clear

correlation with the magnetic transition at TN = 24 K.

Figure 4.6: Anomalous temperature-dependence of A1g
(1) amplitude a, Unpolar-

ized Raman spectra at 15K and 300K, normalized to the height of the Eg
(3) peak at ∼115

cm-1. The A1g
(1) mode is highlighted in grey. b, The amplitude of the A1g

(1) peak, fit to
a Fano lineshape, as outlined in the Methods section.

A possible explanation for the dramatic change in scattering intensity with

temperature is proximity of the Raman excitation energy (633 nm = 1.96 eV) to

electronic transitions correlated with the ionic motion of the A1g
(1) mode. Optical

conductivity measurements [112] indeed show large changes in the measured tem-

perature range. Such resonant effects may be probed by measuring relative Raman

phonon scattering cross-sections as a function of the excitation energy. Resonant

effects are discussed in detail in Supplementary Note 5. The scattering intensity as-

sociated with the zone-boundary A1g
(1) mode is clearly visible in the field-dependent

Raman spectra in Fig. 4.1e in the main text. In the temperature-dependent Raman

spectra in Fig. 4.1c however, the anomalous temperature-dependence, described

above, appears to swamp the small zone-boundary scattering intensity.
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4.6.3 Field-dependance of Eg
(2), Eg

(3), and A1g
(3) spectral

weights

The integrated intensities of the Eg
(2), Eg

(3), and A1g
(3) phonons are plotted in

Figure 4.7a-c, respectively, as a function of magnetic field. The integrated intensities

were obtained by fitting individual spectra following the procedure outlined in the

Methods section, with the error bars denoting the standard deviation in fit values.

We note a small dip in the Eg
(2) intensity at the spin-flop critical field of 3.7 T.

Outside of this, the three modes shown here exhibit no clear field-dependent behavior

above the experimental and fitting uncertainty. In particular, there is no signature of

coupling to the antiferromagnetic order parameter and the associated zone-boundary

phonons.

Figure 4.7: Absence of magnetophononic coupling. The panels show spectral weights
of the a, Eg

(2), b, Eg
(3), and c, A1g

(2) modes respectively, as a function of magnetic field.
The error bars are standard deviations of the fit values.
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4.6.4 Generalized magnetophononic coupling and frequency

renormalization

We write down minimal lattice and spin Hamiltonians[113] to describe a

generalized magnetophononic coupling. Consider the lattice Hamiltonian described

by the harmonic approximation,

HL = H0
L +

1

2!

∂2H0
L

∂u2
α

u2
α + O(u3

α) ≈ H0
L +

1

2
Nµαν

02

α u2
α, (4.3)

Where uα is the displacement along the phonon normal mode α, µα is the reduced

mass, να is the frequency, and N is the number of unit cells. The magnetic ground

state energy described by a Heisenberg-like Hamiltonian,

H0
m = −

∑
ij

JijSi · Sj (4.4)

where i and j are spin site indices, and Jij is the isotropic exchange interaction

between spins at i and j. When this is perturbed by a zone-center optical phonon α,

the perturbed magnetic energy can be derived by considering the derivatives of Jij

with respect to the phonon normal mode displacement uα. Expanding up to second

order in uα , the perturbed exchange interaction is

J ′
ij(uα) = Jij +

∂Jij
∂uα

uα +
1

2

∂2Jij
∂u2

α

u2
α (4.5)

Here, the first order term, in the specific case of J=J⊥ is responsible for the

magnetophononic wave-mixing described in detail in the main text (Eq. 4.3 and 4.4).

The second order term, proportional to u2
α, renormalizes the harmonic term in the

lattice energy, resulting in spin-induced phonon frequency changes. Separating the

in-plane and out-of-plane exchange couplings, denoted by Jµ and J⊥
µ , respectively,

where µ = 1 ,2, . . . are the first- and second-nearest-neighbors and so on, and

assuming small spin-induced energy shifts i. e. να + να0 ≈ 2να, the renormalized

phonon frequency is given by
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να − να0 =
1

4Nµανα0
[
∑
µ

∂2Jµ
∂u2

α

∑
i

Si · Si+µ +
∑
µ

∂2J∂
µ

∂u2
α

∑
i

Si · Si+µ⊥ ]. (4.6)

The above expression shows the renormalization of the phonon frequency due

to spin order along different directions, through the respective exchange couplings.

Under a mean-field approximation, Eq. 4.6 simplifies to να − να0 ∝< S2 >. Ex-

perimentally, we observe such a spin-induced phonon frequency renormalization in

the A1g
(1) mode. The phonon frequencies are first extracted as a function of tem-

perature, using the fitting procedure outlined in the Methods section of the main

text. We then account for phonon-phonon interactions by fitting the temperature-

dependent phonon frequencies to that of a (cubic) anharmonic phonon, given by

ω(T ) = ω0 + A(1 + 2
eℏω0/2kBT−1

), where ω is the phonon frequency renormalized

by anharmonic (phonon-phonon) interactions, T is the temperature, ω0 is the bare

phonon frequency, and A is the mode-specific fitting constant.

Figure 4.8: Spin-induced phonon frequency renormalization. Temperature-
dependent frequency of the A1g

(1) phonon mode a, and 1g
(3) phonon mode b,. The black

lines are fits to the anharmonic phonon model described in the text. Error bars are stan-
dard deviations in fit values.

Fig. 4.8 shows the temperature-dependent frequency of the A1g
(1) mode,

with the black line 5 showing a fit to the anharmonic phonon model. The plot
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shows a small but clear deviation from the fit below TN = 24 K, indicating a spin-

induced phonon frequency renormalization. In contrast, the temperature-dependent

frequency of the A1g
(3) mode in Fig. 4.8 shows good agreement with the anharmonic

phonon model down to the lowest temperatures, indicating that the A1g
(3) mode does

not exhibit a significant spin-induced frequency renormalization.

Interestingly, we note that a previous study [76] on atomically thin flakes of

MnBi2Te4 reported a negative spin-induced frequency renormalization of the A1g
(1)

mode, contrary to the positive frequency renormalization observed in the bulk crys-

tals used in our study. This difference may possibly be due to changes in the electronic

and magnetic structure as a function of sample thickness in the 2D limit.

The strong magnetophononic coupling observed in the A1g
(2) mode in our

magneto-Raman measurements suggests that it too might exhibit a significant spin-

induced frequency shift. Unfortunately, the spectral overlap between the A1g
(2) and

Eg
(3) modes (see Fig. 4.5a) and strong A1g

(2) zone-boundary scattering intensity

below TN hinders a similar temperature-dependent frequency analysis for the A1g
(2)

mode. None of the other observed Raman phonons exhibit a spin-induced frequency

renormalization above the experimental uncertainty.

4.6.5 Resonant Raman effects

Resonant Raman effects may potentially give rise to temperature- and field-

dependent artifacts in phonon peak intensities due to changes in the electronic band

structure across phase transitions. In order to rule out such an explanation for the

phenomena reported in Fig. 4.1 and Fig. 4.2, we investigate resonant Raman effects

in MnBi2Te4 by measuring phonon spectra at different laser excitation energies. In

Fig. 4.9, we show the Raman phonon spectra measured with laser excitation energies

of 1.58 eV (785 nm), 1.96 eV (633 nm), and 2.71 eV (458 nm), at 297 K and zero

magnetic field. Note that the 1.58 eV Raman spectrum is only shown down to 65
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cm-1 due to the limitation of our low-frequency filters at this excitation wavelength.

Figure 4.9: Phonon spectra at different laser excitation energies. Raman phonon
spectra measured using 1.58 eV (785 nm), 1.96 eV (633 nm), and 2.71 eV (458 nm) laser

excitation energies at 297 K and zero magnetic field. Spectra are normalized to the A1g
(3)

peak intensity.

It is observed that phonon peak intensities indeed change as a function of the

laser excitation energy, however, these changes occur across all the observed phonon

modes, i. e. the three A1g modes as well as the three Eg modes. It is clear that this

result is independent of the choice of normalization. In contrast, the temperature-

and field-dependent magnetophononic effects observed in our study are only in the

A1g
(1) and A1g

(2) modes, with negligible changes in the scattering intensities of other

modes. Our observations reported in Fig. 4.1 and Fig. 4.2 are thus inconsistent with

resonant Raman effects.

Furthermore, upon tracking the A1g
(2) mode across the PM → AFM transition

at 24 K using the 1.58 eV (785 nm) laser excitation, it is found that the Raman

scattering intensity exhibits quantitatively the same behavior (see Fig. 4.10) as with

the 1.96 eV (633 nm) laser excitation (see Fig. 4.1c) – i. e. the A1g(2) scattering

intensity is enhanced by around 35% in the AFM phase. This is additional evidence

that the observed phenomenon is inconsistent with resonant Raman effects, wherein

different excitation energies would give rise to qualitatively different temperature-

dependent intensity changes. It is instead consistent with an effect arising from the
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AFM order, as in our model of magnetophononic wavemixing.

It is useful to consider the exchange energies involved in various magnetic

phase transitions in MnBi2Te4. The dominant in-plane nearest neighbor exchange

coupling is 0.12 meV, whereas the interplanar exchange coupling is an order-of-

magnitude weaker [114]. The temperature-driven PM → AFM transition is accom-

panied by significant magnetic energy changes due to the in-plane ordering of spins,

and the large in-plane exchange coupling. On the other hand, the in-plane ordering

remains unchanged in the out-of-plane magnetic field-driven AFM → FM transition,

with only the interplanar magnetic order being modulated.

The accompanying magnetic energy changes are thus an order of magnitude

weaker than in the PM → AFM transition. Hence it is expected that the associated

electronic structure changes as a function of out-of-plane magnetic field would also

be correspondingly small, minimizing artifacts due to resonant Raman effects. This

assertion is validated in our work, where we find that the scattering intensities of the

Eg modes and the A1g
(3) mode are unchanged as a function of out-of-plane magnetic

field within the experimental uncertainty, as outlined in Section 4.6.3, allowing us to

identify magnetophononic zone-folding in the A1g
(1) and A1g

(2) peaks. Importantly,

the phenomena observed in Fig. 4.1 and Fig. 4.2 are correlated not with magnetic

order itself, but specifically with AFM order. The zone-boundary phonon intensity

vanishes in the FM phase. In fact, as the results in Fig. 4.2 show, the zone-boundary

intensity of the A1g
(2) phonon quantitatively tracks the AFM order in both the

temperature- and magnetic field-dependent experiments.

Based on the above arguments, in order to rule out resonant Raman effects

and isolate peak intensity changes due to magnetophononic coupling, it is essential to

measure and analyze phonon scattering intensities as a function of both temperature

and magnetic field, as carried out in the present work.
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Figure 4.10: Temperature-dependent intensity of A1g
(2) mode with 1.58 eV ex-

citation. Raman spectra measured at 15 K and 35 K using a 1.58 eV (785 nm) laser
excitation. The dots are experimental datapoints, and the solid lines are fits as outlined
in the Methods section.

4.6.6 Symmetry of anomalous scattering intensity

Magnetic ordering can potentially give rise to one-magnon and two-magnon

resonances in Raman spectra. In order to eliminate the possibility that the anomalous

scattering intensities observed in our work (plotted in Fig. 4.1 and Fig. 4.2) are due

to magnons, we carry out a polarization analysis.

Magnons, by virtue of breaking time-reversal symmetry necessarily have off-

diagonal terms in the Raman tensor [115]. In MnBi2Te4, this is associated with

Eg modes, as opposed to A1g modes which are fully symmetric and have only di-

agonal components. The symmetry associated with Raman scattering intensity can

be identified as A1g or Eg using polarized Raman measurements, as in Supplemen-

tary Note 1. Here, we focus on the A1g
(2) mode. In Fig. 4.11, we show Raman

spectra obtained below and above the AFM ordering temperature TN = 24 K, corre-

sponding to parallel-polarization, which is sensitive to both A1g and Eg modes, and

cross-polarization, which is sensitive only to Eg modes. Our results clearly show that

the anomalous scattering intensity overlapped with the A1g
(2) phonon in the AFM
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phase has an A1g symmetry, since it is absent in the cross-polarized channel. This

rules out the possibility that it is due to a magnon. It is instead consistent with our

interpretation in terms of scattering intensity due to A1g
(2) zone-boundary phonons.

Figure 4.11: Temperature- and polarization-dependent A1g
(2) scattering inten-

sity. Raman spectra 17 measured at 15 K and 35 K with parallel- (a) and cross-polarization
(b) of incident and reflected light. The dots are 18 experimental datapoints, and solid lines
are fits as outlined in the Methods section.

The above inference is also consistent with magnon dispersions measured us-

ing inelastic neutron scattering [114]. The dispersion shows that zone-center magnons

are at around 1 meV (∼8 cm-1), whereas the highest energy zone-boundary magnons

are at 3 meV (∼25 cm-1). The low energy of zone-center magnons rules out the

possibility of one-magnon resonance interfering with phonon peaks. A two-magnon

resonance may plausibly interfere with the A1g
(1) mode at 47 cm-1 but would be too

low in energy to affect the A1g
(2) mode at 115 cm-1, ruling it out as an explanation for

the observed phenomena. Two-magnons are also typically associated with a broad

continuum of excitations rather than a well-defined peak, a feature that we do not
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observe in our experiments.

Pump-probe measurements-Fluence-dependence

The pump-probe measurements outlined in the main text show phonon ex-

citation via a displacive mechanism, where the ultrafast excitation of carriers by

the pump pulse shifts the quasiequilibrium ionic coordinates, generating coherent

phonons. Here, the amplitude of coherent phonons is directly proportional to the

pump-induced carrier density, i. e. the absorbed fluence. In this context, field-

dependent optical conductivity changes may influence coherent phonon amplitudes,

in addition to the magnetophononic coupling highlighted in the main text. We ac-

count for such magnetic-field dependent changes in absorbed fluence by normalizing

the pump-probe measurements with respect to the pump-induced carrier density.

The carrier density can be tracked by the maximum amplitude of the transient re-

flectivity trace, which occurs at a time delay of ∼0.9 ps. In Fig. 4.4 of the main

text, all the pump-probe traces are normalized with respect to this amplitude.

We verify the validity of this approach by separately measuring the transient

reflectivity and coherent phonon amplitudes as a function of pump fluence, shown in

Fig. 4.12a. The fits in Fig. 4.12b and 4.12c, carried out as outlined in the Methods,

show that both the maximum transient reflectivity (which tracks the absorbed flu-

ence and photoinduced carrier density) as well as the unnormalized coherent phonon

amplitudes scale linearly with fluence, confirming that the maximum amplitude of

the transient reflectivity trace indeed tracks the carrier density, validating the nor-

malization procedure used in the main text.

Finally, we note that outside of magnetic-field dependent changes in absorbed

fluence, there may potentially be additional magnetodielectric effects that change the

electron-phonon interactions and thus the Raman susceptibility, which can affect co-

herent phonon generation. To lowest order, such changes may be phenomenologically

described by a magnetodielectric effect of the form χe = χ
(0)
e + γM2, where χe is the
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Figure 4.12: Fluence-dependence of coherent phonons. a, Transient reflectivity
traces as a function of pump fluence from 20 to 300 µJ/cm2. b, Maximum sub-picosecond
amplitude of transient reflectivity as a function of pump fluence, which is a measure of
the photoinduced carrier density. c, Amplitude of A1g

(1) and A1g
(1) coherent phonons as

a function of pump fluence, extracted using the method outlined in the main text and
Methods. The lines in b and c are linear fits. Error bars are standard deviations in fit
values.

electrical susceptibility, γ is magnetodielectric coefficient, and M is the net magneti-

zation. Below, we explore possible changes to electron-phonon interaction due to such

a magnetodielectric effect. In the interest of conceptual clarity, we consider a simple

M−H dependence M = χmH, where χm is the magnetic susceptibility and H is the

external magnetic field, the Raman susceptibility of a phonon (which determines the

coherent phonon amplitude via a Raman-like displacive excitation) can then be writ-

ten as dχe

du
= dχ

(0)
e

du
+H2(2γχm

dχm

du
+χ2

m
dγ
du

). The expression in parenthesis determines
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the change in Raman susceptibility due to the magnetic field, where dχm

du
and dγ

du
are

the phonon modulation of the magnetic susceptibility and magnetodielectric cou-

pling coefficient, respectively. Such a field-dependent change in the coherent phonon

amplitude would then be a form of indirect magnetophononic coupling. Based on

our current pump-probe experimental data, we cannot completely rule out that such

indirect magnetophononic effects also have a contribution, in addition to the direct

magnetophononic effects highlighted in our manuscript.

4.6.7 Debye-Waller effect in ultrafast electron diffraction

Optical pump-probe experiments are typically initiated by ultrafast optical

(pump) pulses which generate photo-excited carriers (electrons and holes) - which, af-

ter thermalizing, decay through the generation of lattice (and spin) excitations. The

lattice excitations result in a disordering of the lattice. Ultrafast electron diffrac-

tion is a direct probe of this pump-induced lattice disorder, through the transient

Debye-Waller effect.

In general, the intensity of a Bragg reflection in an electron diffraction exper-

iment is given by

I0(Q) =
∑
j

fj(Q)exp(−2π2BjQ
2)exp(−i2πQ · rj) (4.7)

where the summation is over atoms in the unit cell (indexed by j), Q is the scattering

wavevector, fj is the atomic structure factor for electron diffraction for atom j, Bj

is the isotropic Debye-Waller factor for atom j, and rj is the position of atom j in

the unit cell. The Debye-Waller factor is given by Bj =< u2
j >, which is the root-

mean-square displacement of atom j about its mean position. A representative static

diffraction pattern from a ∼100 nm flake of MnBi2Te4 oriented along the (0 0 1)

crystallographic direction is shown in Fig. 4.13a.

Pump-induced lattice disorder increases Bj, i. e. Bj → Bj + ∆Bj , thus

generally resulting in a decrease in the transient Bragg reflection intensities. We can
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Figure 4.13: Transient Debye-Waller effect. a,, Static electron diffraction image, with
the (n n 0) family of peaks labeled. b, Transient Bragg reflection intensity obtained in the
t → ∞ limit from the exponential decay fit, plotted as a function of Q. The green line is
a guide to the eye. c, The exponential decay constant of the transient intensity of various
Bragg peaks. d, The exponential decay constant of the (2 2 0) peak as a function of pump
fluence. Error bars are standard deviations of fit values. The blue lines are guides to the
eye.

define an effective transient Debye-Waller factor ∆Beff as follows

I(Q) =
∑
j

fj(Q)exp(−2π2(Bj + ∆Bj)Q
2)exp(−i2πQ · rj)

= exp(−2π2∆BjQ
2)I0(Q)

(4.8)

The transient Bragg reflection intensity I(Q) is thus a quantitative measure

of the pump-induced lattice disorder, ∆Beff = ∆ < u2
eff >. The Debye-Waller effect

for a given family of Bragg reflections scales with Q, such that log( I
I0

) ∝ −Q2.
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In Fig 4.13b, we plot the transient intensity log( I
I0

) of the (n n 0) family of

Bragg reflections at the t → ∞ limit from the exponential decay fit (see Methods),

as a function of Q2. The linear dependence confirms that the observed evolution of

transient Bragg intensities is due to a Debye-Waller effect via pump-induced lattice

disorder.

The time constants of the transient intensities of various Bragg peaks, ob-

tained from exponential decay fits, are shown in Fig. 4.13c. Within the experimental

uncertainty, the time constant is uniform across different peaks.

In the main text, we use the transient Debye-Waller time constant from our

UED measurements to establish the timescale of lattice thermalization. However,

the optical pump-probe measurements reported in the main text use a much lower

fluence, of 0.1 mJ/cm2, as opposed to 7 mJ/cm2 used in the UED measurements

reported above. In this context, we report the thermalization time constants from

our UED measurements as a function of fluence, in Fig. 4.13d. The time constants

are largely unchanged from 5 to 9 mJ/cm2, with a slight increase at lower fluences.

Such a behavior is consistent with increased phonon-phonon scattering at

higher fluences [116]. It is expected then that the thermalization time constant at

the low fluences used in our optical measurements, with their correspondingly lower

phonon populations, would likely be even higher than that extracted from the UED

measurements; i. e. the UED time constant sets a lower bound for the phonon

thermalization time. This supports our assertion that phonon subsystem remains in

a nonequilibrium state through the entire time delay range measured in our study.
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Chapter 5

Spin precession and magnetization

dynamics in bulk MnBi2Te4

5.1 Abstract

We investigate spin precession and magnetization dynamics in the first in-

trinsic magnetic topological insulator MnBi2Te4 using time-resolved MOKE (TR-

MOKE) techniques. Clear indications of magnetic phase transitions are observed

in our time-resolved data, as well as detailed information on the magnetic ground

state present in the ultrafast demagnetization data. In the canted-AFM (c-AFM)

phase, magnetic oscillations of a few GHz appear. The frequency trend with the

out-of-plane external magnetic field points toward the oscillations originating from

an acoustic k=0 magnon which is gapped out due to some additional U(1) symmetry

breaking term. A theoretical model is developed which identifies the misalignment

between magnetic field and c-axis as the leading mechanism for magnon gap. The

c-AFM to FM transition as inferred from the sharp change in magnon frequency

trend obtained from TR-MOKE data takes place at a lower magnetic field than the

c-AMF-FM transition seen in equilibrium measurements.
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5.2 introduction

Magnetic 2D materials have seen an explosion of interest in recent years, pro-

viding intriguing and versatile platforms for theorists and experimentalists to explore

novel low-dimensional magnetism while potentially enabling real-world applications

including magnetic memory storage and quantum computing [117], [118]. These

materials host a variety of exotic magnetic phenomena and phases. This includes

the Quantum Anomalous Hall Effect (QAHE), axionic and Chern insulating phases,

proximate spin liquid ground states, and layer-dependent magnetism [22], [25], [27],

[36], [44], [46], [119]–[122]. Additionally, van der Waals (vdW) magnets can be exfo-

liated down to the monolayer limit, which permits layer control of MBT and enables

engineering layered 2D heterostructures [123].

In stride with the goal of characterizing these new and exciting materials is

the goal of controlling their macroscopic properties. Light is a useful tool on both

fronts providing novel routes for mode-selective excitation and probing of quantum

materials. One of the most exciting examples of light-based control in quantum

materials was seen in the time-resolved ARPES measurements on the topological in-

sulator Bi2Se3. Using Mid-IR light hybridization between between the surface states

and photons were seen in the form of Floquet-Bloch states appearing after excita-

tion [124], [125]. In the optical and near-IR light has the ability to drive electronic

interband transitions. Moreover, with short pulse excitation the abrupt introduction

of excited charges in a sample causes ultrafast modification to the crystal lattice, or-

bital, and spin degrees of freedom [126], [127]. For example, recent studies [92] have

shown mid-IR optically-driven phonons in DyFeO3 cause an ultrafast non-thermal

spin reorientation which takes the system from an AFM to a weakly ferromagnetic

(WFM) magnetic configuration, proving the utility of optics in driving macroscopic

phase transitions which change the magnetic state and symmetry of the system.

In 2D systems like MoTe2, photoexcitation can change the electron density in the
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material which ultimately causes a structural transition leading to nontrivial band

topology, highlighting the usefulness of photoexcitation in controlling 2D and topo-

logical materials [128].

In recent years, MnBi2Te4 (MBT) has garnered great interest in the con-

densed matter community. An intrinsic magnetic topological insulator (TI), MBT

overcomes the issue of extremely low ordering temperatures that is prevalent in other

materials [13], [14], [18], [129]. MBT is a van der Waals (vdW) magnet, which orders

into an A-type antiferromagnet at a Néel temperature of TN=24K. As a function of

temperature and magnetic field, MBT also experiences canted-AFM (c-AFM), para-

magnetic (PM), and field-induced ferromagnetic (FM) states (see Fig. 5.1a) [22]–[24],

[44]. There are reports of the quantum anomalous Hall effect (QAHE) and axionic

insulator states for odd and even number of layers MBT, respectively [22], [25], [27],

[46], [119]. Additionally there are reports of a C=1 Chern insulator phase in MBT

when it is in the c-AFM phase, indicating nontrivial topology [27], [36], [44]. These

results indicate a link between the magnetic phases and the topology, suggesting the

possibility of inducing concomitant magnetic and topological transitions in MBT.

Recent magneto-Raman and ultrafast pump-probe spectroscopy measurements re-

veal that the interlayer exchange is coupled to optical phonons [130]. Theoretical

work indicates that intense laser pulses in resonance with phonons in MBT lead

to sign changes in the interlayer exchange interactions accompanied by topological

band transitions [99], while circularly polarized light in the eV range could induce

Chern number changes in MBT [131] and related heterostructures [132]. As topology

and magnetism are intertwined, MBT is a prime candidate for magnetic topologi-

cal control. One route to accomplish this is with optics. Therefore it is imperative

to understand photoexcited magnetization dynamics in MBT with a view towards

topological control.

In this chapter we focus on magnetic spin precession in bulk MBT. The

precession is observed in the c-AFM phase detected using time-resolved magneto-
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optical Kerr effect (TR-MOKE) in the polar Kerr geometry. We investigate how the

precession dynamics evolve with external magnetic field, temperature, and fluence.

The collective spin excitations of the magnetic phases of MBT have been reported

for few-layer MBT samples studied via Raman scattering [133], and two-color pump-

probe reflectivity and MOKE measurements in the presence of an in-plane magnetic

field [60]. In our work, MBT demagnetization dynamics will also be highlighted, as

they offer a clear indication of magnetic phase transitions and help in describing the

microscopic physics of what happens to the complex magnetic system after an optical

pump pulse arrives. By thoroughly investigating the magnetization dynamics and

spin precession, we will demonstrate that MBT is an intriguing material not just

for its topological characteristics but also for its rich magnetic properties and its

sensitivity to optical perturbation.

5.3 Methods

5.3.1 Experimental set up

In this study, we performed time-resolved MOKE (TR-MOKE) on bulk single-

crystal MBT as a function of magnetic field, temperature, and fluence. The pump

beam was centered around 850 nm (1.46 eV) and compressed to approximately 50

fs with an FWHM diameter of 92 µm on the sample surface. The output from our

Spirit laser (Spirit-1040-8) was used as the probe beam, centered at 1040 nm (1.19

eV) with a pulse duration of 350 fs and FWHM diameter of around 52 µm. The

penetration depth of our pump is 49nm, or around 12 septuple layers (SL). For the

pump, a fluence of 20 µJ/cm2 was used for all data unless specified otherwise, the

probe was set to a fluence of 10 µJ/cm2. After reflecting off the sample a pick-

off mirror directs the probe beam into the detection scheme. Lenses and long pass

filters shape the beam and get rid of pump scatter to improve the signal to noise,
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respectively. A half waveplate, Wollaston prism, and balanced photodiode detector

are used to perform the MOKE measurements (See Chapter 3 for more information).

5.3.2 Data analysis

In general, the dynamics of the TR-MOKE data can be categorized by the

fast demagnetization (∼ 1 ps), the slower demagnetizations (70 ps and 400 ps), and

in the c-AFM phase, oscillations of the Mn spins (∼ 100 ps). Since our probe energy

is around 1.2 eV, the experiment is sensitive to the Bi and Te p-like spins, whereas

the localized Mn d spins are ∼ 4 eV below the Fermi energy [134]. Despite this, due

to a large Jpd coupling (coupling of the itinerant p spins to the localized Mn d spins)

the p-like spins reflect the dynamics of Mn d spins at longer timescales. In the first

10ps a fast demagnetization process occurs, with a characteristic timescale of around

a picosecond. This process is attributed to ultrafast demagnetization of the p-like

Bi/Te bands due to electron-optical phonon scattering where the phonons provide the

momentum to cause a spin-flip in these itinerant bands [134]. This demagnetization

process is fit to a minimal single exponential rise: Af (1 − e−t/tf) + Cf . AF and

tf are the amplitude and rise time of the ultrafast demagnetization, while Cf is an

offset. The demagnetization process with the longer timescale can be attributed to

spin-lattice thermalization of the Mn spins (∼ 400 ps). There is an intermediate

timescale (∼ 70 ps) which comes from the Jpd term mentioned earlier, this process

corresponds to the localized Mn d spins reacting to the ultrafast demagnetization of

the itinerant p-like spins through Jpd coupling. This 70 ps demagnetization timescale

is clearly seen at higher fluences, where there is more ultrafast demagnetization of the

p-like spins to drive the Jpd driven demagnetization dynamics. Since most of the data

was taken at lower fluences where this intermediate timescale demagnetization is less

apparent, the data can be fit by just using one slow timescale. For more information

on the Jpd demagnetization see supplemental note 4. The spin precession and slow
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demagnetization data was fit from 10-1000 ps, leaving out the ultrafast electron-

optical phonon mediated demagnetization process and focusing on the localized Mn

spins. To fit the spin precession data, the exponential demagnetization signal was

fit with (A1−A2 ∗ e−t/t1)e−t/t2 +C1 and the residual damped oscillation was fit with

A3 sin(ωt)e−t/t3 + C2. Here, A3 represents the amplitude of the spin precession, ω

the frequency, and t3 is the decay time constant of the precession, which can be used

to find the Gilbert damping parameter α by α = 1
ωt3

.

5.4 Results

5.4.1 Ultrafast optical and magneto-optical response of

MBT

Before discussing the spin precession and slow demagnetization dynamics it

is important to understand the response of the charge, lattice, and spin degrees of

freedom in the ultrafast regime. In Fig. 5.1b, from time-resolved reflectivity there are

clearly two oscillations that are launched by the pump, riding on top of an ultrafast

carrier relaxation peak. The oscillations correspond to the fully symmetric A
(1)
1g and

A
(2)
1g phonon modes, with frequencies of 1.5 THz and 3.4 THz, respectively (see Fig.

5.1c)[76], [99], [130], [135], [136]. In Fig. 5.1d we see the full tr-MOKE response to

the pump, with the initial ultrafast demagnetization followed by a ∼6 GHz oscillation

on top of a slower exponential demagnetization. This oscillation emerges in our data

as we go from the AFM to the c-AFM phase. The oscillating dynamics will be

the main focus of this work. To clearly demonstrate the ultrafast demagnetization

Fig. 5.1e shows the first 10 ps of Fig. 5.1d. This ultrafast demagnetization was

explained in a previous work [134] as Elliott-Yafet demagnetization where itinerant

spins scatter off of optical phonons launched by the pump. This results in a spin flip

and thus an overall demagnetization of itinerant carriers on ultra-fast timescales.
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Figure 5.1: Crystal structure and ultrafast response: a. Temperature vs. field
applied along the c-axis phase diagram adapted from [22]. b. The ultrafast dR/R signal
from MBT, shown with a fit in green and the residual in red. The data was taken at 2
K, 3.8 T, with a pump fluence of 100 µJ/cm2. c. FFT of the residual from b., the peak

at 1.5 THz corresponds to the A1g
(1) phonon and the peak at 3.4 THz corresponds to the

A1g
(2) phonon. d. Time-resolved MOKE scan, data collected at 2 K, 3.8 T, with a pump

fluence of 20 µJ/cm2. e. First 10 ps of the data in d.
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5.4.2 Temperature dependence of spin precession

At a field of 3.8 T, a temperature sweep was performed to investigate how the

spin precession evolves (Fig. 5.2a). The ultrafast demagnetization amplitudes are

plotted in Fig.5.2b. The amplitudes reflect the equilibrium magnetization as seen in

other studies [23], [24], with TN ∼ 20 K, confirming that TR-MOKE is a sensitive

probe of the magnetization in MBT. The dip in amplitude around 10 K however

was not observed in the previous studies. This may be due to the fact that in [23],

[24] magnetization was measured directly with SQUID magnetometry. The dip at

10 K in Fig.5.2b may be due to changes in the optical properties of the material, or

a change in the population of phonons which cause the ultrafast demagnetizaiton.

Interestingly, the spin precession amplitude in Fig. 5.2d seems to be affected by the

lower than expected ultrafast demagnetization amplitude at 10K as well. This points

toward the ultrafast demagnetization in MBT affecting the precessional amplitude

seen at later times. Further studies are needed to understand this feature. As the

temperature is increased from 2 K to 30 K the spin precession displays a clear trend

where the frequency and amplitude decrease. This is illustrated in Fig.5.2c,d, where

the frequency follows an order parameter-like decrease upon approaching TN (at 3.8

T, TN ∼ 20 K) [23], [24], marking the transition from c-AFM to PM. The decay

times and Gilbert damping of the precession as a function of temperature are in

Supplemental note 3. Fig.5.2a. shows a distinct difference in the response for MBT

in the c-AFM vs. the PM state under these experimental conditions. Most notably, as

the temperature is increased the response transforms from a spin precession on top of

an exponential background (c-AFM) to a purely exponential demagnetization process

(PM) with a larger amplitude around TN. This further reinforces the idea that the

oscillations are magnetic in nature. The increase in demagnetization signal across

the phase boundary can be understood in the framework of a simple heating model

proposed in [60], [134]. The evolution of the slow and fast demagnetization dynamics

across the c-AFM-PM phase boundary is explored in more detail in Supplemental
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note 5.

To gain additional insight into the magnetic nature of MBT we fit the spin

precession frequency at 3.8 T as a function of temperature to the power law function:

Frequency ∝ (
TN − T

TN

)β (5.1)

which gives a critical exponent of β=0.332±0.028 and TN is fit to 18.126±0.076.

This reduced TN can be explained by pump induced heating. At 18K, heating from

the 20 µJ/cm2 pump is around 2.5 K, matching well with the previously mentioned

TN at 3.8 T of roughly 20 K [23], [24]. Supplemental note 1 provides more details

on the pump-induced heating. As for the critical exponent, β=0.332±0.028 is quite

close to the value seen in [23] of β=0.35±0.02, retrieved from Bragg intensity signal

as a function of temperature. The value of β=0.332±0.028 is close to the 3D Ising

model value of β=0.326 [137]. See Supplemental note 2 for more information on

critical exponent fitting with heating accounted for.

The main take-away from the temperature sweep is that the spin precession

appears to be intimately connected to the ground state behavior of the Mn d-spins

present in the system. The frequency displays order parameter-like behavior, repro-

ducing a similar TN at 3.8 T, and showing clear differences in the response across

the magnetic phase transitions in MBT. Supplemental note 5 has a detailed analysis

of the fast and slow demagnetization amplitudes vs temperature at 3 different fields

(3.8 T, 5.8 T, and 7 T), with both amplitudes being an accurate reporter on the

magnetic ground state and closely reproducing the different TN observed at different

fields.

5.4.3 Magnetic field dependence of spin precession

To further investigate the magnetic nature of the oscillation seen in the c-

AFM phase, we conducted a detailed field dependence from 3.8 T to 7 T in steps of

0.2 T while the sample was kept at 2 K. The magnetic field dependence of the spin
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Figure 5.2: Temperature dependence of spin precession a. A temperature sweep
taken at, 3.8 T, each temperature is presented with an offset to help show the dynamics. A
clear cross-over in behavior is observed between 18 K and 20 K indicating the c-AFM-PM
phase transition. b. Ultrafast demagnetization amplitude vs. temperature. c. Frequency
vs. temperature, clear order parameter-like behavior occurs as the temperature approaches
TN, with a critical exponent of β=0.332. d. Precessional amplitude vs. temperature, also
displaying magnetization-like behavior upon increasing the temperature to TN.
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Figure 5.3: Magnetic field dependence of spin precession: a. A magnetic field sweep
taken at 2 K. b. Ultrafast demagnetization amplitude vs. field extracted from the field
sweep. c. Precessional frequency vs. field, initially decreasing with increasing field up to
5.4 T, from 6.4 T to 7 T frequency increases linearly. Data in the range of 5.6 T-6.2 T
showed no apparent oscillations. d. Oscillation amplitude vs. field, computed by fitting
the residual of the exponential fits to a decaying oscillation. For field values in the region
of 5.6 T-6.2 T the dynamics fit well to a purely exponential model.
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precession can be seen in Fig. 5.3a. As the field is increased from 3.8 T the amplitude

and frequency of the oscillation decrease until, at around 6 T, the dynamics appear

purely exponential in nature. Interestingly, as the field is increased past 6T the

oscillation reappears with increasing frequency at larger fields as seen in Fig. 5.3c.

Importantly, the oscillations reappear with a π phase shift as the field is increased

past 6 T. This is an unexpected result, as this change from decreasing to increasing

behavior with field usually marks the transition from c-AFM to FM alignment. This

will be discussed in greater detail in Section V. In Fig. 5.3d the amplitude of the

spin precession was calculated by fitting the residual signal taken from subtracting

the data from the exponential fit described in methods and fitting it to a decaying

oscillation. It is apparent from this plot that the field values 5.6 T-6.2 T display

purely demagnetization dynamics, with no oscillations being observed. The Gilbert

damping and decay times of the oscillation as a function of magnetic field are shown

in Supplemental note 3.

In the following section magnon energies will be theoretically computed to

aide in understanding the field dependence of the spin precession. Interestingly, Fig.

5.3b shows the ultrafast demagnetization signal increasing with field for all field steps

except for a kink between 5.4 T and 5.6 T. Whether this is experimental noise and

can be attributed to error or if it is indicative of an intrinsic physical change in

the system is currently unclear. Importantly this points toward MBT still being

in the c-AFM state in equilibrium up to 7 T, since magnetization monotonically

increases with field in the c-AFM state until FM alignment. And as demonstrated in

Fig. 5.2b, the ultrafast demagnetization amplitude is a good reporter of equilibrium

magnetization in the sample.
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5.4.4 Fluence dependence of spin precession

The spin precession dynamics at 3.8 T and 2 K, are plotted at several fluences

in Fig. 5.4a,b. In general, the spin precession amplitude increases linearly with

respect to fluence (Fig. 5.4d) up until around 200 µJ/cm2, where the behavior

is a mixture between c-AFM spin precession and PM demagnetization, with the

oscillation appearing over-damped. See Supplemental note 4 for more information on

the fluence dependence. As seen in Fig. 5.4c, the frequency is relatively unaffected by

increasing fluence with a more noticeable decrease in frequency happening at higher

fluences. The frequency behavior can be attributed to the background thermalization

that takes place amongst the Mn d spins and the lattice. In Supplemental note 2

the heating calculated from the frequency decreases in the fluence data extrapolates

well to a basic two-temperature model (TTM). Information on the decay time and

Gilbert damping of the oscillations as function of fluence is given in Supplemental

note 3.

Both the oscillation amplitude and the ultrafast demagnetization (see Sup-

plemental note 4) are linearly related to the fluence. This points toward the spin

precession being tied to the ultrahot carriers excited by the pump. In previous op-

tical studies on MBT with similar pump and probe energies [130], a linear relation

between fluence and excited carriers observed in time-resolved reflectivity was estab-

lished. In this paradigm the launching mechanism for the spin precession is caused

by the absorption of a photon by the p-like spins in the system.

Starting from the oscillation which emerges in the TR-MOKE data as the

magnetic order is changed from AFM to c-AFM we confirmed its magnetic nature by

taking temperature dependent data. The precession amplitude and frequency both

go to zero as the TN is approached, with the frequency in particular showing order

parameter-like behavior. The magnetic field was tuned and dramatic changes to the

frequency, amplitude, and phase of the mode were observed. By taking data as a

function of fluence the linear relation between ultrafast demagnetization, ultrahot
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excited carriers, and precession amplitude is established. In the next section we use

theory and modelling to uncover information about the mode we are exciting and

the symmetry requirements.

5.5 Theory

In this section the magnetic Hamiltonian from Chapter 2 is used, where an

external field along the z direction, parallel to the c-axis in MBT is applied.

H = J
∑
⟨ij⟩

S⃗i · S⃗j −K
∑
i

(Sz
i )2 − H⃗ext ·

∑
i

S⃗i (5.2)

Using Holstein-Primakoff transformations analytic expressions for the magnon ener-

gies in the c-AFM phase are found with the two solutions corresponding to an upper

and lower branch which represent optical and acoustic magnons respectively. Due

to selection rules this will naturally be a k=0 magnon, the energies of the magnon

branches at small k are:

ω+
k ∼

√
2HE(

H2
ext(2HE + HK)

(2HE −HK)2
−HK) + O(k2)

ω−
k ∼ k

√
HE((2HE −HK)2 −H2

ext) + O(k2)

(5.3)

where HE and HA are the exchange and anisotropy fields defined in Chapter 2.

Using the values of HE=5.1 T and HA=1.58 T, at 3.8 T the ω+
k mode corresponds

to a frequency of ∼75GHz. This upper branch mode also increases frequency with

increasing field, opposite to what is observed in our experiments. The acoustic mode

shows for finite k, increasing applied field will decrease the frequency up until zero,

when the critical field of HFM = (2HE − HK) is achieved and the sample is FM

aligned.

The main issue is the the linear dependence on k of the acoustic magnon

mode, since we are limited to optical transition and processes, this means that the
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Figure 5.4: Fluence dependence of spin precession: a,b. Spin precession at 3.8 T
swept through fluences of 4 µJ/cm2-40 µJ/cm2 in a. and 100 µJ/cm2-600 µJ/cm2 in
b. For fluences up to 100 µJ/cm2 the spin precession can be clearly resolved. c. Spin
precession amplitude vs. fluence for 4 µJ/cm2-100 µJ/cm2. d. Frequency vs. fluence for
4 µJ/cm2-100 µJ/cm2.
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lower branch mode will always be gapless. One way to think of this is that with

the field applied exactly along the c-axis, the system has U(1) symmetry and will

necessarily have gapless excitations. To overcome this an in-plane anisotropy must

be considered to break this symmetry and gap the lower branch magnons at k=0.

To explain this gapped behavior we considered a small misalignment between the

magnetic field and the c-axis. The small misalignment breaks the U(1) symmetry

and is found to gap the acoustic magnon branch at k=0 (see Fig. 5.5a). Now the

expression for the lower branch acoustic magnon at k=0 with an in-plane anisotropy

field HKx given by

ω−(k = 0) =

√
HKx(2HE − (HK −HKx) − H2

ext

2HE − (HK −HKx)
) (5.4)

In Fig. 5.5b, for small misalignment angles between three and five degrees there are

oscillations which match both the frequency values and the field behavior extremely

well. For the misalignment angle of 3.4 degrees in Fig. 5.5b, to fit to the experimental

data the exchange field must be changed to twice its original value while the exchange

field decreases by roughly 10%.

While the model accurately captures the frequency behavior of the gapped

acoustic magnon from 3.8 T to 5.4 T it does not explain the oscillations seen at higher

fields. In Fig. 5.5b after the mode goes to zero and the system is FM aligned, the

frequency of the FM mode increases much fast with field than our experimental data.

FM spin precession frequency is given by µBgH, where g is the g-factor. This means

that all FM spin precession should exhibit a frequency vs. field slope of 28 GHz/T.

Our data in the FM-like region only has a slope of ∼ 4 GHz/T. A possible explanation

may be that as the system approaches FM alignment, the magnon energies tend

toward zero. At these low energies their may be a large thermal population of

magnons which can lead to enhanced interaction effects. These magnon-magnon

interactions could play a role in altering the FM transition as well as changing the

slope of frequencies with field.
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Figure 5.5: Modelling the acoustic magnon with a misaligned field: a. The acoustic
branch dispersion close to the k=0 point at 7 T as a function of misalignment angles. Inset:
zoomed out view of the optical and acoustic magnons when no misalignment is present. b.
Frequency vs. field of the acoustic mode for different misalignment angles.
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5.6 Discussion

In other studies on VdW materials with A-type AFM magnetic ordering there

is an observed in-phase k=0 acoustic mode which is seen to decrease in frequency as

magnetic field is increased in the geometry where the field induces a canting as it is

applied perpendicular to the easy axis [60], [138], [139]. While our field is applied

parallel to the easy axis, since MBT undergoes a spin-flop transition, above 3.8 T

the field is effectively canting the sublattices in a similar fashion. In this scenario

when the field fully polarizes the spins the low energy mode goes to zero, with the

frequency increasing at a rate of 28 GHz/T once FM spin alignment is achieved by

the external field. This is similar to what is seen in our data, interestingly though, the

frequency goes to zero at around 6 T. This is well below the FM alignment of around

7.7 T, however in [139] the low energy mode also reaches zero frequency at a field

slightly lower than the FM field. This behavior may be indicative of the crossover of

c-AFM to FM-like magnons occurring at a lower field than the equilibrium crossover

in vdW material.

We modeled the acoustic branch in the c-AFM state of MBT as a function

of field and found that for many k values near k=0 the frequency behavior was

matching what was seen in our data. One issue is that for k=0 the acoustic branch

magnon energy is always zero, this can be resolved by the fact that our magnetic

field is slightly offset from the c-axis, giving some in-plane anisotropy due to the

external field. An in-plane anisotropy effectively gaps the magnon mode at k=0 on

the acoustic branch and gives finite frequency to the spin precession which matches

well with our data. A similar behavior has been observed in 7- and 8-SL MBT in [60],

and was also explained as originating from the magnetic field having some in-plane

component gapping the k=0 acoustic mode. The behavior with the field follows

our data, with the frequency decreasing with increasing field. Additionally, the

frequencies that we calculate with an in-plane anisotropy due to a slight misalignment
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angle (3-4 degrees) agree with our values in the experiment. The consistency between

both the frequency values and behavior with external field indicate that what we see

in the TR-MOKE data is an acoustic magnon which is gapped due to a small in-plane

anisotropy due to field misalignment or other effects, as we have discussed.

The c-AFM-FM type crossover at 6 T is not very well understood at the

moment, however other works on MBT have noted AFM-FM like crossover in the

magnon branches at around 6 T [137]. A study on another VdW AFM [139] see

an FM crossover behavior in the magnon frequency vs field at slightly lower fields,

similar to what we see. Developing a better understanding of why magnon dynamics

in some vdW materials display a lower c-AFM to FM transition could guide the way

towards the goal of controlling the magnetic ground state. Another open question is

related to the behavior of how the spin precession evolves with external field takes

past 6 T, where ‘FM-like’ spin precession is observed. FM-like precession in high

fields should have a slope of 28 GHz/T, equal to the electron gyromagnetic ratio,

and is observed in a similar optical MOKE experiment on a VdW magnet [139]. The

FM-like spin processions observed in our data have a slope of around 3.5 GHz/T,

which is a factor of 8 smaller than the expected value. This may be due to the high

thermal magnon population around the c-AFM-FM transition field causing increased

magnon-magnon interactions.

Despite MBT being an AFM, recent studies point toward it having FM char-

acter in the c-AFM phase. An ESR study [137] on MnBi2Te4(Bi2Te3)n n=0,1 demon-

strated that MnBi4Te7 behaves like a FM even though it has AFM interlayer coupling.

The authors explain that due to the weak interlayer coupling MnBi4Te7 displays FM

like dynamics. Similarly they found that in MnBi24 the magnon dispersions cross

over from c-AFM-like to FM-like at around 6 T, before the FM transition and at

a similar field where we see our frequency behavior reverse. Another reason why

MnBi24 may have FM-like characteristics is because of MnBi antisite defects [140],

[141]([140] was on MnBi4Te7 and MnBi6Te10). These defects place magnetic Mn ions
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which carry a localized moment where Bi atoms should located. These misplaced

Mn spins have an AFM coupling with the Mn spins in the middle layer of the same

unit cell while having an FM coupling to adjacent MnBi antisite spins, giving the sys-

tem a ferrimagnetic like ordering. This type of defect with its associated couplings

effectively lowers the energy for an FM alignment in MBT, although the amount of

MnBi defects vary greatly sample to sample and are intimately related to the growing

conditions. This Ferrimagnetic configuration arising from MnBi antisite defects could

be a part of the explanation for the non-trivial behavior of the spin precession with

applied field and why MBT plays host to FM like magnetic excitations below the FM

saturation field. In addition to the competition between AFM and FM ground states,

magnetic anisotropy in MBT is extremely dependent on the spin-orbit coupling of

both the Mn and Te [142]. Since our pump is exciting electrons in the Te p-states it

is reasonable to believe that this could be the cause of the change in anisotropy that

our model predicts.

5.7 Conclusion

Time resolved MOKE is an invaluable tool for probing both the magnetic

ground state and excitations in MBT. We see clear signs of phase transitions be-

tween the c-AFM and PM phases in the slow dynamics, while the fast dynamics give

us a look at the equilibrium magnetization in the material. Sweeping temperature

in the c-AFM state demonstrates how the spin precession evolves as a function of

temperature, with the frequency in particular showing order parameter like behav-

ior. The critical exponent matches up well with values reported in the literature,

demonstrating that the oscillation is intimately related to the magnetism in MBT.

The magnetic field dependence of the spin precession in MBT is striking, and

some features are slightly unexpected. We observe what appears to be a k=0 acoustic

magnon that is gapped by a small in-plane component of the external magnetic field
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due to misalignment. The behavior of the precession going to zero frequency at 6 T

points to c-AFM–FM transition occurring at a field almost 2 T below what literature

and our ultrafast tr-MOKE data indicate. Whether this is due to a massive pump-

induced change in anisotropy and/or interlayer coupling or if the magnon spectrum

in MBT naturally goes from AFM-FM at lower fields than equilibrium, which has

been reported elsewhere[137] remains to be seen. Additionally, in what appears to

be the FM state, the precession frequency vs. field slope is much lower than the

expected value of 28 GHz/T. The prospect of understanding this spin precession

data is exciting since there is a natural incentive to control magnetism in MBT to

switch between topological states in the material. Understanding why the excitation

spectrum can be biased toward FM behavior at lower fields than the equilibrium

transition then that may open the door for tuning the magnetic ground state between

c-AFM-FM on demand.

5.8 Supplementary Information

5.8.1 Pump-induced heating

When looking at time-resolved pump-probe data, it is absolutely imperative

that one understands the effects of laser heating on the sample, and MBT is no

exception. The top temperature vs. fluence plot was calculated using a two temper-

ature model (TTM), wherein energy in the form of the pump pulse is deposited into

the electron subsystem, which initially thermalizes with itself on ultrafast timescales

(electron-electron thermalization), and then with the lattice on longer but still ul-

trafast timescales (1-2ps). This two temperature model neglects both the itinerant

spin systems from the p-like bands of Te and Bi and the localized Mn 3d spins. This

means that the heating calculated with the TTM is an upper bound since it does

not account for energy flowing into the spin subsystems.
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Figure 5.6: Heating vs. Fluence calculated from the TTM.

Using a fluence of 20 µJ/cm2, our sample is heated from 2 K to 11.2 K by

the pump. Again, to reiterate: since the TTM ignores the spin subsystems this is no

doubt an upper bound of the heating, and as we’ll see in the next section we most

likely heat the sample to around 8.6 K under normal experimental conditions.

5.8.2 Heating calculated from fluence data

Operating under the assumption that the frequency change in the fluence

sweep originates from background heating, the frequency vs. fluence data can be

used to estimate heating vs. fluence. First the low fluence data is used to approx-

imate what the zero fluence frequency would be at 2K. Using the same power law

dependence of β = 0.332, and with a zero temperature frequency estimated from

the low fluence and low temperature data we can now estimate the heating from the

fluence data. By equating the frequency at a certain fluence to a frequency as a func-

tion of temperature using the power law equation the heating at each fluence can be

calculated. From the right side of Fig. 5.7 it can be seen that the TTM overestimates
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the equilibrium temperature reached by electron-lattice thermalization. This makes

sense since the TTM neglects both the spin subsytems of the Mn d-spins and the Bi

and Te p-spins. The heating calculated from the fluence data predicts that the 20

µJ/cm2 pump fluence at 2 K causes the sample to reach a temperature of around 8.6

K. Using the heating calculated from the heating data a frequency vs. temperature

plot can be made using adjusted values of temperature to account for the heating

from our pump. On the left of Fig. 5.7 we can see that the critical exponent is

slightly higher than the original value of 0.332, and now the critical temperature for

this adjusted plot is fit to TC=20.7 K, which agrees extremely well with previous

values reported in literature [23], [24].

Figure 5.7: Left: Critical exponent fit for frequency vs. temperature plot, with the tem-
peratures adjusted for pump heating. Right: The heating calculated from the frequency
vs. fluence data set (blue) compared to the TTM heating (orange).

5.8.3 Decay times and Gilbert damping

In Fig. 5.8 a.-c. The decay times of the spin precession oscillations are shown

as a function of temperature, fluence, and field, respectively. To complement these

decay times in Fig. 5.8 d.-f. The Gilbert damping (α = 1
ωt3

) of the spin precession
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oscillations are shown as a function of temperature, fluence, and field, respectively.

In general, the temperature and fluence plots tell a similar story of the decay time

decreasing as the temperature increased. Note however, the last two temperatures

show an increasing decay time which goes against this trend. The decrease of decay

time with temperature can be rationalized by the fact that spin fluctuations increase

around magnetic phase transitions [36]. The increase of spin fluctuations around

phase transitions can cause the oscillations to die out faster than they would at

lower temperatures. Fig. 5.8d.,e. the Gilbert damping monotonically increases as

a function of fluence and temperature, in part due to the decreasing decay times

but mostly due to the decrease in frequency seen in these data sets. Fig. 5.8c

shows the decay time of the oscillations increase with increasing field. The Gilbert

damping in Fig. 5.8f staying mostly flat in the field region where the acoustic mode

is observed, before dropping noticeably in the FM-like region of precession. The

fact that the oscillations decay slower in the high field regions is intriguing because

opposite behavior was observed for the field in-plane acoustic magnons seen in [60].

5.8.4 Fluence dependence of demagnetization times and am-

plitudes

As mentioned earlier, there are two slow demagetization times, one on the

order of 300 ps which is attributed to Mn d-spin-lattice thermalization, and another

on the order of 70 ps which comes Jpd coupling. The latter is only seen at higher

fluence, in Fig. 5.9 the Jpd demagnetization can be seen causing an increasingly

rapid demagnetization with increasing fluence for all three sampled fields. For more

information on Jpd coupling and its implication towards topological properties in

MBT refer to [134].

Fig. 5.10 shows the ultrafast demagnetization dynamics as a function of flu-

ence. The left figure shows that when normalized to the value at 10 ps, the different

108



Figure 5.8: a.-c. Decay time as a function of temperature (a.), fluence (b.), and field
(c.).d.-f. Gilbert damping calculated from the decay times in a.-c..

Figure 5.9: Fluence sweeps at 3.8 T, 5.8 T, and 7 T, with all data taken at 2 K.

fluence scans have similar dynamics. The figure on the right plots demagnetizaiton

amplitude at 10 ps vs. fluence, and demonstrates a linear relationship between ul-

trafast demagnetization and pump fluence. The fact that ultrafast demagnetization,
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Figure 5.10: Left figure: Fluence sweep taken at 3.8 T, 2 K, with scans normalized at
10 ps. Since the dynamics are similar over this time we can take the signal at 10 ps as an
accurate reporter on demagnetizaion amplitude. Right figure: TR-MOKE amplitude at
10 ps vs. fluence. From these plots we can see that the dynamics are relatively unchanged
with fluence, and amplitude grows linearly with increasing fluence.

ultrahot carriers [130], phonon amplitude in TR-reflectivity [130], and spin preces-

sion amplitude all scale linearly with fluence is important and points to the crucial

role the pump pulse plays in these phenomena.

5.8.5 Temperature dependence of the fast and slow demag-

netization components at 3.8 T, 5.8 T, and 7 T

At 3.8 T in the fast time amplitudes, but also present in the slow time ampli-

tudes and precessional amplitudes, is a noticeable decrease around 10 K. In Fig5.11a

we see that there is an anomalous “dip” in the amplitude around 10 K that is not

seen in susceptibility measurements, but that the surrounding temperatures also dis-

play this trend of decreasing toward 10 K on either side. The origin of the decreased

ultrafast demagnetization amplitude and subsequent smaller long time demagneti-
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Figure 5.11: Ultrafast demagnetization amplitude vs. temperature at 3.8 T (a.), 5.8 T
(b.), and 7 T (c.). In d. all three fields plots are normalized by dividing the amplitude by
the field.

zation and spin precession amplitudes is not well understood at the moment, and

warrants further investigation.

In Fig. 5.12 a comparison between the ultrafast demagnetization normalized

by external field and χ vs. temperature at different fields is shown. The striking
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agreement means that our ultrafast demagnetization signal is proportional to the

local magnetization in both the c-AFM and PM phases. This makes sense since

the demagnetization mechanism (Elliot-Yafet) is reliant on itinerant spins scattering

off of optical phonons, and the electron-phonon coupling parameter is temperature

independent for the temperatures considered in this experiment [134]. This paints a

picture of our pump pulse being absorbed and causing a population of excited carriers

(which are proportional to the pump fluence), these excited carriers scatter off of

optical phonons which causes a demagnetization which is proportional to the fluence

and therefore the absorbed photons. This means that the ultrafast demagnetization is

a light induced effect and not tied to background heating, but rather to the excitation

of p-like carriers from the valance to the conduction band.

Figure 5.12: Comparison between the ultrafast demagnetization data that is normalized
by the applied field and the χ vs. temperature data from [24]. Clearly the ultrafast
demagnetization amplitude tracks the equilibrium magnetization quite well.

In previous works [60], [134], the long time demagnetization dynamics in

MBT could be explained by a simple pump-induced heating framework, where the

tr-MOKE signal would show an increase in magnetization at low magnetic fields

up to Tn. By referencing the χ-temperature curve below, from [24], one can see
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Figure 5.13: Slow demagnetization amplitude vs. temperature at 3.8 T (a.), 5.8 T (b.),
and 7 T (c.). In d. all three fields plots are normalized by dividing the amplitude by the
field.

how increasing the temperature in the sample causes the magnetization to decrease

across the transition temperature and cause a large demagnetization signal. A sim-

ilar model of calculating magnetization change due to a change in temperature was

also used in figure 2. of [60] and explained their long time tr-MOKE data as well.
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The peak in our long time dynamics can be understood in a similar framework. As

MBT approaches Tn for these fields we see a stark drop off in magnetization as

it enters the paramagnetic state, this explains the sudden increase in the demag-

netization signal. Furthermore the χ-T curve shows as field is increased and TN

becomes smaller, the slope of decrease in magnetization also decreases, creating a

more “broad” demagnetization with temperature. Our longtime demagnetization

data mirrors this broadening of the demagnetization amplitude with temperature

further demonstrating that tr-MOKE is a powerful and accurate reporter of spin

dynamics and structure in MBT. To help visualize this all three fields were plotted

together and you can quite clearly see both the decrease of Tn with increasing field

as well as the broadening of the demagnetization amplitude with higher fields.

One thing that does stand out is the signal at the temperature just before

the c-AFM-PM crossover, in both the 3.8 T and the 5.8 T longtime amplitudes

seems to drop to almost 0. This can be understood in the heating framework; at

higher temperatures the specific heat is higher as well, meaning that the sample

will heat up much less at 18 K vs. 2 K for the same 20 µJ/cm2 pump pulse. The

long demagnetization amplitude trending toward 0 as the transition temperature is

approached is due to decreasing heating at higher temperatures.
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Appendix A

A1g
(1) phonon oscillations in

tr-MOKE

To resolve the most minute details of the ultrafast response of the tr-MOKE

scans we collected data at 3.8 T, 2 K, 100 µJ/cm2, from -0.5 ps to 3 ps in 25 fs steps,

while averaging 100 scans. This extreme amount of precision in the time domain

coupled with the large number of scans averaged gave us insight into the ultrafast

magnetic response of MBT. Strikingly there are clear oscillations, notable in the

time domain in Fig A.1.a,b. Fourier transforming the data in Fig A.1.b yields a

spike at around 1.5 THz which can be seen in Fig A.1.c, corresponding to the A1g
(1)

phonon mode mentioned previously. While studies have shown that A1g phonons can

strongly influence the interlayer exchange in MBT due to their eigendisplacements

within the lattice [99], [130], it is remarkable to see the magnetism respond on the

exact timescale of the phonon oscillation. To make sure we are observing purely

magnetic dynamics and not a parasitic Fresnel coefficient we follow the test outlined

in section 3.6. In Fig A.1.d we can see the excellent agreement between rotation and

ellipticity, indicating that the data in Fig A.1.a was purely from the magnetization

dynamics and the phonon oscillations observed correspond to magnetic oscillations at
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that frequency. While this result was left out of the original work due to uncertainty

over whether or not the oscillations were magnetic in origin or arise from our ∆R/R

signal, the strong agreement between θ and η in time warrant further investigation.

Figure A.1: Oscillations at the A1g
(1) phonon frequency in tr-MOKE: a. Tr-

MOKE scan taken at 3.8 T, 2 K, and a pump fluence of 100 µJ/cm2, oscillations are
clearly visible on top of the ultrafast demagnetization signal. b. The residual oscillations
left after subtraction the data in a. with a model fitting the exponential decay. c. An FFT
of the oscillations in b., with a clear peak around 1.5 THz, corresponding to the A1g

(1)

phonon mode seen in ∆R/R. d. θ vs. η measurements taken at the same expeimental
condition (3.8 T, 2 K, 100 µJ/cm2) to ensure that there is sufficient overlap between
rotation and ellipticity to demonstrate that the data in a. was purely magnetic in nature.

116



Bibliography
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E. V. Chulkov, M. Ruck, A. Isaeva, and F. Reinert, “Surface states and rashba-

type spin polarization in antiferromagnetic MnBi2Te4(0001)”, Physical Review

B, vol. 100, no. 12, p. 121 104, 2019.

[39] D. A. Estyunin, I. I. Klimovskikh, A. M. Shikin, E. F. Schwier, M. M. Otrokov,

A. Kimura, S. Kumar, S. O. Filnov, Z. S. Aliev, M. B. Babanly, and E. V.

Chulkov, “Signatures of temperature driven antiferromagnetic transition in

the electronic structure of topological insulator MnBi2Te4”, APL Materials,

vol. 8, no. 2, 2020.

[40] A. Zeugner, F. Nietschke, A. U. Wolter, S. Gaß, R. C. Vidal, T. R. Peixoto, D.

Pohl, C. Damm, A. Lubk, R. Hentrich, S. K. Moser, C. Fornari, C. H. Min, S.
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Hettel, R. K. Jobe, E. N. Jongewaard, J. R. Lewandowski, R. K. Li, A. M. Lin-

denberg, I. Makasyuk, J. E. May, D. McCormick, M. N. Nguyen, A. H. Reid,

X. Shen, K. Sokolowski-Tinten, T. Vecchione, S. L. Vetter, J. Wu, J. Yang,
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