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ABSTRACT OF THE DISSERTATION

Making Better Decisions in Sustainable Operations:

Behavioral and Optimization Based Perspectives

by

Mirel Yavuz

Doctor of Philosophy in Management

University of California, Los Angeles, 2024

Professor Charles J. Corbett, Chair

Decision-makers have access to better environmental information through tools like life-cycle

assessment (LCA). However, these methods often implicitly assume that decision-makers

make rational assessments when weighing environmental criteria. The impacts of behavioral

biases and context effects on decisions remain less recognized, despite being well-documented

in behavioral science. Current sustainability approaches offer little guidance in finding op-

timal solutions when decision-makers’ preferences are unknown. Unlike traditional trade-

offs involving economic factors, sustainability trade-offs involve intangible and emotionally

charged dimensions. Firms aiming for sustainability lack clear guidelines for trading-off

environmental and social impacts. This dissertation seeks to assist decision-makers in the

context of sustainability from behavioral and optimization-based perspectives.

We first conduct an experiment to test whether decision makers are subjected to two

context effects, namely attraction and compromise effects, when faced with environmental

trade-offs. Our results show that these context effects are prevalent and substantial in

both environmental and non-environmental settings, which highlights the need to integrate
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behavioral science into environmental decision-making.

We introduce an interactive optimization method that aims to help decision makers with

difficult trade-offs when their value function is not known. This method involves asking de-

cision makers pairwise comparison questions to identify the optimal solution. The approach

minimizes the cognitive burden on decision makers by asking fewer, easier questions while

still guaranteeing an optimal solution. We test the method in the context of sustainable

sourcing in the apparel industry, demonstrating its effectiveness in converging to optimal so-

lutions with fewer decision-making steps compared to traditional methods. Initial feedback

from industry practitioners is promising.

An interactive approach like this is uncommon in decision-making in sustainable oper-

ations. A more conventional approach would be to elicit the decision-maker’s weights and

then use a traditional optimization method using those weights. To test which method

decision-makers prefer, we also develop an experimental framework, using oTree, to compare

the performance of the proposed interactive optimization method with a more traditional

approach, eliciting weights through direct rating and then optimizing. Although the ex-

perimental framework is initially designed specifically to assess our interactive algorithm,

the framework highlights more generally how experiments can be designed that combine

Gurobi-based optimization within the experimental environment provided by oTree.

iii



The dissertation of Mirel Yavuz is approved.

Elisa F. Long

Velibor Mǐsić
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CHAPTER 1

Introduction

Decision-makers have access to increasingly good information about the environmental con-

sequences of their choices with the rise of life-cycle assessment (LCA) and related methodolo-

gies. These methods often implicitly assume that decision-makers make rational assessments

when weighing environmental factors; however, what remains less recognized is the impact of

behavioral biases and context effects, well-documented in the field of behavioral science, on

their decisions. In addition, the current approaches in the sustainability literature provide

little guidance on how to find an optimal solution when the decision-maker’s preferences

are unknown. Most work including environmental dimensions focuses on expressing envi-

ronmental impacts in monetary values instead of directly trading off multiple environmental

dimensions against one another. These trade-offs between sustainability-related dimensions

are fundamentally different than traditional trade-offs involving one sustainability attribute

and an economic attribute, as sustainability dimensions are often less tangible, more ab-

stract, and more emotionally charged. Firms seeking to incorporate sustainability in their

decisions face those difficult choices, with no well-defined guidelines on how to make trade-

offs between different environmental and social impact categories. In this dissertation, our

aim is to help decision makers with their choices in the context of sustainability by taking

behavioral and optimization-based perspectives.

In the second chapter, we conduct a series of experiments and show that decision makers

are equally vulnerable to context effects when facing choices involving trade-offs between

environmental attributes as they are with conventional attributes. We delve into two specific
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context effects, namely the attraction and compromise effects, wherein the decision between

two options may be influenced by a third, irrelevant option. Our work is framed in the context

of making decisions based on the type of information that would be obtained from life-cycle

assessment studies and is closely modeled on the way that LCA information is made available

to designers in the apparel industry through the Higg Materials Sustainability Index, largely

developed by the Sustainable Apparel Coalition.

Our research findings are based on a series of lab experiments conducted with diverse

populations, including students and alumni from various environmental science programs at

UCLA, alongside other student cohorts (via UCLA Behavioral Lab) and the general popu-

lation (through MTurk). This diversity mirrors the array of backgrounds among decision-

makers in real-world scenarios, aligning with our deliberate approach to encompass a wide

range of perspectives. Our findings demonstrate that context effects, whether in environ-

mental or non-environmental contexts, are frequently substantial and noteworthy. Our work

highlights the importance of incorporating behavioral science into the broader environmen-

tal literature that involves trade-offs between environmental attributes, beyond its already

established role in behavioral environmental economics.

In the third chapter, we propose an interactive optimization approach that can help deci-

sion makers with difficult trade-offs. We assume that we have an optimization problem that

is linear, and the preferences of the decision maker are based on an unknown implicit linear

value function. We propose a new interactive optimization approach that asks pairwise com-

parison questions to the decision maker to determine the solution that is most aligned with

her preferences. Interactive optimization methods have been widely used in other settings,

going back to the 1970s. We build on that body of work, but unlike existing methods, we

do not base our algorithm on the adjacent efficient solutions or ask the decision maker for

the acceptable amount and direction of trade-offs. Our algorithm elicits the preference in-

formation from the decision maker via pairwise comparison questions as needed and reduces

the feasible region in each iteration. Our approach is also different from conjoint analysis, as

2



in our case, the alternatives are not known in advance; instead, they are determined by an

outer optimization problem during the algorithm, and it is impossible to present the decision

maker with all comparisons due to the huge number of alternatives.

To illustrate the method, we use the context of sustainable sourcing in the apparel in-

dustry, as it accounts for substantial environmental impacts worldwide. We numerically

test our approach using realistic data based on the Higg Material Sustainability Index (pre-

viously managed by the Sustainable Apparel Coalition) with three to four criteria: cost,

global warming potential, water use and fossil fuel use. Interactive optimization has been

surprisingly rarely used in the sustainability domain so far. Rowley et al. (2012) state that

interactive optimization methods have not been observed in the environmental domain, and

the recent literature review on operations research in sustainability assessment of products

by Thies et al. (2019) also does not include any interactive approaches. In addition to con-

ducting numerical experiments and benchmarking with a classical method by Zionts and

Wallenius (1976), we reached out to several individuals working in the apparel industry to

test our algorithm and received encouraging feedback.

During the interviews with several individuals working in the industry to test the method

we developed in Chapter 3, we discussed how sustainable sourcing decisions are made in the

industry. They said that such decisions are currently mostly made based on achieving some

pre-set targets for the environmental attributes and/or using a total score for the environ-

mental impact. One of the tools that are widely used in the fashion industry is the Higg

Material Sustainability Index, which is a quantitative tool to help decision makers consider

the environmental impacts of the raw materials used in apparel and footwear products based

on extensive LCA data. They generate a total impact score to compare different raw mate-

rials.

Even though the total impact scores may be easier to use in the decision-making process,

the total score will inevitably depend on some weighting aggregation of the environmental

attributes. Making decisions based on such a total score might be problematic, as the
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weighting of the individual environmental attributes is very subjective and can change over

time, even for the same decision-maker. To this end, it is important to have an interactive

tool that captures the preferences of the decision maker in real time; however, it is also

important to understand the reaction to this method and assess its practicality compared to

other decision-making techniques currently in use.

In the fourth chapter, we develop an experimental framework to evaluate how participants

react to the interactive preference-based optimization method, comparing it with a more

conventional approach using an existing method called Direct Rating to elicit weights and

then optimizing according to those weights. In the framework, participants will be exposed to

both methods, and respond to a series of questions about which they prefer. The sequence

in which they are exposed to the two methods will be randomized, and the effect of the

ordering of the methods on their preferences can be tested. The framework also includes two

treatments in which the sequence of the attributes involved is reversed (cost - global warming

- water use, and water use - global warming - cost). This will allow us to measure whether

participants weigh the first attribute more heaviliy, and whether any such sequencing effect

varies between methods. We utilize oTree to create the experiments with the integration of

Gurobi Web Licence Service and deploying it into an application on Heroku database.

This dissertation makes the following contributions: First, even though the literature

broadly related to LCA tends to implicitly assume that decision makers are rational when

making choices involving trade-offs between environmental attributes, we show that, to the

contrary, decision-makers are equally at risk of falling prey to context effects (such as attrac-

tion or compromise effects) when facing choices involving trade-offs between environmental

attributes as they are with conventional attributes. Our work highlights the importance of

incorporating behavioral science into environmental disciplines such as life-cycle assessment.

Second, we develop a novel interactive optimization approach applied in the domain of sus-

tainable decision-making. The method we propose adds value especially when the decision

problem is continuous and there are too many alternatives to present to the decision maker
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for her to make a rational decision. Since our method starts with an unknown underlying

value function of the decision maker and learns about the decision maker’s preferences in

each iteration, it is a valuable tool for decision-making in sustainable operations. Third, we

develop an experimental framework combining oTree with Gurobi optimization, a combina-

tion that has hardly been used in the operations management literature so far, but which

could prove valuable for many other online experiments involving behavioral questions and

optimization. Overall, this dissertation contributes to the literature on decision-making in

sustainable operations by combining behavioral and optimization-based perspectives.
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CHAPTER 2

Influence of Irrelevant Alternatives on Choices with

Environmental Attributes

2.1 Introduction

Individuals in many settings have increasingly good access to information about various

environmental impacts of their decisions, thanks to advances in life-cycle assessment (LCA)

and other related fields, but this often exposes them to difficult choices where no alternative

dominates the other. This is true for policymakers, executives and product designers within

firms, consumers, and others. Making a data center more energy-efficient may increase

its water use (Karimi et al. 2022). Increasing water efficiency in agriculture can reduce

yield and increase land use (Pfister et al. 2011). Conventional cotton offers higher yield

per hectare than organic, but at the expense of greater eutrophication, water consumption,

and greenhouse gas emissions (Muthu 2020, p. 13). If adding odor-reducing nanoscale silver

to textile reduces consumer laundering frequency, that would introduce trade-offs between

various environmental and human health impacts (Hicks et al. 2015, Walser et al. 2011). The

emerging field of alternatives assessment (Tickner et al. 2015) also typically involves making

trade-offs between competing objectives. One approach to facilitate making choices in such

settings is to aggregate the impacts, using some normalization and weighting scheme to help

decision-makers rank the alternatives, as is common in LCA (Pizzolo et al. 2017), and also

used in the Eco-Score front-of-pack environmental label that is being adopted by various

retailers in Europe. Reap et al. (2008) discuss various problems associated with weighting,
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and aggregation is controversial and involves loss of transparency (Rajagopal et al. 2017), so

others argue that it is better to treat the impact categories separately. Much of the literature

on LCA and related methods tends to implicitly assume that decision-makers are rational

when making trade-offs between environmental attributes. Linkov and Seager (2011) point

out that, without a decision-analytic framework, LCA can leave decision-makers vulnerable

to biases or cognitive limitations, and Pryshlakivsky and Searcy (2021) critically examine

challenges associated with using LCA in a decision-making context. For example, consider

the role of LCA in evaluating various biofuel alternatives, another domain involving trade-

offs between emissions, water use, land use, and other attributes. McKone et al. (2011)

discuss various challenges in this context, including whether the analyst should apply LCA

to the full range of alternatives or only to a representative or an informative subset. We

show that, as a result of cognitive biases, the analyst’s choice of options to present can by

itself already have a major influence on which alternative decision-makers select.

Why is it important to explicitly study trade-offs between environmental attributes? En-

vironmental goals such as reducing climate change or reducing water use may have synergies

but are also frequently in conflict with one another. A better understanding is therefore

needed about how individuals make trade-offs between environmental attributes. Behav-

ioral biases are usually examines between an economic and an environmental attribute, for

instance willingness to pay to save habitat. When both attributes are environmental, choices

require trade-offs between deeply held values or between attributes about which individuals

have limited information, introducing conflicts and uncertainty in the mind of the decision-

maker about their preferences. Compare that, for instance, with choosing an apartment and

trading off between size and proximity to work, where individuals may have more determi-

nate preferences based on their lifestyle choices. When preferences are uncertain, choices

become even more difficult, and may be (even) more influenced by behavioral biases. We

focus here on two specific biases, the attraction and compromise effects, both examples of

context effects. An attraction effect occurs when adding an inferior alternative to a choice
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set increases the proportion of people who choose the dominating alternative from the orig-

inal choice set; this would violate the regularity assumption of many rational choice models,

which states that adding an alternative to a choice set should not increase the probability

of choosing one of the original options. A compromise effect occurs if an alternative is cho-

sen more frequently when it is a compromise rather than extreme option. Attraction and

compromise effects have already been demonstrated in conventional contexts, often involving

consumer choice; do these effects also occur when the attributes are environmental? Given

the potential consequences of the type of environmental choices and policy decisions men-

tioned earlier, allowing context effects to cause a decision-maker to behave in a manner that

is inconsistent with their underlying values can be costly.

We selected the apparel sector as the context for our experiments, as it is a major con-

tributor to a variety of environmental (and social) impacts (Moazzem et al. 2022, Muthu

2020, Nielsen et al. 2022) and is relatively advanced in bringing LCA results related to ma-

terial choices to decision-makers. Designers have a disproportionate impact on a garment’s

environmental impacts, through their selection of fabrics and materials. Policymakers have

a similarly large impact when seeking to encourage or discourage use of certain materials

through various forms of incentives or regulation. For our purposes, consider a designer

working for an apparel firm, who faces a choice between two fabrics with different environ-

mental attributes, where neither alternative dominates the other. Consider the two cases

shown in Figure 2.1, which are based on the Higg Materials Sustainability Index, a tool that

aims to make LCA results more accessible to practitioners in the apparel industry (more on

which later).

In typical graphical representations of such choices in consumer behavior settings, alter-

natives that are higher or to the right are preferred, so throughout this chapter we reverse

the axes in the figures; moving upwards or to the right means lower impacts and hence a pre-

ferred alternative. (Our experiments did not use such reverse-scaled figures.) As illustrated

in the left panel in Figure 2.1, LCA studies suggest that acrylic fabric contributes more to
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Figure 2.1: Example of attraction (on the left) and compromise (on the right) effects

climate change but less to water scarcity, while the reverse is true for cotton. Neither fabric

is uniformly better than the other. However, one would presumably not want the choice

between the two fabrics to be influenced by some third alternative fabric (“mystery fabric

1”), a decoy, which is dominated by cotton; this would be an example of the attraction effect.

In the right panel, if a decoy third alternative (“mystery fabric 2”) is added, some people

might legitimately prefer that over acrylic and cotton; but people who prefer acrylic over

cotton when those are the only two choices offered should not suddenly prefer cotton when a

third option is provided, which would be an example of the compromise effect. In this study,

we use a series of experiments to assess the frequency and magnitude of attraction and com-

promise effects when both attributes are environmental impacts, compared to a benchmark

with non-environmental attributes.

As benchmark we selected a widely cited consumer behavior paper (Simonson 1989) that

used a series of experiments to measure attraction and compromise effects in a variety of set-

tings, such as trading off price and quality for a drink, or condition and distance from work

for an apartment. We first replicated those experiments with the original non-environmental

attributes. We then translated the choice sets of those experiments into equivalent choices
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with environmental attributes, in the context of designing garments. We found that the

attraction and compromise effects occur approximately equally frequently with the environ-

mental attributes as in our replication of the original experiments. Sometimes the choice

frequency of an alternative changed by as much as 30 percentage points after adding a decoy,

suggesting that context effects can have substantial and so far largely neglected effects on

choice behavior in environmental settings.

The organization of this chapter is as follows. In section 2.2, we will provide a literature

review that provides the background of our study. In section 2.3, we talk about the design of

experiments and data collection. We also outline our statistical analyses. In section 2.4, we

provide the results of our analyses both for the experiments with attraction and compromise

effects. We provide descriptive statistics and discuss the effects of moderators as well. We

conclude this chapter in section 2.5 with discussion and concluding remarks.

2.2 Background

There is a vast literature on biases that occur when trying to use incentives to encourage

pro-environmental behavior, which typically involves trading off between one environmental

attribute and an economic one (Kesternich et al. 2017, Osbaldiston and Schott 2012, Velez

and Moros 2021), or, as Croson and Treich (2014, p. 347) write, “environmental economists

typically study tradeoffs between the environment and other scarce resources (e.g., income)”.

Carlsson et al. (2021, p. 217) review the literature on the use of nudges as an environmental

policy instrument, to “make it easier for the individual to “do the right thing”. What if

there is no “right thing”? Very few studies examine biases in trade-offs between multiple

environmental attributes. Questions such as “how many tons of additional greenhouse gas

emissions are an acceptable price for a given reduction in water footprint?” are critical for

decision-makers of all kinds. Such questions permit no simple answer, but presumably we do

not want the response to be heavily swayed by how the question is framed, such as whether
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dominated alternatives are eliminated before being presented to the decision-maker.

To date, there are very few studies on context effects involving decisions with conflicting

environmental attributes. A few exceptions are Hämäläinen and Alaja (2008)’s experiments

on the splitting bias in environmental choice, and the experiments in Mettier et al. (2006)

and Mettier and Scholz (2008) on framing effects in LCA; Hämäläinen (2015) conceptually

discusses biases in environmental modeling more generally. The closest to our work is Bate-

man et al. (2008), who report the existence of attraction (or asymmetric dominance) effects

in the context of environmental management strategy options for a lake. They argue that the

“demonstration of asymmetric dominance effects within choices for non-market environmen-

tal goods [... is ...] a potentially important result” (p. 125). Although behavioral scientists

and economists will not be surprised by this finding, it does not seem to have generated

much traction in the literature on LCA and related areas.

Despite the advances made in LCA, there is currently relatively modest understanding of

how LCA is actually used in practice (Rex and Baumann 2008, Testa et al. 2016, Galindro

et al. 2020). Baumann (2000) offers an early detailed description of LCA projects at two

Swedish firms, and Hofstetter et al. (2002) and Hofstetter and Mettier (2003) conduct early

surveys of users of an LCA-based tool for building products. The survey by Testa et al.

(2016) of adopters and non-adopters of LCA among Italian firms pointed to data collection

as a key hurdle to greater use of LCA; the Higg Materials Sustainability Index aims to

address that obstacle. Galindro et al. (2020)’s survey of 55 practitioners reveals that they

frequently use LCA information to choose between alternatives, despite citing “comparability

issues” as the main disadvantage or weakness. Guérin-Schneider et al. (2018) report on their

experiences working with the public wastewater sector in France to implement a simplified

LCA calculator. Beemsterboer et al. (2020) suggest that simplification is “part of daily

practice” for LCA practitioners and offer a systematic review of simplification strategies

used.

During Spring 2019 we conducted exploratory interviews with about 10 individuals who
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used the Higg MSI to understand how they used the LCA-based information it provides;

they typically did not use the “total impact score”, consistent with the survey respondents

in Hofstetter and Mettier (2003), 88% of whom reported not aggregating across impacts,

most often arguing that such aggregation was not valid. Our interviewees also preferred to

focus on the disaggregated impact categories; none of them systematically traded off between

impacts, mostly focusing only on global warming potential. The value of tools such as LCA,

and initiatives such as the Higg MSI that aim to make LCA results more accessible to

practitioners, is to present them with credible and comparable information about the trade-

offs associated with a choice they are facing; less is known about how they do or should make

such trade-offs.

Much of the literature, including that on LCA, that focuses on providing the best possible

estimates of environmental impacts implicitly assumes that behavioral biases do not occur.

Our work examines whether these context effects do also occur in the case of environmental

attributes. We focus on the attraction and compromise effects because they emerge naturally

from the way LCA-based choices are presented, and because they are widely studied in non-

environmental settings, examples include Huber et al. (1982), Simonson (1989), Frederick

et al. (2014), Drolet et al. (2008), Drolet et al. (2020) and many more. We go beyond

Bateman et al. (2008)’s earlier work on attraction effects in several ways: we benchmark our

experiments involving environmental choices against a replication of a prior study involving

conventional product attributes; we include various forms of compromise effects in addition

to attraction effects; and we frame our experiments explicitly in the context of LCA.

2.3 Methods

In this section, we provide the general problem definition. The DM has an implicit value

function over multiple attributes that she wishes to maximize. Following Dyer and Sarin

(1979),
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2.3.1 Design of Experiments

The goal of this work was to assess whether decision-makers are subject to context effects

when making choices between alternatives when the attributes are environmental impacts

rather than the more typical consumer-focused attributes related to price, quality, etc. To

have a baseline against which to compare our results, we first replicated the 7 experiments

reported in Simonson (1989)’s Study 1, which involved 372 students. Two of those experi-

ments focused on attraction effects and five on compromise effects. We made a few minimal

changes in the choice sets to make them more current and inclusive: we changed “beer”

to “soda” (keeping the same attributes of price and taste), and we changed “calculator” to

“cellphone” (changing one attribute from “number of functions” to “gigabytes of storage”).

Subsequently, we constructed equivalent experiments mimicking choices made by apparel

designers. We followed the structure of the Higg Material Sustainability Index (MSI), a tool

that aims to make LCA results more accessible to practitioners in the apparel industry, but

with hypothetical materials. We asked the participants to imagine they were apparel de-

signers tasked with selecting among different blends of fabrics, involving trade-offs between

the environmental attributes included in the Higg MSI (global warming potential, water

scarcity, eutrophication, and abiotic resource depletion and use of fossil fuels). To enhance

comparability between Simonson (1989)’s original experiments and our environmental repli-

cations, we kept the choices as similar as possible. We kept the relative proportions between

the attribute scores the same as in Simonson’s experiments, but we adjusted the scales to

be centered around 100 and to ensure that higher scores represented higher impacts. For

instance, the core set in Simonson’s first experiment involved choosing between two sodas,

one with a price of $1.90 and a quality of 65, the other costing $2.80 for a quality of 75.

We translated that to choosing fabrics for a t-shirt, where the first had a water scarcity

score of 76 and eutrophication score of 107, and the second scored 112 and 93 respectively.

(The two decoys had water scarcity scores of 124 and 88, so the overall mean across the four

alternatives is 100.) We included the definition of each of the environmental impacts at the
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beginning of the survey text presented to the participants. The information was presented

in text and tables, not in the reverse-scaled graphical form shown in Figure 2.1. We included

a few attention checks, and some demographic questions about factors such as age, gender,

ethnicity, and environmental knowledge at the end of the experiment. We pre-registered

the survey at aspredicted.org on July 6, 2020. The study was submitted to the university’s

Institutional Review Board with IRB#20-001029 and was certified as exempt from review

on June 8, 2020.

We followed the structure of the Higg Material Sustainability Index (Higg MSI) as it is

aimed at this population of apparel designers. Luo et al. (2021) include the Higg Index as one

of the four main methods to evaluate environmental sustainability of textiles (alongside LCA,

environmental footprint, and eco-efficiency), due to its “high potential in the commercial

setting”. See SAC (2020) for more on the underlying methodology, and the Appendix A.1 and

Radhakrishnan (2015) for more background and history on the Higg MSI. As it becomes more

established, the Higg Index is also attracting more scrutiny from the media and regulators;

however, any limitations it may exhibit do not affect our findings, as our work does not

depend on the actual data embedded in the tool.

2.3.2 Data Collection

All the data used in this study came from our experiments. Before conducting the exper-

iments, we used a power analysis to estimate the desired sample size, based on the effect

sizes found by Simonson (1989), and determined that a sample of 300 would likely be ade-

quate. Our main target sample was participants in the Behavioral Lab (BLab) of a major

US University. We planned to recruit additional responses through Amazon Mechanical

Turk (MTurk) if we did not reach the desired sample size from the BLab; to compensate for

lower average quality of responses from MTurk we planned to recruit 5 MTurk participants

for every response that we fell short of 300 from BLab. In addition, we recruited students

and alumni from the University’s Sustainability Institute (SustI) as participants, in order to
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assess whether the results would differ among a more environmentally informed population.

We removed responses that were incomplete or that failed the attention checks.

The initial BLab sample had 368 responses, of which 230 were retained for the analysis.

This was 70 short of our target of 300, so we sought additional participants from MTurk.

We obtained 288 MTurk responses, of which 260 were retained. We retained 148 out of

174 responses from SustI students (SustIS), and 15 out of 19 responses from SustI alumni

(SustIA). The main analyses presented here are based on the full sample of 653 responses.

Though the exact results do vary somewhat across samples, we did not detect any consistent

patterns. The SustI respondents rated their environmental knowledge higher than other

respondents, about 5.5 on a 7-point scale compared to 4.2 for the overall sample, but the

context effects do not appear to be consistently smaller or larger among the SustI sample

than among the BLab or MTurk samples. This suggests that environmental knowledge

by itself does not mitigate these effects. We do obtain less statistical significance in the

separate subsamples but that is to be expected given the smaller sample sizes relative to the

full sample. We provide results for each sample separately in the Appendix A.

2.3.3 Statistical Analyses

We first inspected the data visually by looking at the choice proportions of each alternative

under the various treatments. We found substantial evidence of patterns consistent with

attraction and compromise effects. Subsequently we performed logistic regressions using R

version 3.6.1. to determine if the attraction and compromise effects are statistically signifi-

cant, after including various controls. The statistical analysis was independently replicated

by a research assistant. Our regression equation (in shorthand) is as follows:

Yi = β0 + β1Ci[+β2(moderators)i + β3Ci(moderators)i] + ϵi (2.1)

The dependent variable Yi = +1, if the target option is chosen and is 0 otherwise. The
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independent variable Ci indicates whether the treatment associated with response i involved

a decoy or not. We used contrast coding (Judd et al. 2017) for Ci, i.e., Ci = +1 for the

treatment with decoy and Ci = −1 for the core treatment. Using contrast coding rather than

0-1 dummy variables allows easier interpretation of the coefficient estimates. We included

moderators such as age, gender, ethnicity, environmental knowledge, and environmental

attitude, together with their interactions with the treatment variable. More details on the

regression and results are provided in the Appendix A.

To isolate the attraction and compromise effects, we conditioned our analyses on the

two options of interest. For the experiments on attraction effects, this means we eliminated

the (very few) observations where the decoy option was selected. For the compromise effect

experiments, several mechanisms can simultaneously influence how participants’ choices shift

between the core set and the treatment set. For instance, in the setting illustrated in the

right panel in Figure 2.1, some participants may simply prefer to minimize GWP regardless

of the other attribute, and hence will always choose the right-bottom option among those

presented. Participants who choose the left-top option in the right panel in Figure 2.1 when

presented with only two alternatives should not change their mind once a decoy (the right-

bottom alternative) is added. To isolate the compromise effect in this case, we condition

our results only on the non-decoy alternatives, excluding responses that selected the right-

bottom (decoy) alternative. See below for an example in the attraction effect experiments,

and the Appendix A.2 for an example in the compromise effect experiments.

2.4 Results

We observe statistically significant (p < 0.05) attraction and compromise effects, and with

a similar range of magnitudes, in more than half of the experiments. They occur approx-

imately equally frequently in our environmental translations of Simonson (1989)’s original

experiments as in his original experiments.
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We analyze the results visually and using logistic regression with a dependent variable

indicating whether participants chose the target option and controlling for various other

factors such as age, gender, environmental knowledge, and others. We summarize our findings

below; more detailed descriptive statistics and regression results are provided in the Appendix

A.

2.4.1 Descriptive Statistics

Table 2.1 and Table 2.2 summarize the key descriptive statistics for the overall sample with

the sample size of 653; the Appendix A.3 shows the breakdown by subsample. Participants’

age ranged from 16 to 78, skewing higher in the MTurk and SustIA subsamples. On a 7-point

scale, the SustIS and SustIA groups reported higher environmental knowledge (5.33 and 5.61

respectively) than the BLab respondents (3.97), which in turn were higher than the MTurk

respondents (3.68). Environmental attitudes were quite similar across all samples, varying

from 5.98 (MTurk) to 6.50 (SustIA).

Continuous Moderator’s Name Min Max Mean Std. Dev.

age
16 78 29.36 12.51

(years)

environmental knowledge
1 7 4.2 1.36

(scale 1-7; higher is more knowledgeable)

environmental attitude
2.9 7 6.1 0.78

(scale 1-7; higher is more concerned)

Table 2.1: Descriptive statistics of continuous moderators for the overall sample
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Gender Ethnicity

Female 384 American Indian or Alaska Native 5

Male 261 Asian 205

Other 4 Black or African American 28

Prefer not to say 4 Multiple 51

Other 37

White 327

Table 2.2: Descriptive statistics of categorical moderators for the overall sample

2.4.2 Attraction Effect

For the attraction effect, we conduct two experiments with two treatments each, for both the

original and the environmental versions, leading to a total of 8 experiments. The attraction

effect is measured by the difference in the choice proportion of the first option between a

treatment with a decoy (irrelevant) option close to the target and a treatment without the

decoy.

Consider the first two treatments, Soda I and its environmental counterpart T-shirt I.

Figure 2.2 shows the choice proportions for both the core treatment and the treatment with

decoy.

In Figure 2.2, the choice proportions in the core treatment without decoy are in illustrated

with purple and those in the treatment with a decoy are illustrated in orange. The target

option, which would benefit from adding a decoy if an attraction effect occurs, is indicated

with an arrow. Alternatives to the right and higher in the figure are better.

In the core treatment 49% chose the target option B (higher price, higher quality).

After adding a higher-priced but equal-quality decoy C, 77% of respondents now chose the

target option B. To isolate the attraction and compromise effects, we use the relative choice

proportions only of the alternatives that are present both in the core treatment and the
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Figure 2.2: Absolute choice proportions for experiments Soda I and T-shirt I

treatment with decoy. In the Soda I case, that means ignoring the 2% that chose the decoy

C. Conditional on choosing either A or B, 79% chose the target option B and 21% option A.

The conditional choice proportion of the target option B increased from 49% to 79% when the

decoy is introduced. This is statistically significant (p < 0.05) in the full logistic regression.

In the equivalent environmental experiment, T-shirt I, 29% initially chose the target option

(lower eutrophication, greater water use), which increased to 58% after adding the decoy C.

The conditional choice proportion for B increased by 30 percentage points, again statistically

significant (p < 0.05) in the logistic regression. In the next two experiments, Soda II and

T-shirt II, the decoy was adjacent to option A, which becomes the target; no attraction effect

was observed in the original experiment or its environmental version. (Figures are provided

in the Appendix A.4.)

Simonson (1989)’s second experiment involved trading off ride quality against fuel econ-

omy for cars; we translated that to trading off between global warming potential (GWP)

and water scarcity in designing jeans. A statistically significant (p < 0.05) attraction effect

occurs in one of the two original treatments (Car I), and in the non-corresponding environ-

mental setting (Jeans II). Figure 2.3 summarizes the conditional choice proportions of the
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target option in the four pairs of experiments for attraction effects. In Figure 2.3, purple

bars show conditional choice proportions for the target option in the core treatment without

decoy, orange bars represent the treatment with decoy. Choice proportions are conditional

on choosing an alternative from the core set, excluding respondents who chose the decoy.

When the orange bar is higher than the purple one, that reflects an increase in the condi-

tional choice proportion of the target option when a decoy is added, i.e., an attraction effect

occurred. Cases in which the effect is statistically significant (p < 0.05) in the full logistic

regressions are marked with “*”.
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Figure 2.3: Conditional choice proportions for all attraction effect experiments

We conclude that significant attraction effects can occur as frequently and be equally

substantial with environmental attributes as with conventional attributes, even if they do

not occur in exactly the same cases.

2.4.3 Compromise Effect

For the compromise effect, we replicated 4 of the 5 experiments in Simonson (1989). (The

fifth was coded incorrectly in the survey software; see Appendix A.7.) The target is the option

that becomes a compromise after adding a decoy. Figure 2.4 shows the conditional choice

proportions for these experiments. Similar to the Figure 2.3, purple bars show conditional
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choice proportions for the target option in the core treatment without decoy, orange bars

represent the treatment with decoy. Choice proportions are conditional on choosing an

alternative from the core set, excluding respondents who chose the decoy. When the orange

bar is higher than the purple one, that reflects an increase in the conditional choice proportion

of the target option when a decoy is added, i.e., a compromise effect occurred. Cases in which

the effect is statistically significant (p < 0.05) in the full logistic regressions are also marked

with “*”.
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Figure 2.4: Conditional choice proportions for all compromise effect experiments

The overall pattern is comparable with that for attraction effects. Figure 2.5 shows

the choice proportions for both the core treatment and the treatment with decoy for the

Apartment and Shirt experiments.

In Figure 2.5, choice proportions in the core treatment without decoy are illustrated in

purple, while those in the treatment with a decoy are illustrated in orange. Alternative D

was shown, but it was not available to choose. The target option, which would benefit from

adding a decoy if a compromise effect occurs, is indicated with an arrow. Alternatives to the

right and higher in the figure are better.

For the Apartment experiment, participants either saw two alternatives, or the same two

plus a decoy which was shown but not actually available to choose. In the core treatment,
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Figure 2.5: Absolute choice proportions for experiments Apartment and Shirt

22% chose the target option (closer to work but in worse condition). When adding the decoy

(even closer to work but in worse condition), the choice proportion for the target increased

to 36%, a statistically significant compromise effect (p < 0.05) in the logistic regression. In

the environmental version of this experiment (choosing a fabric for a shirt), 88% already

chose the target (lower GWP but higher abiotic resource depletion) in the core treatment;

this increased further to 90% when the decoy was added. This increase is small and not

statistically significant, as the choice proportion of the target was initially already very high,

leaving minimal room for a compromise effect.

Figures for the remaining experiments are included in the Appendix A.4. In the Cellphone

experiment, trading off between storage and reliability, the conditional choice probability of

the target increased from 32% in the core treatment to 40% after adding a decoy, statistically

significant (p < 0.05) in the regression. In the environmental version, designing a Tank top

while trading off between water scarcity and GWP, the conditional choice proportion of

the target increased from 33% to 56%, again statistically significant (p < 0.05). The two

experiments involving Mouthwash (germ-killing effectiveness vs. fresh breath effectiveness)
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and the environmental counterparts with Polo shirts (abiotic resource depletion vs. water

scarcity) show a similar pattern, and all yield statistically significant (p < 0.05) compromise

effects. In the final experiments with Batteries (probability of corrosion vs. expected life) and

with designing Chinos (GWP vs. eutrophication), the effects are smaller or non-significant.

In the Chino experiments, 86% chose the low-GWP alternative in the core treatment, again

leaving little room for a compromise effect, similar to the Shirt experiment.

The overall takeaway is similar to that for the attraction effect: significant compromise

effects can occur equally frequently and with similar magnitudes in choices with environmen-

tal attributes as with conventional attributes. In all three cases where we did not observe a

statistically significant compromise effect (Shirt, Chino I and Chino II), the vast majority of

participants chose the low-GWP option when the other attribute was abiotic resource deple-

tion or eutrophication. These results suggest that participants prioritize global warming over

eutrophication and abiotic resource depletion regardless of the magnitude of the trade-offs

involved (within the range of our experiments) but are willing to make trade-offs between

global warming and water scarcity. Our experiments were not designed specifically to look

for hierarchies between attributes, but this is an important direction to explore further as

LCA results become more accessible to decision-makers.

2.4.4 Moderators

An overview of the full results of the logistics regressions for each experiment, including

which moderators were significant, is shown in Appendix A.5. Our main conclusion is that

no consistent effects appear to exist, even with a more relaxed significance threshold of

p < 0.10. Older participants exhibited less strong context effects in 3 of the 20 cases (T-shirt

I, Car I, and Cellphone) and stronger in 1 case (Polo I). Higher environmental knowledge

was associated with stronger context effects in 2 cases. Stronger environmental attitudes is

associated with stronger context effects in 3 cases, and weaker in 1.

A.13 in the Appendix A.5 reports the conditional choice proportions for each of the
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experiments for each subsample separately. While there are some differences between the

subsamples, the overall patterns are quite consistent. Consider the first pair of experiments.

In the overall sample, in the original experiment (Soda I), the choice proportion increased by

0.30 after adding a decoy, and the same increase was seen in the environmental replication

(T-shirt I). The corresponding figures for the subsamples are 0.37 and 0.30 for BLab, 0.26 and

0.31 for MTurk, and 0.25 and 0.32 for the combined SustI samples. Perhaps most crucially,

the pattern in the SustI samples is not systematically different from the other samples,

suggesting that the more environmentally literate respondents are no less susceptible to

context effects than the other participants.

2.5 Discussion and Conclusion

The literature broadly related to LCA tends to implicitly assume that decision-makers are

rational when making choices involving trade-offs between environmental attributes. Here

we show that, to the contrary, decision-makers are equally at risk of falling prey to context

effects (such as attraction or compromise effects) when facing choices involving trade-offs

between environmental attributes as they are with conventional attributes. Our work high-

lights the importance of incorporating behavioral science into environmental disciplines such

as life-cycle assessment. Decision-makers (whether policymakers or product designers or oth-

ers) need to be mindful of behavioral biases. Similarly, when sustainability analysts prepare

information for decision-makers about the environmental performance of a range of alter-

natives, they need to be mindful that the way they present that information can severely

influence the decision-makers’ choice in ways that may not reflect their true preferences. For

instance, should an analyst eliminate all dominated alternatives before presenting the final

options to the decision-maker? One might argue that the analyst should always present all

options, but our work shows that including dominated alternatives can have a substantial

impact on the decision-maker’s ultimate choice. We do not take a position here on whether
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the analyst should eliminate the dominated alternatives, but we draw attention to the fact

that this decision is far from innocuous. If the decision-makers are consumers, our work sug-

gests that they will also struggle to make meaningful choices when faced with environmental

performance information along multiple dimensions. Can firms or policymakers use this to

their advantage, and should they? A firm wishing to encourage customers to select its more

climate-friendly product might nudge them to do so by adding a decoy product that is similar

to but dominated by the climate-friendly option. Other well-documented biases will likely

also influence choices. Environmental attributes such as greenhouse gas emissions are often

difficult to interpret and decision-makers have limited intuition for the numbers or scales

involved; common practices such as providing a comparison (such as describing a certain

level of greenhouse gas emissions as “equivalent to driving an average car for 35,000km”)

might induce anchoring effects.

There is a substantial behavioral science literature on de-biasing, though no simple uni-

versal mechanisms appear to exist. For instance, the attraction effect appears to be weaker

when information is presented visually rather than only numerically (Frederick et al. 2014).

Adopting more formal structured decision-making approaches that highlight trade-offs and

dominance clearly for decision-makers may also help in some cases (Beaudrie et al. 2021,

Linkov and Seager 2011). Even the choice of which environmental attributes to consider in

LCA is to some extent a value judgment and hence subject to bias (Grubert 2017).

Our work points to many possible further questions. We did not consider a hierarchy

among the attributes, but in practice individuals may focus almost entirely on one attribute

at the expense of another; for instance, they may choose a more climate-friendly alternative

regardless of how much worse it is in terms of eutrophication. We see tentative signs of

this in our experiments but our study was not explicitly designed to examine this. One

could explore whether such hierarchies of environmental attributes exist, and whether they

are invariant or context-specific. One could expand the set of attributes to include social

factors, such as child labor or fair wages. It is also possible that individuals react much
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more strongly when harms decrease from “1” to “0” than from “2” to “1”; for instance,

reducing greenhouse gas emissions from 100kg per unit to 0kg (possibly through the use of

offsets) may influence choices much more than reducing them from 100kg to 1kg. There are

many other biases and heuristics that could be explored in this context, such as anchoring,

reference points, mental accounting, and more. Understanding the potential effects of such

biases becomes all the more important when one recognizes that results of LCA typically are

subject to uncertainty (Mendoza Beltran et al. 2018), which further exacerbates the extent

to which cognitive limitations can lead to choices that do not reflect the decision-maker’s

true preferences.
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CHAPTER 3

Interactive Preference-based Optimization with

Unknown Value Function: Application to Sustainable

Sourcing in the Apparel Supply Chain

3.1 Introduction

The fashion and textile industry produces more than 30 million tons of finished materials each

year, generating more than 1,700 million tons of CO2 emissions (Shen 2014, Global Fashion

Agenda and Boston Consulting Group 2017). Cotton is the most profitable non-food crop in

the world and is a primary raw material in the textile industry. Each kilogram of cotton— the

amount required to produce one t-shirt and one pair of jeans — requires 20,000 liters of water

(WWF 2020). Increasing awareness of sustainability among customers has contributed to

rising eco-design practices in the fashion industry (Wang and Shen 2017). Several companies

including H&M, Uniqlo, The North Face, Nike, Patagonia and New Balance incorporate

sustainable practices (eco-design) into their supply chain designs (Shen 2014). Although

much progress is still needed, the apparel industry is ahead of some others in terms of

supply chain transparency (Dai and Tang 2022), a key element of sustainability.

Eco-design takes place in multiple stages of the supply chain such as material selection,

supplier selection, production process choices and recycling. Supply chain managers who care

about sustainability face difficult choices. For instance, when designing a product, material

selection requires trade-offs among conflicting environmental impacts. Regular sheep wool

27



results in higher global warming potential, but uses less water compared to recycled wool

(SAC 2020). Cotton made in Africa results in less global warming potential compared

to cotton made in China, India, Australia or the United States (SAC 2020). No clear

guidelines exist on how to balance these sometimes conflicting environmental impacts. To

make better decisions, material and supplier selection should be considered jointly; we call

this the sustainable sourcing problem. We use this setting to motivate our proposed method,

but our approach can be applied much more broadly.

We assume that the decision maker (DM) works at an apparel brand and has an implicit

value function for cost and for several environmental attributes. She wishes to maximize

this implicit value function, but is unable to formulate the function itself, as is usually the

case in practice. How many tons of CO2-equivalent greenhouse gas emissions are equivalent

to one ton of water use? Exploratory interviews in 2019 with 10 users of the (then) Sustain-

able Apparel Coalition’s Higg Material Sustainability Index (MSI) suggest that they avoid

such trade-offs and largely focus on a single environmental attribute. Further preliminary

conversations, conducted in 2023 as part of this current work, including with practitioners

at the kind of firms mentioned above, confirm that no formal methods are currently in use

to quantitatively incorporate such trade-offs. Erhun et al. (2021) also comment that most

companies still treat sustainability as a constraint – hence avoiding the need to be explicit

about trade-offs between attributes – and argue that it should become one of the drivers of

supply chain performance. Accommodating a DM’s unknown implicit value function over

multiple environmental attributes constitutes our main challenge.

We assume that the DM can correctly give preference orderings associated with different

alternatives based on her implicit value function, but is unable to articulate that value

function explicitly. If the DM has extensive access to a consultant with expertise in decision

analysis and optimization, various customized approaches might be feasible, possibly eliciting

initial weights and refining them iteratively while optimizing. Beaudrie et al. (2021) and

the references cited there point to the importance of facilitation when facing multi-criteria
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decision problems. However, in many practical settings, a decision maker has to make such

decisions alone, only aided by software. This is the context we study. The current approaches

in the sustainability literature provide little guidance on how to find an optimal solution

when preferences are unknown. Most work including environmental dimensions focuses on

expressing environmental impacts in monetary values rather than directly trading off multiple

environmental dimensions against one another. The current adaptations of approaches in

the multi-criteria decision making literature to the sustainability domain do not necessarily

return the optimal solution for a given DM, because either they focus on satisficing rather

than optimizing by introducing a stopping criterion allowing the DM to terminate when an

acceptable solution is found, or they elicit weights a priori and then assume the implicit

value function of the DM is known while optimizing, which can lead to highly suboptimal

solutions if the weights were not elicited correctly. Some approaches find the set of Pareto

efficient solutions and present those to the DM, but for a complex optimization problem with

many feasible solutions, even with three criteria, this will be impossible for a DM to digest.

To motivate and illustrate our method, we consider sustainable sourcing in the fashion

industry, where the environmental preferences of the DM are unknown. We propose an

interactive optimization approach that asks pairwise comparison questions to the DM to

determine the sourcing mix that is most aligned with her preferences. We aim to do so

by requiring minimum cognitive effort from the DM by asking as few questions as possible

that are also relatively easy to answer. Using a series of pairwise choices to find a DM’s

optimal solution without knowing the value function dates back to the work of Zionts and

Wallenius (1976) and several others since then; the way we generate the alternatives to be

presented is different and has promise. We compare our approach to Zionts and Wallenius

(1976) and others in the literature section. Although we focus on the sustainable sourcing

problem, the interactive optimization approach can be applied to many other settings with

unknown implicit value functions with multiple objectives. Many of the examples discussed

in Jónasson et al. (2022) and Sunar and Swaminathan (2022) also involve trading off multiple
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social and environmental attributes.

Our main contributions for this chapter can be summarized as follows. To the best of our

knowledge, this is one of the first interactive optimization approaches applied in the domain

of sustainable decision-making. Rowley et al. (2012) state that interactive optimization

methods have not been observed in the environmental domain, and the recent literature

review on operations research in sustainability assessment of products by Thies et al. (2019)

also does not include any interactive approaches. Interactive optimization methods have

been widely used in other settings, going back to the 1970s. We build on that body of work

and use several elements of existing methods. The specific combination of models we use

to generate alternatives for the DM to rank differs from prior work; among others, unlike

some existing methods, we do not base our algorithm on the adjacent efficient solutions or

ask the DM for the acceptable amount and direction of trade-offs. Our algorithm elicits the

preference information from the DM via pairwise comparison questions as needed and reduces

the feasible region in each iteration. Although reminiscent of conjoint analysis, our approach

is different as the alternatives are not known in advance; instead, they are determined by

an outer optimization problem during the algorithm, and it is impossible to present the

DM with all comparisons due to the huge number of alternatives. If the underlying implicit

value function is a convex combination of the objectives and the feasible region is a compact

polyhedron, then our algorithm converges to the optimal solution. To test our algorithm,

we constructed numerical experiments based on data adapted from the Higg MSI (formerly

owned by the Sustainable Apparel Coalition or SAC). The algorithm converges to the optimal

solution in a reasonable number of questions, with minimal computation time required at

each iteration; in our experiments with three criteria, within on average around 15 questions.

This is less than the classic Zionts-Wallenius (Zionts and Wallenius 1976) method, and most

of the choices the DM has to make in our method are also easier as the alternatives are more

distinct.

The interactive preference-based optimization method we propose adds value when the
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decision problem is continuous and there are too many alternatives to present to the DM

for her to make a rational decision. If the underlying value function of the decision maker is

known in advance with certainty, then our method is not needed, as one can just use those

known weights and optimize the decision problem accordingly. However, that is rarely the

case in real life and it is often difficult to elicit the weights of the DM, especially when the

attributes are less tangible, more abstract, and more emotionally charged, as with problems

involving environmental or social aspects. Since our method starts with an unknown under-

lying value function of the DM and learns about the DM’s preferences in each iteration, it

can be a valuable tool for such decision contexts in sustainable operations. In addition, our

method can work directly with the DM without needing an analyst to guide the process, as

it is fully automated.

We conducted preliminary interviews with 8 individuals including 5 from the apparel

industry, working in sourcing and/or sustainability departments of their firms, and asked

them to solve a hypothetical sourcing problem using our proposed method. They told us

that no formal methods are currently used in practice for such problems involving trade-offs

between multiple attributes. They suggested that in addition to finding the optimal solution,

our method also has the potential to help firms gain a better understanding of their own

values and decisions.

This chapter is organized as follows. In Section 3.2, we review related literature and

outline our contributions. In Section 3.3, we provide the general formulation to our problem,

and in Section 3.4 we introduce the interactive optimization approach. In Section 3.5, we

provide the results of our numerical experiments on the sustainable sourcing problem. In

Section 3.6, we summarize our conversations with practitioners about the method. We

discuss our overall findings, conclusions and limitations in Section 3.7.
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3.2 Literature Review

In this section, we discuss how our work relates to and differs from existing research. We

first provide some background on sustainable sourcing in the apparel industry, including

Life Cycle Assessment (LCA), to explain why the time is ripe for methods such as that

proposed here to be used in sustainable sourcing. We describe how our method relates to

conjoint analysis and then review literature on sustainable sourcing with multiple criteria.

We conclude with a review of interactive algorithms in multi-objective optimization, on

which our work builds.

3.2.1 Sustainable Sourcing in the Apparel Industry

Sustainability is a growing theme in the apparel industry for both scholars and practition-

ers (Shen 2014, Morana and Seuring 2011). Some of the environmental impacts associated

with excess production can perhaps be mitigated by mass customization (Alptekinoğlu and

Örsdemir 2022), but the other main impacts are those associated with materials. Most work

in this field focuses on case studies of the leading textile firms. For instance, Wang and Shen

(2017) analyse product-line data of Patagonia and Shen (2014) studies the supplier selection

mechanism at H&M. Bevilacqua et al. (2014) report that the environmental impacts associ-

ated with the cotton yarn supply chain vary widely between different suppliers in different

countries. Although optimization-based approaches are uncommon in this domain, Tseng

and Hung (2014) propose an optimization model to minimize the sum of the operational

costs and social costs caused by carbon dioxide emissions. They convert the emissions into

monetary values and minimize the sum of all costs; our approach does not convert environ-

mental impacts into monetary values but focuses directly on the trade-offs between them,

and does not assume the relative costs or weights are known.

LCA is a quantitative method that evaluates a product system’s inputs, outputs and

the potential environmental impacts throughout its life cycle (Guinée and Heijungs 2017).
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LCA studies in the textile industry mainly focus on determining the environmental impact

of the fibers. For instance, Muthu et al. (2012) developed an environmental impact index

and a related ecological sustainability index for a wide range of textile fibers. Similarly,

van der Velden et al. (2014) worked on the environmental burden of textiles made of some

base materials to determine which material and life-cycle stage has the greatest impact.

Sandin et al. (2013) conducted an LCA case study of a wood-based textile fiber to assess

water and land use impacts of bio-based textile fibers. LCA studies sometimes aggregate

all environmental impacts into a single score using various weighting schemes, but these are

based on environmental burdens rather than on the DM’s preferences. Testa et al. (2016)’s

survey of Italian firms finds that data collection is a key hurdle to greater adoption of LCA;

the Higg Materials Sustainability Index (MSI) aims to address that obstacle. The Higg

MSI is increasingly widely used in the apparel industry. It uses information from LCA

studies and industry sources to provide users with quantitative information to allow them

to compare the environmental impact of a wide range of materials used in apparel in four

impact categories: climate change, eutrophication, abiotic resource depletion / fossil fuels,

and water resources depletion / scarcity. See SAC (2020) for more on their methodology, and

Radhakrishnan (2015) for more background and history. Although initiatives such as the

Higg MSI provide practitioners who are not experts in sustainability with greater access to

sustainability-related information, the LCA literature provides no other guidance on how to

optimize a system or make trade-offs with these data; our interactive decision aid algorithm

aims to contribute to this interpretation stage of LCA.

3.2.2 Sustainable Sourcing with Multiple Criteria

Existing work on sustainable sourcing with multiple criteria focuses mainly on problems

where the alternatives are known in advance, i.e., choice problems. For instance, Memari

et al. (2019) propose a fuzzy approach to determine the rank of sustainable suppliers. They

ask the DM to rate the importance of each criterion and then assign ratings to each supplier.
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Similar works include Büyüközkan and Çifçi (2011), Govindan et al. (2013), Öztürk and

Özçelik (2014) and Alavi et al. (2021). In optimization-based approaches, i.e., multiple

objective optimization, the alternatives are not known in advance; they are determined by

the optimization problems. Manzardo et al. (2014) minimize the weighted sum of cost and

water footprint of chemical pulp. They determine the weights first using a similar approach

as in the choice problems and then optimize assuming those weights are correct. Similarly,

Mierlo et al. (2017) study the environmental impacts of meat replacers, using two different

approaches: minimizing the sum of the normalized impacts, and minimizing the maximum

impact. As Thies et al. (2019) also point out in their extensive literature review on multiple-

criteria decision making applications for sustainability assessments of products, none of the

studies deploying multi-objective optimization within this context are interactive.

3.2.3 Conjoint Analysis

Our method is reminiscent of conjoint analysis, widely used in marketing and product de-

sign. Toubia et al. (2004) develop a polyhedral choice-based conjoint analysis method used

to design questions. Their method adapts the next question to ask based on the previ-

ous answers. They perform Monte Carlo simulations to evaluate their proposed polyhedral

method. Toubia et al. (2003) compares the polyhedral methods to the existing ones. Bertsi-

mas and O’Hair (2013) consider a similar algorithm to learn the preferences of the DM and

use robust optimization. They also provide a method to handle inconsistent preference infor-

mation. Our algorithm also introduces hyperplanes to cut the feasible region as it learns the

preferences. The main difference is that conjoint analysis works well when the alternatives

are known in advance and/or there is a limited number of possible comparison questions.

Our algorithm is designed for the case where there are many alternatives so that it is not

possible to ask every comparison question, and it does not require knowing any of those

alternatives in advance as they will be determined after solving corresponding optimization

problems.
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3.2.4 Optimization-based Interactive Algorithms

Multiple objective optimization techniques differ according to whether the timing of the ar-

ticulation of preferences is a priori, interactive or a posteriori. The examples above were a

priori approaches, while our work falls in the interactive category; to the best of our knowl-

edge, optimization-based interactive algorithms have not yet been applied to sustainable

operations problems such as sustainable sourcing. As environmental and social information

becomes more available, due to advances in LCA and other methods, we believe the time

is approaching for such methods to be more widely used in sustainable operations. Our

method seeks to offer an improvement over existing methods for problems that are linear

or the many others which can be approximated by linear models (Korhonen et al. 2012);

some of the other methods reviewed below are more suited for other types of multi-objective

optimization problem with unknown value function.

The literature on optimization-based interactive algorithms in multiple criteria decision

making in other domains is well-established in MS/OR and dates back to the 1970s. Benay-

oun et al. (1971) introduce the STEP Method, which minimizes the maximum distance to

an ideal infeasible solution. At each iteration, the DM is asked to specify the criterion to

worsen to improve the others by an acceptable amount. Geoffrion et al. (1972) introduce an

interactive method based on the Frank-Wolfe algorithm. They assume the utility function is

concave and differentiable in the objectives over a convex and compact feasible region. They

ask the DM to provide an estimate of her marginal rates of substitution (MRS) among the

criteria, as well as the direction to proceed. Similarly, Oppenheimer (1978) assumes the pref-

erence function, which is either the sum-of-exponentials or sum-of-powers, is continuously

differentiable, concave, non-satiated and has decreasing MRS and the feasible set is convex

and compact. His method also assesses trade-offs and terminates when the DM cannot find

any feasible improvement.

An experimental study by Wallenius (1975) evaluates the performance of the STEP
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Method by Benayoun et al. (1971), the Geoffrion-Dyer-Feinberg (GDF) Method by Geoffrion

et al. (1972) and a trial and error procedure introduced by Dyer (1973). In the experiment,

subjects, who either belong to the manager or the student group, were asked to evaluate

the methods according to their confidence in the solution, ease of use, ease of understanding

and usefulness of information and were asked to provide their preference rankings of the

methods. The findings indicate that the GDF method scores more poorly because the

subjects had difficulty assessing the marginal rates of substitution. The unstructured trial

and error method was the most favored one, mainly due to ease of use. As the above methods

were hard to use in practice, Zionts and Wallenius (1976) introduce an interactive algorithm

— the Zionts-Wallenius (ZW) method — to perform better in practice. They assume an

additive linear implicit utility function. Their method is similar to the simplex algorithm

but the decision maker decides which variable should enter the basis by specifying preference

information.

Others have built on the ZW method over the years. Zionts and Wallenius (1980) discuss

the technical properties of the models used and Zionts (1981) and Korhonen et al. (1984)

modify the ZW method for discrete alternatives. Zionts and Wallenius (1983) modify the ZW

method for a pseudo-concave utility function and propose checking all the adjacent solutions,

which converges to a local optimum; further analysis is required to find the optimal solution.

Köksalan and Sagala (1995) develop an interactive algorithm for discrete alternative multiple

criteria decision making problems assuming a monotonic utility function. One of our main

contributions is the incorporation of a “challenger model” which checks whether a strictly

better solution exists at each iteration.

In all the above works, possible inconsistencies in the DM’s responses are either ignored

or treated by eliminating the old responses assuming DM learns more about the problem

as the approach proceeds. Phelps and Köksalan (2003) propose an interactive evolutionary

meta-heuristic for multi-objective combinatorial optimization problems. Pairwise compari-

son questions are asked to the DM and when an inconsistency is detected, they eliminate
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the responses in the optimization framework but they preserve the ordering while searching

for a challenger. In this chapter we assume the DM’s responses are consistent with this

value function, but future work can explore extensions allowing for inconsistencies. Shin

and Ravindran (1991) provide an extensive literature review on the early interactive mul-

tiple objective optimization methods. Dyer et al. (1992) provide an extensive review on

multi-criteria decision making in general, which is later updated by Wallenius et al. (2008).

Köksalan and Wallenius (2012) also provide a summary of the foundational methods and

concepts of MCDM research.

Several more recent papers propose further variations, each with their own pros and cons.

Deb et al. (2010) develop an evolutionary multi-objective optimization algorithm, where they

assume a strictly monotone value function and test it on unconstrained problems. Mackin

et al. (2011) propose an interactive weight space reduction procedure. They assume convex

feasible region and concave, continuously differentiable objective functions, and they use its

linear approximation for simplicity and in each DM call, they ask for preference information

over multiple solutions. Sinha et al. (2014) introduce an evolutionary algorithm combin-

ing polyhedral cones and restrict the number of DM calls, where in each call they ask the

DM to choose the best alternative among a number of undominated solutions. Korhonen

et al. (2016) revisited their earlier idea in Korhonen et al. (1984) and introduce dual cones

making the previous results computationally more tractable. Lokman et al. (2016) develop

an interactive algorithm for multi-objective integer programming problems, where they uti-

lize convex cones and assume a quasi-concave value function. They add additional binary

constraints and variables in each iteration, which requires substantial computational effort.

Later in Lokman et al. (2018) they propose a heuristic based on approximate cones to reduce

the computational effort.

Toffano et al. (2022) propose a similar method for a combinatorial mixed-integer linear

problem, but take a more AI-based perspective generating alternatives to present to the DM

that they call “active learning”. The visual description of this approach in their Figure 1
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applies to our approach too, as well as to many of the other earlier works mentioned here.

In their Figure 1a they refer to a sequential approach consisting of first generating weights

and then solving the problem as the “state of the art”, which appears at odds with the

extensive literature in this field (of which we only cite a selection here). It may create the

impression that the concept of an iterative algorithm, such as their “proposed approach”,

based on iterating between learning about a DM’s preferences by posing pairwise choices to

generate weights and solving the problem with updated sets of weights, is more recent than it

actually is. (Most of the work we review here on multi-objective optimization with implicit

value function is indeed not cited in Toffano et al. (2022).) The novelty of the approach

in Toffano et al. (2022) lies in the specific method used to generate alternatives, not in

the overall structure of their framework.) They comment that their method might need to

engage in too many interactions with the user for only marginal incremental improvement,

so they introduce a stopping criterion to ensure termination.

Many of the above methods seek to generalize their applicability to non-linear value

functions, convex feasible regions or integer programming problems. However, these all

come with some sacrifices in practical performance, such as increased computational time

and complexity, requiring too many DM calls, asking cognitively more demanding preference

questions, or loosening the exactness of the methods by allowing termination at sub-optimal

solutions. The interviews we conducted with industry practitioners confirmed the need for

fast and easy to use approaches. They also highlighted the importance of trusting the method

and its outcome, so having a tool that is intuitive and converges to the optimal solution would

be beneficial in building that trust. Our algorithm aims to serve that purpose. Future work

can explore combinations of elements of our approach with elements of these other methods

to deal with a broader class of problems.

Our work is closely related to the ZW method, as our algorithm also reduces the feasible

region by asking pairwise comparison questions. Our method generates pairwise comparisons

that are not based on adjacent solutions, which means that the comparisons can be more
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distinct and potentially cognitively less demanding and also that they cover larger parts

of the solution space, which potentially leads to quicker convergence and less number of

questions. We use the ZW method as a benchmark and discuss the relationship between our

approach and the ZW method in more detail in Section 3.5.4.

3.3 Problem Definition and Model Formulation

In this section, we provide the general problem definition. The DM has an implicit value

function over multiple attributes that she wishes to maximize. Following Dyer and Sarin

(1979), we refer to the preference representation function as value function instead of utility

function, since we do not consider lotteries. She can correctly provide preference orderings

using this implicit value function, but she is unable to articulate the function itself.

Assume there are K criteria and k ∈ K = {1, ..., K} is the set of criteria. (We present the

model in general terms, but our method is most suited to 3 or maybe 4 criteria.) A decision

variable vector x ∈ Rn is associated with objective values fk(x) for k ∈ K, which can represent

the quantity of each material sourced from different suppliers and the functions fk(x) can

be the resulting cost, global warming potential (GWP), and water usage, respectively. The

set X denotes the feasible region, which we assume is a compact polyhedron. The DM

optimizes x over X with respect to an implicit value function U = U (f(x)), where f(x) =

(f1(x), . . . , fK(x)). Thus, the general structure of the problem can be written as follows:

max
x

U(f(x))

s.t. x ∈ X (3.1)

Let y=f(x). We assume each objective yk = fk(x) is linear in x, and that the implicit

value function U(f(x)) = U(y) is a convex combination of these objectives, i.e., U(y) = wTy,

w ≥ 0,
∑K

k=1wk = 1, where the vector w denotes the unknown weights associated with the

objectives. Korhonen et al. (2012) conducted an experimental study on bi-criteria problems
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and observed that a linear value function seems to predict choices quite well.

Weak preference is denoted by ⪯, while ≺ and ∼ denote strict preference and indifference,

respectively. We also assume that the decision maker is rational, i.e., preferences are complete

(for alternatives y1 and y2, either y1 ⪯ y2 , y2 ⪯ y1, or both must hold) and transitive

(for alternatives y1, y2 and y3, if y1 ⪯ y2 and y2 ⪯ y1, then y1 ⪯ y3). For two vectors of

alternatives y1 and y2, if y1 ⪯ y2, then by definition, U(y1) ≤ U(y2), i.e., wTy1 ≤ wTy2.

(Without loss of generality we assume maximization.)

Denote P⪯ as the set of all ordered pairs of feasible solutions, i.e., P⪯ = {(yn,yp)

| yn ⪯ yp}, which fully characterizes the DM’s preferences, where the superscripts n and p

refer to non-preferred and preferred. We say that a weight vector w is logically consistent

with P⪯ if and only if wTyn ≤ wTyp for all pairs (yn,yp) ∈ P⪯. Given P⪯, we can jointly

infer a feasible value of w and optimize x with the following bi-linear formulation:

max
w,x,y

wTy

s.t. x ∈ X (3.2)

y=f(x) (3.3)

wTyn ≤ wTyp ∀ (yn,yp) ∈ P⪯ (3.4)

K∑
k=1

wk = 1 (3.5)

w ≥ 0 (3.6)

Constraint (3.2) forces x to be chosen from the feasible set X ; (3.3) defines the values of

the objectives; (3.4) ensures that weight vectorw is consistent with the DM’s preferences; and

(3.5) and (3.6) ensure that implicit value function’s weight vector w satisfy the conditions of

a convex combination. In practice, the preference set P⪯ is unknown a priori and gathering

pairwise comparisons for all feasible alternatives is highly inefficient; the number of possible

comparisons is finite when f(.) and U(.) are linear but can quickly become prohibitive.
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Hence, we need a solution approach that can efficiently solve this problem without knowing

the complete set of preference orders.

3.4 Interactive Preference-based Optimization

In this section, we propose an interactive preference-based optimization method that solves

the bi-linear formulation efficiently. It consists of two main procedures. The first finds

an optimal alternative y= f(x) given a weight w consistent with the DM’s preferences

as revealed so far. The second procedure interacts with the DM and gets her preference

information by asking a pairwise comparison question. Then it generates a new weight vector

consistent with the updated preferences. The two procedures are applied iteratively until

we obtain an optimal solution y*=f(x*) or reach the termination criterion. The method

is guaranteed to converge to an optimal solution in a finite number of steps, but one could

choose to terminate earlier if the incremental improvements are too small. We introduce the

optimization models used in the algorithm in Section 3.4.1, describe the overall algorithm

and provide the pseudo-code in Section 3.4.2, and provide basic theoretical properties in

Section 3.4.3.

3.4.1 Optimization models used

Let P⪯
i denote the set of ordered pairs (yn,yp) such that yn ⪯ yp according to the prefer-

ence information gathered from the DM until iteration i, where i represents the number of

questions asked to the DM so far. We first decompose the bi-linear formulation in Section 3

into two linear programming models: the main model (MM) and the feasibility model (FM).

MM(w) max
x

K∑
k=1

wkfk(x)

s.t. x ∈ X (3.7)
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FM(P⪯
i ) max

w
0

s.t.
K∑
k=1

wky
n
k ≤

K∑
k=1

wky
p
k ∀ (yn,yp) ∈ P⪯

i (3.8)

K∑
k=1

wk = 1 (3.9)

w ≥ 0 (3.10)

The main idea is as follows: in the ith iteration, we first ask the DM a pairwise comparison

question. We then include the new preference information in set P⪯
i and find new feasible

weights w that are consistent with all the preference information gathered so far by solving

the feasibility model FM(P⪯
i ). This update reduces the feasible weight space so it can lead

to a reduction in the number of alternatives that can be optimal for the DM. If we are able

to find weights that are consistent with the DM’s updated preferences, then we can find a

challenger to the current preferred alternative by using the new weights w. We define the

challenger x as the optimal solution to MM(w), in other words, it “challenges” the most

preferred solution of the DM so far. This structure is not new, but our contribution lies

in the addition of a supplemental “challenger model” to collectively ensure a challenger is

found, if one exists, even if MM(w) is not an improvement over the previous most-preferred

solution. We then continue to iteration i+ 1 by asking another comparison question to the

DM: “Is the new alternative with y = f(x) preferable to the most preferred alternative so

far?” The algorithm terminates when there is no solution to FM(P⪯
i ), i.e., when there are

no other weights that could lead us to a challenger, indicating we have reached an optimal

solution.

3.4.1.1 More than Feasibility: Middle-most Weights Model

While any solution to the feasibility model FM(P⪯
i ) is a feasible weight vector, some of them

may be more effective in terms of reducing the number of alternatives. Zionts and Wallenius
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(1983) discussed the benefits of using the middle-most weights for faster convergence rather

than picking just any feasible weights that are consistent with the DM’s choices. They

“maximized the slack associated with the least satisfied constraint, which is equivalent to

finding the center of the largest hypersphere that can fit into the feasible region” (Zionts

and Wallenius 1983, p. 526). The procedure is incorporated in later works such as Roy

and Wallenius (1992) for nonlinear value functions and Stewart (1993) for discrete choice

problems, and yields promising results in the rate of convergence. Therefore, we also use

the following M iddle-most Weights Model (MWM), as an improvement over the feasibility

model FM(P⪯
i ):

MWM(P⪯
i ) max

w,t
t

s.t.
K∑
k=1

wky
n
k ≤

K∑
k=1

wky
p
k − t ∀ (yn,yp) ∈ P⪯

i (3.11)

K∑
k=1

wk = 1 (3.12)

w ≥ 0 (3.13)

Any solution to the MWM(P⪯
i ) is also a solution to FM(P⪯

i ). The idea of the largest

slack is also similar to the analytical center approach used by Toubia et al. (2004), and

similar in spirit to the notion of maximizing discrepancy in Toffano et al. (2022).

3.4.1.2 Challenging the Most Preferred Solution: Challenger Model

Another issue that may arise within an iteration is that although we return the middle-

most feasible weight w, the corresponding solution of the main model MM(w) may coincide

with the currently best alternative — even if it is not optimal — leading us to fail to find

a challenger. When this occurs, we use the Challenger Model (CM) to complement the

middle-most weights model. One contribution of our work is the addition of this challenger

model; possibly this approach was not considered viable in the past when bilinear problems
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were difficult to solve. Our current aim is to find a new feasible weight vector w ̸= w

that is consistent with the DM’s revealed preferences and that leads us to a solution that

will challenge the most preferred solution so far, i.e., we will try to find an increase in the

objective value. Let y∗ be the most preferred solution so far and δ a small positive number.

Then we formulate the Challenger Model (CM) as follows:

CM(P⪯
i , y

∗, δ) max
w,x

0

s.t.
K∑
k=1

wky
n
k ≤

K∑
k=1

wky
p
k ∀ (yn,yp) ∈ P⪯

i (3.14)

K∑
k=1

wkfk(x) ≥
K∑
k=1

wky
∗
k + δ (3.15)

x ∈ X (3.16)

K∑
k=1

wk = 1 (3.17)

w ≥ 0 (3.18)

Constraint (3.15) forces the objective value of the returned solution to be at least δ greater

than that of the most preferred solution so far. The left hand side of (3.15) is bi-linear. If

CM(P⪯
i , y

∗, δ) is feasible, the returned weight vector has the potential to yield a solution

with a higher objective value; hence, it leads us to a challenger.

3.4.2 Structure of the Proposed Interactive Preference-based Optimization Method

The flow chart and pseudo-code of the algorithm can be found in Appendix B.1 and B.2,

respectively. To initialize, we solve MM(w1) and MM(w2) for two arbitrary different initial

weights w1 and w2. Those can be selected at random, as long as they result in different

alternatives. The next step is to ask the DM’s preferences between these two alternatives.

Next, we solve MWM(P⪯
1 ) and obtain a feasible weight vector w. As we assume the DM is

rational and her implicit value function is a convex combination of the objectives, MWM(P⪯
i )
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will always be feasible. Then we solve MM(w) to find a new alternative y. If it returns a

challenger, i.e., an alternative different than the two included in the previous comparison

question to the DM, then we proceed to the second iteration of the algorithm, where we

ask DM for her preferences between the preferred alternative so far and the challenger. The

DM’s response is added to (P⪯
1 ) to obtain (P⪯

2 ), and the algorithm continues by solving

MWM(P⪯
2 ). The feasible weight space will be reduced each time there is an update based

on the preference information revealed. If MM(w) does not return a challenger, then we

solve CM(P⪯
i , y

∗, δ) to find a different weight vector in line with the preference information

that can yield a challenger, i.e., a solution which can result in a higher objective value than

the most preferred solution so far. The algorithm terminates when CM(P⪯
i , y

∗, δ) becomes

infeasible, indicating there is no other weight vector that can challenge the most preferred

solution so far.

3.4.3 Theoretical Properties

In this section, we discuss basic optimality properties of our proposed method. Assume the

true weights of the implicit value function of the DM are wDM , and yDM is the optimal

solution if the true weights were known. Then we say the solution y is optimal if and only

if wDMT
yDM=wDMT

y.

Proposition 1. If the feasible region is a compact polyhedron and the implicit value function

of the rational DM is in the form of a convex combination of the objectives, our algorithm

terminates in a finite number of steps.

Proof. Under the assumptions stated, there are finitely many extreme points that are can-

didates to be the optimal solution. The extreme points here are defined in terms of x.

However, optimality is defined in terms of y. The number of extreme points in terms of y is

no more than that in terms of x, as y=f(x). Since there are finitely many choices of x, there

are finitely many choices of y. Since we assume the DM is rational, transitivity holds and as
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each given preference information strictly reduces the remaining feasible region, there is no

cycling between alternatives. As the number of candidates is finite, our algorithm terminates

in finite number of steps.

Proposition 2. Denote by yDM the optimal solution if the true weights of the DM, wDM ,

were known, and y* the returned (most preferred) solution so far when encountering infea-

sible CM(P⪯
i , y

∗, δ) for some given δ > 0. If the feasible region is a compact polyhedron and

the implicit value function of the rational DM is in the form of a convex combination of the

objectives, then wDMT
y* > wDMT

yDM -δ. Also, ∃ δ > 0 such that the algorithm returns the

optimal solution.

Proof. Assume the most preferred solution y* is not within δ of the optimal solution, i.e.,

wDMT
yDM>wDMT

y*+δ. For the algorithm to terminate, CM(P⪯
i , y

∗, δ) must be infea-

sible, but wDM and yDM would be a feasible solution for CM(P⪯
i , y

∗, δ), contradicting

CM(P⪯
i , y

∗, δ) being infeasible, so the algorithm would continue. Hence, if CM(P⪯
i , y

∗, δ)

is infeasible, the most preferred solution, y*, is always within a range δ of the optimal

solution of the DM.

Next we show that ∃ δ > 0 such that the algorithm returns the optimal solution. As-

sume that the algorithm returns a y* that is not optimal. Then there is a feasible y
′

such that wDMT
y

′
>wDMT

y*, hence there also exists a sufficiently small δ > 0 such that

wDMT
y

′≥wDMT
y*+δ. Then, wDM and y

′
would be a feasible solution for CM(P⪯

i , y
∗, δ),

contradicting CM(P⪯
i , y

∗, δ) being infeasible, so the algorithm would continue.

3.5 Numerical Experiments

In this section, we report on numerical experiments using calibrated real-life data on a hy-

pothetical sustainable sourcing problem. We assess our approach in terms of the number of

questions asked to the DM, the number of models solved and the total CPU time needed,
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consistent with the criteria used in the comparative review of multi-objective optimization

methods by Aksoy et al. (1996). We first describe the sustainable sourcing problem. Then

we share our findings with 3 and 4 criteria. To assess the performance of the proposed ap-

proach, we use the Zionts-Wallenius (1976) method as a benchmark. Future work can include

benchmarking against several of the other methods reviewed earlier that were designed for

other problem types.

3.5.1 Sustainable Sourcing Problem

An apparel brand (DM) produces a number of fashion products, each of which can only

be made from certain blends of a set of raw materials. For example, a sustainable blouse

can only be made from any blend of organic cotton, silk and recycled cotton. We assume

the demand for each product type is deterministic. There are multiple suppliers, each with

different sets of available raw materials, total costs and resulting environmental impacts in

terms of the global warming potential (GWP) and water usage. Let N ≡ {1, 2, . . . , N} be a

Parameter Interpretation

dn Demand for product type n (in kilograms)

bms Capacity of material m for supplier s (in kilograms)

amn 1 if material m is used to produce product type n; 0 otherwise

gms Global warming potential per kilogram of material m from supplier s

hms Water usage per kilogram of material m from supplier s

cms Cost per kilogram of material m from supplier s

Table 3.1: Parameters used in the sustainable sourcing problem

set of products,M ≡ {1, 2, . . . ,M} be a set of materials, and S ≡ {1, 2, . . . , S} be a set of

suppliers. Decision variable x with [xmsn]m∈M,s∈S,n∈N represents the quantity of material m

in kilograms used from supplier s to produce product type n. We formulate the sustainable
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sourcing problem as follows:

max
x,y

U(y1, y2, y3)

s.t. y1 =
∑
m∈M

∑
s∈S

∑
n∈N

cmsxmsn (3.19)

y2 =
∑
m∈M

∑
s∈S

∑
n∈N

gmsxmsn (3.20)

y3 =
∑
m∈M

∑
s∈S

∑
n∈N

hmsxmsn (3.21)

∑
n∈N

xmsn ≤ bms ∀m ∈M,∀s ∈ S (3.22)

∑
m∈M

∑
s∈S

xmsn ≥ dn ∀n ∈ N (3.23)

∑
s∈S

xmsn ≤ amndn ∀m ∈M,∀n ∈ N (3.24)

xmsn ≥ 0 ∀m ∈M,∀s ∈ S,∀n ∈ N (3.25)

We maximize the DM’s implicit value function. Constraints (3.19)-(3.21) define the

objectives: cost, GWP and water usage. Constraint (3.22) is the capacity limits for each

supplier for each material. Constraint (3.23) ensures the demand is satisfied for each product,

while constraint (3.24) makes sure that each product type is composed of its allowed raw

materials. This is a simplified sourcing problem, intended only as a basis for our numerical

experiments and conversations with practitioners, not as an exact representation of an actual

sourcing problem.

The DM has an implicit value function U(y) that is a convex combination of the objectives

y1, y2, y3 defined by the weight vectorw. As less is better for all three objectives, maxyU(y) ≡
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maxyw
T (−y) ≡ minyw

Ty. We can similarly formulate the bi-linear problem as follows:

min
w,x,y

3∑
k=1

wkyk

s.t. constraint sets (3.19)− (3.25)

3∑
k=1

wky
n
k ≥

3∑
k=1

wky
p
k ∀ (yn,yp) ∈ P⪯ (3.26)

3∑
k=1

wk = 1 (3.27)

w ≥ 0 ∀k ∈ K (3.28)

We adapted the optimization problems used in the algorithm accordingly. We generated

realistic data based on the the Higg MSI. The Higg MSI is a quantitative tool to help

decision makers consider the environmental impacts of the raw materials used in apparel and

footwear products based on extensive Life-Cycle Assessment (LCA) data. It was maintained

by the Sustainable Apparel Coalition (SAC), a trade organization which includes brands,

manufacturers, retailers, government and non-government organizations and academics as

members and aims to reduce the environmental and social impacts of the apparel industry

around the world (Radhakrishnan 2015). For instance, in the Higg MSI, conventional cotton

has GWP score 2.2 and water usage score 47.6, while polyester has GWP score 3.2 and

water usage score 0.7 (SAC 2020). The Higg MSI also includes assessments of the data

accuracy and the geographical representation of the data for each material. To generate

the environmental impact data for different suppliers, we used normal distributions with

means equal to the Higg MSI scores and standard deviations dependent on the accuracy and

geographical representation of the data. To conduct numerical experiments, we coded our

algorithm in Julia 1.6.2 and used Gurobi 9.1.2 to solve optimization problems on a dual core

(Intel Core i7 2.40GHz) computer with 8 GB RAM. Gurobi can only find global optimal

solutions to bi-linear constrained problems since recently, starting with Gurobi 9.0, which

was introduced in 2020. We later also coded our algorithm in Python 3.10.2 with Gurobi
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10.0 for the interviews with practitioners.

3.5.2 Numerical Experiments

For our numerical experiments we considered 20 suppliers, 15 raw materials, 10 product types

and 3 objectives (cost, GWP and water usage). For known weights, this is a straightforward

optimization problem with 3000 variables and 3460 constraints, but if the DM’s value func-

tion is unknown, even a problem of this size is quite challenging. We tested our algorithm on

5 different randomly generated data sets, with 10 different true weight vectors (representing

10 different decision makers) and 6 different initializations for the weight vector, for a total

of 300 scenarios. We used δ = 0.10−5 for each of the runs. Gurobi 9.1.2 can find a feasible

solution in few seconds to the bilinear Challenger Model if one exists; if no feasible solution

exists it can keep searching for a long time, so we set a time limit of one minute to terminate

this step. We experimented with different time limits and values of δ and did not encounter

any instances where a feasible solution was found after one minute. We generated the DM’s

answers to the pairwise comparison using the true weights. We only used those weights to

determine the answers to the comparison questions, they were otherwise unknown to the

algorithm. We use the number of questions asked as our main performance measure; we also

report the CPU time and the number of optimization models solved. Table 3.2, 3.3 and 3.4

shows the results for the 5 data sets, number of questions asked, number of models solved

and the total CPU time in seconds, respectively.

Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

Average: 15.60 16.87 14.78 16.87 17.73

Minimum: 5.00 4.00 3.00 5.00 4.00

Maximum: 26.00 26.00 23.00 27.00 32.00

Table 3.2: Number of Questions Asked in 5 Data Sets with 3 Criteria
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Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

Average: 49.22 51.48 47.10 50.22 53.28

Minimum: 17.00 12.00 11.00 15.00 13.00

Maximum: 90.00 84.00 78.00 82.00 100.00

Table 3.3: Number of Models Solved in 5 Data Sets with 3 Criteria

Data Set 1 Data Set 2 Data Set 3 Data Set 4 Data Set 5

Average: 35.64 39.89 42.86 36.04 34.79

Minimum: 0.14 0.22 0.12 0.14 0.18

Maximum: 68.80 69.93 66.57 64.56 68.86

Table 3.4: Total CPU Time in Seconds for 5 Data Sets with 3 Criteria

Table 3.4 shows that the total CPU time is at most around a minute for each DM

scenario. Almost all of this occurs in the last step, due to the one-minute time limit we set

for the Challenger Model to stop searching for a feasible solution. The CPU time within

each iteration before the last is minimal, and negligible compared to the actual time the DM

would take to answer the pairwise comparison questions. Once the answers are provided,

the algorithm can move on to the next iteration in seconds. The number of questions asked

depends on the initializations. Figure 3.1 shows the average number of questions in each DM

scenario for Data Set 1. Other data sets have similar results. The algorithm terminates after

less questions in the first three DM scenarios. This is because in the first three scenarios, the

DM’s true weights are one of the corner points, e.g., wDM=[1 0 0], and it is easier to find the

optimal solution in such cases. When the true weights of the DM do not lie on an extreme

(DM Scenarios 4-10), the algorithm needs to ask more questions before terminating.

Next, we look at how close we get to the optimal solution in each iteration, using the

relative optimality gap, measured by (w*Tyi - w*Ty*)/w*Ty* , where yi is the solution at

iteration i. To illustrate, the change in relative optimality gap by iteration for DM Scenario
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Figure 3.1: Average Number of Questions Asked versus DM Scenarios for Data Set 1

9 in Data Set 1 is illustrated in Figure 3.2, for each of the 6 different initial weight vectors.

The optimality gap decreases with each iteration. The algorithm converges to the optimal

solution in 10 questions or less for this case. Next, we show the distribution of the number

of iterations to reach the optimal solution across all 300 scenarios, in Figure 3.3.
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Figure 3.2: Relative Optimality Gap versus Iteration for DM Scenario 9 for Data Set 1

Figure 3.3b shows the distribution of the number of questions asked until termination.

Figure 3.3a shows the number of questions needed to reach the optimal solution, although
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(a) The Distribution of Number of Questions

(Iterations) until Optimality

(b) The Distribution of Number of Questions

(Iterations) until Termination

Figure 3.3: The Distribution of Number of Questions until Termination and Optimality

the algorithm has not necessarily confirmed optimality at that stage. The algorithm actu-

ally converges to the optimal solution faster but asks further questions to confirm (near-

)optimality of the current solution. Figures 3.4a-3.4b show similar distributions for 1% and

5% optimality.

(a) The Distribution of Number of Questions

(Iterations) until 1% Sub-Optimality

(b) The Distribution of Number of Questions (It-

erations) until 5% Sub-Optimality

Figure 3.4: The Distribution of Number of Questions (Iterations) until 1% and 5% Sub-

Optimality
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Once we allow for a 1% gap relative to the optimal solution, the number of questions

needed drops significantly. The maximum number of questions needed to reach optimality

was 27 and allowing for 1% sub-optimality, the maximum number of questions needed drops

to 14. If we relax further to 5% even less questions are required, but the additional gain is

limited. Note that the uncertainty in the data in this kind of problem is likely much greater

than 1% or 5%.

3.5.3 Numerical Experiments: 4 Criteria

We increased the number of criteria from 3 to 4 by adding fossil fuel usage as another

environmental criterion following the Higg MSI. Table 3.5 shows the results for a random

dataset with 10 different DM scenarios and 10 different initializations.

Questions Asked Models Solved CPU Time (sec)

Average: 21.04 64.88 43.15

Minimum: 2.00 7.00 0.05

Maximum: 48.00 146.00 75.03

Table 3.5: Overview of the Results for 4 Criteria

On average, we terminate after 21 questions, and the average CPU time is still around

a minute and it does not exceed 90 seconds, which is promising. The evolution of the

relative optimality gap is illustrated in Figure 3.5. We converge to the optimal solution in

28 questions or less. The algorithm reaches 1% sub-optimality in at most 14 questions.

3.5.4 Benchmarking with the ZW Method

Here we explain the similarities and differences between our interactive optimization ap-

proach (IOA) and the classic ZW method. The aim of Zionts and Wallenius (1976) was to

develop a method that can work well in practice. They assume an additive linear implicit
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Figure 3.5: Relative Optimality Gap versus Iteration for DM Scenario 7 for 4 Criteria

utility function. Their method is similar to the simplex algorithm, but as the objective func-

tion is unknown a priori, the decision maker decides which variable should enter the basis by

specifying preference information. The ZW method begins by choosing arbitrary multipliers

(weights) for the objective function and finds an efficient (Pareto optimal) solution. Then

the subset of efficient variables are selected among the set of nonbasic variables; variables are

called efficient if they result in an efficient solution when introduced into the basis. For each

efficient variable, which is adjacent to the current solution, a set of trade-offs are defined and

the DM is asked whether the trade-off seems attractive or not. According to her answers,

a new set of weights is generated and the process repeats. The algorithm stops when no

trade-off with an adjacent efficient solution seems attractive.

The similarities between our approach and the ZW method can be summarized as follows:

Our algorithm also searches efficient solutions and we also ask pairwise comparison questions,

although we ask for direct orderings rather than trade-offs. We generate consistent weights

in the next iteration based on the DM’s answers in a similar fashion. The main difference

is that we do not base our algorithm on the simplex method, i.e., we do not ask pairwise

comparisons based on adjacent efficient solutions. Instead, we create a different challenger

by using weights consistent with the DM’s preferences and only ask a comparison question

55



between that and the most preferred solution so far.

One of the main considerations in the performance of interactive algorithms is the number

of questions asked. We initialize our algorithm with two different random weights yielding

two different alternatives, which can be far away from each other. The comparison question

becomes relatively easy to answer and it can result in a better cut to the feasible region

compared to a more local comparison as in the ZW method.

We solved the same sustainable sourcing problem with 3 criteria (data set 1) with the

ZW method using middle-most weights to assess our algorithm’s performance. We were not

able to find the optimal solution with the ZW method in around half of the cases as our

implementation of their algorithm encountered numerical issues, presumably due to the very

small differences between adjacent solutions, which appeared to clash with the numerical

precision of Gurobi. The comparison of our algorithm versus the ZW method (for those

cases where the optimal solution is obtained) is shown in Table 3.6, which shows that our

method obtained the optimal solution with less questions than the ZW method. Moreover,

our approach requires far less CPU time. Hence, we believe our interactive optimization

approach is promising for sustainable decision making.

Questions Asked Models Solved CPU Time (sec)

IPO ZW IPO ZW IPO ZW

Average: 15.60 17.14 49.22 15866.71 35.64 402.75

Minimum: 5.00 1.00 17.00 3001.00 0.14 86.61

Maximum: 26.00 54.00 90.00 39025.00 68.80 1000.48

Table 3.6: Performance Comparison of the Proposed Interactive Preference-based Optimiza-

tion (IPO) and ZW Method
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3.6 Initial Reactions from Practitioners

The numerical experiments indicate that the method converges to an optimal solution with

relatively few steps, and that each iteration is quick enough that the decision-maker is not

kept waiting. This is promising, but we also wanted to get some initial reactions from

practitioners. To do so, we conducted conversations (30-45 minutes each) over Zoom with

8 individuals with experience in sourcing, sustainability, or decision analysis. Five of them

worked at well-known apparel brands, one at a major consumer goods firm, and two worked as

consultants and academics focusing on procurement or decision analysis. Each conversation

started with a brief explanation of the hypothetical sustainable sourcing problem studied in

this chapter. The practitioner was then asked to take the role of the decision-maker, and we

executed the algorithm with them, presenting them with a series of binary choices with the

same three attributes as in our numerical experiments, until it converged, in less than 10

minutes. After that, we asked them for their reactions to the method and how it compared to

approaches currently in use in practice, and what strengths and weaknesses they saw in the

algorithm. Below we summarize some of the themes that emerged. Given the informal nature

of these conversations, these reactions are obviously not intended as definitive assessments

of the performance of this specific algorithm, but as initial reactions and pointers to areas

for further development of interactive algorithms for multi-objective optimization in general.

(The quotes below have been edited lightly for clarity and grammar.)

3.6.1 Comparison to Existing Methods in Practice

None of the participants were aware of use of formal methods for multi-objective optimization

in the domains they were familiar with. One said that a typical practice currently might

be to come up with a limited set of scenarios and only compare those, hoping that the

comparison set included good solutions. Another observed that many current approaches

rely on checkboxes and spreadsheets, and considered that a “very clunky” way to make
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decisions. Another responded that their approach was to drastically reduce the set of options

by limiting the number of suppliers to two or three, and then manually compare between

those.

A typical approach to this type of problem might be to elicit weights first, and then solve

the optimization problem using those weights. Several of the practitioners confirmed that

it would be difficult for them to provide weights: “I don’t think I can”, it is “very hard to

weigh them”, “I think it’s hard to do”. One commented that weights should also depend

on the relative differences between the alternatives: if two alternatives are only 10% apart

in terms of cost, cost would be weighted less than if they were 50% apart. They felt that

the algorithm would probably be helpful with reconciling such cases. Another highlighted

an additional challenge of eliciting weights in advance, pointing out that weights change

all the time. Another recalled that in the early days of the Higg MSI there was a focus

on weighting of attributes, but that the developers moved away from that approach over

time. Several participants suggested that, rather than attempting to determine weights

for the attributes, they rely more on approaches involving elimination of alternatives. One

participant was comfortable with the notion of eliciting weights, based on their experience

with some decision analysis tools in practice, but recognized that those specific tools really

only work with a limited number of alternatives, maybe 6 or 7; commenting on the algorithm,

they said that “a tool like this could really help you to manage the complexity of it and and

get to something optimal with only asking like 14 questions in my case, which was really

really helpful.”

3.6.2 Potential Value of the Algorithm

All participants commented that they saw promise in the algorithm, though we recognize

that conducting these conversations one-on-one over Zoom may make them less willing to be

critical. More informative are their comments about which specific aspects of the algorithm

they found valuable. One participant who had interacted with many procurement managers
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said that any tool has to be “drop-dead easy”, and saw real opportunity in this approach.

Several of them found the method easy to use. One said “I liked it. I think it was really

easy to use.” Another said “I think it’s really easy to use. [...] I think it’s a super easy way

to do those trade offs and understand the different costs.” A third said “my biggest take

away as a buyer is that it was quite nice to do the one on one comparison instead of versus

a benchmark”.

Several respondents commented on ways that an algorithm like this could be useful in

their environment. One said “I like the output, I think the tool is very useful. I feel like I

can use it in my role, where I am looking at cost and the environmental impact and how

to reduce it.” Another observed that “current approaches do not showcase environmental

impact aligned with cost impact in the way the algorithm does”, believing that it is “good

to take environmental impact into consideration at the beginning”. Another felt that “the

multidimensional criteria that you are trying to balance here really fits into the logic a

procurement manager has to consider as they think through their procurement decisions.”

One suggested that there is a risk of getting “hemmed in” with these types of decisions,

suggesting that if you tell buyers to focus on water they may take that too literally and make

sourcing decisions that do not appropriately balance multiple objectives; that respondent

seemed to imply that a more dynamic approach as offered by the algorithm could mitigate

that.

3.6.3 Providing Insight into Decision-Maker’s Value Function

Several practitioners suggested that this approach can help provide insights into the na-

ture of the trade-offs and into firms’ priorities and their own. One illustrated the insight

they obtained as follows: “I like the method, you can kind of talk yourself through the

decision making and understand what the options are or what the impacts of the options

are.” Another said that “it was great to think about the trade-offs between environmen-

tal attributes”, and another went further by saying “It was nice to see what I prioritize in

59



making decisions. It was a great challenge to think about the trade-offs, especially between

environmental attributes. I didn’t think much about that before. It helped in understanding

my own values.” One thought it could be a “very valuable exercise for a business to say

how are we making the decisions on this”, another said “the outcome can create clarity

for a business around their values and for the teams outlining sustainability goals”, and a

third pointed out it could be an interesting way for a firm to reconsider their weights.” The

challenge for a firm to articulate their values was illustrated by one practitioner as follows:

“I think businesses get spun around, not knowing what the right direction to go regarding

sustainability is, so I think they’re confused. But I also think every business is unique and

has their own values. So this is a great system, because one, it can give you direction so you

can stop spinning around and second, you could put your values and your own businesses’

values and constraints in it. So I think that’s a very big sell.” Another said “I also believe

this algorithm can be very useful for small businesses or start ups. It would also help them

understand how much they value each criteria and also can guide them in what aspects to

prioritize.”

One respondent added another twist, by commenting that this approach can help to

reduce preconceived notions: “you’re not telling me what the scenarios are. So you’re very

objective, only looking at the impacts and you don’t get derailed in your mind or biased in

your mind by the predetermined notions about what is good or what is bad, or what you

expect to see. You’re really objectively only looking at what is the outcome. And then later,

you find out that this was the scenario that is linked to that outcome, instead of looking at

the scenario descriptions.”

3.6.4 Future Directions and Challenges

The participants pointed to several directions to consider further, and several likely challenges

adopting this type of approach would face in practice. For individuals or firms to adopt a

method like this, they would need to trust it, and part of that trust would come from
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comparing the method to other approaches and to whatever approach the firm currently

uses.

They cautioned that data are often limited, and that firms are often not willing to share

the necessary data (which was one of the objectives behind the Higg MSI); they pointed out

that traceability in apparel supply chains continues to be limited, especially with criteria

such as forced labor. One noted that the algorithm would need to be maintained, as the

parameters keep changing, especially in the fashion industry where entire assortments can

change several times in a year.

Several participants pointed to ways to expand the approach, by changing the objectives

or possibly adding more objectives, though they recognized the challenges that would bring.

Making choices with three attributes is already hard, four or more may become too difficult.

Adding social attributes would be useful, though those might be hard to quantify. Specif-

ically in the apparel sector, one reminded us that any sourcing method needs to include

minimum order quantities. One pointed to scaling as a challenge: “I think you’re really on

to something. [...] But, as we saw in the Higg Index, the proof is in the pudding and it’s

very, very difficult to get that to scale.”

The practitioners saw several other potential application areas, such as choosing which

improvement opportunities to focus on to make a supply chain more sustainable, and how to

allocate funding to those. One suggested that material sourcing in the construction industry

was a promising application area, with its trade-offs between embodied energy and water

in the materials and in the use of the buildings. Another saw potential value in disruption

planning in supply chains, when a firm is faced with choices such as whether to use air

shipments, which products can be substituted for others, etc.
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3.7 Discussion and Conclusion

In this chapter, we consider sustainable sourcing in the fashion industry with unknown

environmental preferences. We proposed an interactive optimization approach to solve this

problem; our algorithm can be generalized to other settings with unknown implicit value

functions of multiple objectives resulting in trade-offs. We build on an existing stream of work

in multi-objective optimization with implicit value functions and our method follows a similar

structure to some earlier ones, but we use a different combination of optimization models to

generate alternatives to present to the DM. Our initial experience with the algorithm was

favorable in the sense that we were able to find the optimal solution in a reasonable number

of questions, and we reach 1% sub-optimal solutions in surprisingly few iterations. That is

important if we want to restrict the number of questions asked to the DM.

We conducted interviews with practitioners and asked them to solve the hypothetical

sustainable sourcing problem using our method. The practitioners seemed to see promise

in this type of approach. They suggested that in addition to finding the optimal solution,

the method can be useful in better understanding the decision maker’s and/or firm’s val-

ues, which may result in improving their decision making process. They highlighted the

importance of having a method that is quick and easy to use. Our algorithm terminates in

around a minute, even with 4 criteria; the time it takes for the DM to answer the pairwise

comparison questions is higher than the CPU time the algorithm takes. Once the DM gives

her preference information, she does not have to wait long at all for the next question.

The method we propose adds value when the decision problem is continuous and there

are too many alternatives to present to the DM for her to make a rational decision. If the

underlying value function is known in advance with certainty, then our method is not needed,

as one can just use those known weights and optimize the decision problem accordingly.

However, that is rarely the case in real life and it is often difficult to elicit the weights of

the DM, especially when the attributes to trade-off are less tangible, more abstract, and
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more emotionally charged, as with problems involving environmental or social aspects. In

addition, our method can work directly with the DM without needing an analyst to guide

the process, as it is fully automated.

One assumption of our model is that the DM can perfectly express her preferences in line

with her underlying implicit value function. However, in practice, there are several cases in

which this may not occur. Some of the reasons are not paying enough attention, getting tired,

changing their minds, and a linear value function being too simple. The behavioral study

by Korhonen et al. (2012) finds that linear value functions can often explain choices; they

recommend accepting a number of inconsistent responses unless there are too many of them

in the decision aiding strategy. To adequately incorporate inconsistency in our algorithm,

more work is needed.

One natural next step would be to do broader testing of the interactive method we pro-

pose. Comparing our approach to existing methods would help us better understand its

potential practical use. Other extensions include exploring how to accommodate more at-

tributes, how to deal with non-linear and perhaps discontinuous value functions, and mixed-

integer optimization problems. several of the other methods we reviewed earlier may be

more applicable in some such cases. Overall we hope that this work will encourage scholars

in sustainable operations to explore the field of multi-objective optimization with unknown

value functions more deeply.
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CHAPTER 4

Experimental Framework for Comparative Evaluation

of Interactive Preference-based Optimization Using

oTree

4.1 Introduction

Through our interactions with industry practitioners, as described in Chapter 3, we gain

valuable insights indicating a preference among decision-makers for the interactive optimiza-

tion approach rather than using the more conventional decision-making method of eliciting

weights first and then taking those weights as the true weights of the decision-maker and

optimizing the given problem at hand using those weights.

It is important to note that our interactions with practitioners were limited by the small

sample size. This points to the necessity for a more comprehensive study to test whether the

interactive optimization approach is favored over a more traditional method used to make

decisions when weights are unknown. Thus, we propose conducting further more formal

experiments with a significantly larger sample size, thereby enhancing the robustness and

versatility of our findings. It would also help us better understand the potential practical

use of the interactive optimization approach.

Moreover, we recognize the potential influence of direct communication with the industry

practitioners during the decision making process on their responses regarding the interactive

optimization approach, so we need an experimental framework that can be run autonomously,
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without intervention by the researcher. In this chapter, we provide a framework for such an

automated experiment by making the interactive optimization approach run online, within

an experimental environment offered by oTree, which eliminates the need for direct com-

munication. By this automation, we can mitigate potential biases stemming from human

interaction, thereby ensuring the integrity and validity of our experimental outcomes.

To compare the interactive optimization approach with a traditional weight elicitation

method and then optimizing using the elicited weights, we need to select an appropriate

weight elicitation method. Many approaches exist, each with pros and cons. If we choose

one which is overly complex, or one which is known to perform relatively poorly, that would

unfairly bias the experiments in favor of the interactive algorithm. The method we select

should be intuitive and easy to use, to ensure a fair comparison, and to minimize the cognitive

burden on the participants, as the experiment also includes the interactive optimization

approach and a survey afterwards. After carefully reviewing the weight elicitation techniques,

with the help of Weighting Methods Selection Software (Cinelli and Miebs 2022), we narrowed

down the candidate methods to direct rating, point allocation and swing weighting. Based

on the comments of Aubert et al. (2020) regarding the online experiment they conducted,

and the results of Bottomley et al. (2000)’s experiment comparing direct rating and point

allocation (more on both of which below), we decided to use direct rating as the most

appropriate benchmark.

The main aim of this study is to provide an experimental framework to test whether

the interactive optimization approach is generally preferred to weight elicitation using direct

rating and subsequent optimization using those weights. We speculate, based on the practi-

tioners’ feedback, that the iterative and interactive nature of the interactive algorithm helps

the decision-maker have more confidence that the final solution is indeed consistent with

their (unknown) preferences. If so, then participants who provided more input, i.e., for who

the interactive algorithm needed more iterations, might show a stronger preference for the

interactive algorithm than participants for who it converged faster. To test this, we would
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look at whether being asked more comparison questions in the interactive optimization ap-

proach increases their confidence in the method. If this is confirmed, that would provide a

contrary perspective to the more typical desire in optimization to minmize the number of

iterations.

In addition, we expose participants to both methods, and will investigate whether doing

one decision-making method first versus last has any effect on the overall preference for that

method. Participants who use the interactive optimization approach last may develop a

greater preference for it over time, as they become more familiar with the concept through

continued participation. On the other hand, participants may experience fatigue towards the

end of the survey and, as a result, those who use the interactive optimization method initially

may exhibit a stronger preference for it compared to those who use it later. Participants

who use the interactive algorithm last may appreciate it more, having first been confronted

with the challenge of providing weights using direct rating, or they may appreciate it less if

they consider it too complicated relative to direct rating. To test for sequencing effects, we

randomize the order of the decision-making methods participants use.

Furthermore, sequencing effects are well-documented in many other settings. It is con-

ceivable that the sequence of attributes (cost, global warming, water use) shown to the

participants has an effect on the final outcome they choose, if they inadvertently place a

higher weight on whichever attribute is listed first. Because the interactive algorithm re-

quires more steps, each involving all three attributes, we speculate that it is less sensitive

to such sequencing effects than direct rating, in which the participants are only confronted

with the attributes once. To explore this, we compare two treatments, in which the sequence

of attributes are either cost, global warming potential and water use, or water use, global

warming potential and cost, respectively.

We use oTree to make the interactive optimization approach online and design the ex-

periment by integrating Gurobi with the Web Licence Service for solving the optimization

problems. We then use Heroku as the database and create a Prolific study to recruit partic-
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ipants.

The outline of this chapter is as follows. In Section 2, we will provide a brief literature

review and background of our study. In Section 3, we will discuss our research questions and

in Section 4, we will outline the design and implementation framework of the experiments.

In Section 5, we summarize and conclude our experimental framework.

4.2 Background and Literature Review

There is an extensive literature that compares different multi criteria decision making meth-

ods. Many of those studies compare the performance of the multi criteria decision making

methods by conducting numerical experiments or empirical analyses by analyzing perfor-

mance on existing datasets. Some examples include Zanakis et al. (1998), Mousseau et al.

(2001), Ceballos et al. (2016) and Wu et al. (2023).

In addition, several studies compare the performance of different multi criteria decision

making methods by conducting experiments. However, majority of those studies compare

methods that can be used for multi attribute decision making. For example, Stillwell et al.

(1983) conduct an experiment to compare six different multi attribute decision making meth-

ods in the context of evaluating credit applications. Hobbs and Meier (1994) compare direct

weight assessment, trade-off weight assessment, additive value functions, and goal program-

ming in an experiment to choose a resource portfolio for Seattle City Light on planners and

interest group representatives. Wang and Yang (1998) evaluate the performance of three

multi attribute weight measurement methods in terms of theoretical validity, predictive per-

formance, and perceived performance in an experimental study. Hodgett (2016) conduct an

experimental study to assess three multi attribute decision making methods on a technol-

ogy manager and a team of nine people in an imaging company for an equipment selection

problem. Ishizaka and Siraj (2018) assess the usefulness of three multi attribute decision

making tools using incentive-based experiments. In this chapter, we develop an experimental
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framework to compare the interactive optimization approach, which is a method aimed to

be used in multi objective decision making, with a weight elicitation method followed by

optimization taking those weights as the true weights of the decision maker.

Selecting which method to use in multi criteria decision making is not trivial and Cinelli

et al. (2022) propose a new methodology and decision support system to recommend multi

criteria decision analysis methods. To decide which weight elicitation technique to use,

we benefited from the Weighting Methods Selection Software (Cinelli and Miebs 2022) and

narrowed down the candidate methods to direct rating, point allocation and swing weighting.

Aubert et al. (2020) conducted an online experiment on the use of swing weighting in

environmental decision making. They emphasize the need for more online work and real

life testing that focuses on methods like swing weighting and environmental attributes. The

problem that they focus on is future wastewater infrastructure, and they recruited partici-

pants that are Paris citizens through a survey company. 298 of them used swing weighting

while 357 of them used direct rating and the aim of the study was to test whether participants

learn facts about wastewater management by eliciting swing weights, whether participants

were able to follow the process instructions of the online survey to elicit swing weights and

whether they learn about their preferences. They found evidence for limited learning about

the context. Moreover, very few participants complied with the swing weighting instructions,

so the authors added an exploratory fourth research question to test whether participants

who did not comply with the process to elicit swing weights performed a direct rating of

objectives. They found that the participants who did not follow the instructions were some-

where in between direct rating and swing weighting. Based on their findings, we decided not

to pursue swing weighting as the weight elicitation process in our experimental framework.

Bottomley et al. (2000) compared direct rating and point allocation by conducting an

experimental study to test several hypotheses: the weights generated by direct rating will be

more reliable than of point allocation; experts, the ones who are more knowledgeable on the

topic/product, will be more consistent between test and retest; direct rating will be more
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reliable than point allocation in the test and retest procedure; and participants will favor

direct rating over point allocation. They recruited 113 undergraduate and post graduate

business school students to conduct the experiment, which was about a car selection among

different alternatives that are evaluated on nine attributes. They found that direct rating was

more reliable over test-retest than point allocation and found medium support for experts

being more consistent with direct rating. To assess whether direct rating would yield more

consistent choices, they calculated the weights for both methods and tested whether the

participants would end up with the same alternative in test-retest. They found that direct

rating produced more consistent results and the participants also favored direct rating over

point allocation. In light of these findings, we select direct rating as the weight elicitation

method to use in the experimental framework we present.

In addition to just comparing the interactive optimization approach with direct rating,

we would like to test what might affect this preference. In particular, we would like to ob-

serve whether the ordering of which method the participants use first affects their preferred

method. Carlsson et al. (2012) conduct an experimental study on ordering effects in choice

experiments, and particularly how participants’ preferences are affected by the learning pro-

cesses in a sequence of choice sets. They found evidence of changes in preferences and a

reduction in the error variance for the last choice sets compared to the first ones. Simi-

larly, the framing of the questions in terms of the attributes shown may influence the final

outcome. Oppewal et al. (2015) compares two choice experiments on how destination and

experience information affect holiday choices that differ in how the attribute information is

presented. Their findings show that presenting an attribute early in the task enhances its

importance. To test for both ordering effects above on the preference of the decision making

method, we outline four treatments, in which we change the order of the decision making

method and the sequence of the attributes shown.

A crucial step in our experimental framework is to adapt the interactive optimization

approach for online use. To facilitate this, we have decided to utilize oTree, which is a
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web-based tool designed for conducting interactive experiments in various settings such as

laboratories, online platforms, or field studies, either individually or in combination (Chen

et al. 2016). It operates directly through a web browser, so the participants do not need to

install any software on their devices and it is compatible with any device with internet con-

nectivity, including desktop computers, tablets, and smartphones. It is a widely used tool in

the economics literature, especially behavioral economics and decision analysis. Some recent

examples include Choi et al. (2022), Laudenbach et al. (2023), Ifcher and Zarghamee (2023)

and Drobner and Goerg (2024) . Even though not common in operations management, more

studies are emerging in the field of operations management that utilize oTree. To name a

few, Davis et al. (2022) conduct experiments to explore different inventory-sharing methods

within a two-tier supply chain comprising an upstream manufacturer and two downstream

retailers and Walker et al. (2023) create a novel game structure and experimental framework

to provide managerial insights into how principles of retainage mediate trust and trustworthi-

ness in competitive procurement environments dealing with moral hazard. The integration

of optimization that requires an optimization software with experiments in oTree is not com-

monly observed in literature. One of the contributions of our study to the literature is to

illustrate the possibility of this integration.

4.3 Research Questions

In this section, we will describe our research questions and briefly discuss what various

hypothetical results would imply.

4.3.1 Preference for the Interactive Optimization Approach

The main goal of our experiments is to compare the interactive optimization approach with

a more traditional method, direct rating followed by optimization with known weights. From

the interactions with the industry practitioners in Chapter 3, we have observed that decision-
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makers appear to prefer interactive optimization approach over weight elicitation by direct

rating. However, the sample of practitioners was small and they did not actually do the

direct rating method itself. In addition, having the researcher directly communicate with a

participant might bias their responses. Thus, it would be beneficial to test Research Question

1 with a much larger sample, where the experimental setting is automated without the need

of communicating with anyone. Hence, our first research question can be outlined as follows:

Research Question 1. Do decision-makers generally prefer the interactive optimization

approach over direct rating followed by optimization?

If the decision-makers generally prefer interactive optimization approach over direct rat-

ing followed by optimization, then the results would be consistent with our interactions

with practitioners. This finding would encourage the integration of interactive optimization

methodologies within business models and decision-making processes. Furthermore, this

shift could also promote more research to have a deeper understanding of the practical fea-

sibility and implications of integrating these methodologies into real-world contexts. Field

experiments, in particular, would play a crucial role in identifying implementation challenges

and strategies to mitigate them effectively.

If the decision-makers generally prefer direct rating over interactive optimization ap-

proach, then it would signify that decision-makers prefer more conventional strategies. The

reason behind such preference might be a lack of understanding of the mechanism behind the

interactive optimization approach and hence a lack of trust in using it. One way to mitigate

this issue would be to work on how to convey the logic and the mechanism of the interactive

optimization approach in a better way so that decision-makers will be more comfortable

adopting it in their decision-making processes.
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4.3.2 Consistency between Method Preference and Choosing the Respective

Optimal Solution

Given that the decision-maker’s weights are not known, there is no unambiguous way to

compare two different decision approaches. It is intuitive to assume that if participants give

higher ratings to one approach, then they would also prefer the optimal solution generated

by it. However, that is not automatically true; see for instance Beaudrie et al. (2021) who

report conflicting responses from participants about which of several multi-criteria decision

methods they prefer and how much the resulting outcome reflected their values. Hence, we

would like to test the following research question next:

Research Question 2. When participants give a higher overall rating to interactive opti-

mization approach than direct rating, do they also prefer the optimal solution found by the

interactive optimization approach to the one found as a result of the direct rating?

If the findings indicate that participants give a higher overall rating to interactive op-

timization approach than direct rating but do not prefer the optimal solution found by it,

such a contrary finding would suggest that the “best” method does not necessariliy produce

the “best” outcome. That would raise the question of under which conditions this occurs

more often and what might be strategies to mitigate this.

4.3.3 Number of Iterations and Confidence in the Method

Another important aspect is the effect of the number of iterations, i.e., the number of ques-

tions asked to the decision-maker during the interactive optimization approach on the par-

ticipants’ confidence in the method. To this end, we put forward the following research

question:

Research Question 3. When the number of iterations of the interactive optimization ap-

proach increases, does decision-makers’ confidence in the interactive optimization approach

also increase?
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We speculate that once participants are more involved in the decision-making process,

by being asked more questions in this case, it will increase their confidence in the decision-

making method, at least up to a limit. They will understand the process and the underlying

mechanism better, and will feel that they have had greater input in generating the optimal

solution. They will also become more familiar with the context as well. Further research

could investigate for how many iterations the confidence continues to increase, and when

that effect flattens out or possibly even is reversed after too many iterations.

If the increase in the number of iterations of the interactive optimization approach makes

decision-makers less confident in the approach itself, then it could signify that the partici-

pants may believe there are faster ways to achieve the optimal solution. For instance, they

might also be willing to accept either solution presented at the last iterations and feel that

the questions asked at the end are not necessary. Another reason behind a decrease in the

confidence with the increase in the number of iterations could be that towards the last iter-

ations, the solutions are getting closer to each other and it would be more difficult for the

decision-maker to make a choice. Decision-makers might feel that their decisions are not as

strong and feel less confident in the solution proposed at the end.

4.3.4 Method Ordering Effect

In addition to just comparing the interactive optimization approach and direct rating, we

would also like to test the effect of the order of which method is used first. There might be

a difference in the overall preference of interactive optimization depending on whether it is

done first or last. Therefore, we form our next research question as follows:

Research Question 4. Is there is a difference in the overall preference for the interactive

optimization approach between when participants use interactive optimization approach first

and when they use it last?

If we do find statistically significant evidence that there is a difference in the overall
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preference for the interactive optimization approach depending on when the participants

use the method, then it would signify the existence of an ordering effect. In that case, it

would be interesting to look at the direction of the difference in the overall preference of

the interactive approach when participants use it first versus last. Participants might get

tired towards the end and due to this fatigue effect, the participants who use interactive

optimization approach first might prefer it more compared to the participants who used it

at the last. On the other hand, we might also see that the participants who use interactive

optimization approach last prefer it more compared to the ones who use it first, because as

they continue doing the experiment, they understand the concept better and might prefer

whichever method they use last.

If we do not observe such an ordering effect, that might indicate that the overall preference

for the interactive optimization approach is strong compared to direct rating. In this case,

it might be beneficial to use another decision-making method as benchmark to test whether

ordering effects might occur in other comparisons.

4.3.5 Attribute Ordering Effect

Our final research question is about whether the sequence of attributes shown to the par-

ticipants makes a difference. There is a large literature on ordering effects, including

Muthulingam et al. (2013) who find strong order effects in the context of adopting energy

efficiency recommendations. In our context, with unknown weights, it is conceivable that

attributes that are listed first end up being weighed more heavily than if they were listed last.

Further, such a sequencing effect could be stronger when participants only interact with the

attributes once, as in direct rating followed by optimization, than when participants see all

the attributes repeatedly, as in the interactive algorithm. This leads to the research question

below.

Research Question 5. Will decision-makers’ optimal choice have a higher cost (lower
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weight on cost), when cost is shown as the last attribute rather than the first? Is any such

sequencing effect weaker for the interactive algorithm than for direct rating followed by opti-

mization?

We believe seeing cost attribute first will have an effect on people to put more emphasis

on the cost rather than the environmental attributes. Hence, we believe the final optimal

solution chosen in this case will have lower average cost, compared to the case where cost was

shown as the last attribute. This finding would be important as it could have the implication

that analysts can nudge people into making an environmentally friendly choice by changing

the ordering of the attributes by putting the non-environmental attributes last. This would

immediately raise the question whether all situations involving optimization with unknown

weights are sensitive to the sequence in which the attributes are listed. This could point to

another benefit of interactive methods in general.

If we do not observe such ordering effects, it would be worth investigating under which

conditions the ordering effect will occur. For example, if the two solutions compared are very

close to each other, this effect might be more prevalent. Similarly, if the two alternatives

in the pairwise comparison question are very far away from each other, it could reduce the

ordering effect.

4.4 Design and Implementation Framework of Experiments

The goal of this work is to assess the reactions to the interactive optimization approach

and compare it to a more traditional decision-making method, direct rating. We also would

like to test whether the sequence of attributes shown to the participants change the final

outcome. The sequence of the attributes shown changes from cost, global warming potential,

water use to water use, global warming potential and cost, respectively. We also change the

sequence of decision-making methods that participants will use. For the context, we use the

same sustainable sourcing setting as Chapter 3 with the same parameters to be consistent
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with the numerical experiments as well as the interactions with the industry practitioners.

As we would like to test for both the ordering effect on which method is used first and

the ordering effect of the attributes, we have a 2x2 design shown in Table 4.1.

First DR then IA First IA then DR

Cost First Treatment 1 Treatment 3

Cost Last Treatment 2 Treatment 4

Table 4.1: Experimental Setting with 4 Treatments

In treatment 1, the participants first use direct rating, and then use the interactive opti-

mization approach. The sequence of the attributes shown is cost, global warming potential

and water use, respectively. In treatment 2, again, the participants first use direct rating,

and then use the interactive optimization approach, but this time cost is the last attribute

shown.

In treatment 3, the sequence of the attributes is the same as treatment 1, i.e., the sequence

of the attributes shown is cost, global warming potential and water use. This time, the order

of which method is used changes. Participants first use the interactive optimization approach,

and then they use direct rating. In treatment 4, compared to treatment 3, the sequence of

the attributes shown is water use, global warming potential and cost, respectively.

The flow of the experiment can be outlined as follows: First, participants see the consent

page. After agreeing to continue, they are given a brief introduction explaining the sustain-

able sourcing in the apparel industry and what they need to do in the experiment. Then

they will use both decision-making methods. Depending on which treatment they see, the

sequence of the methods they use varies as explained above. After experiencing both meth-

ods, optimal solution reached with both methods will be displayed to the participants and

they are asked to indicate their preferences between those two solutions. The experiment will

conclude with a survey at the end to collect information on their reactions to both methods
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and on their demographics. More detailed experimental flow of treatment 1 is outlined in

Appendix C.

We incorporate three attention checks into our experiment. The first two attention check

questions are asking participants a pairwise comparison of two alternatives evaluated on the

three attributes used in the experiment (cost, global warming potential and water use). In

both of those comparison questions, one alternative is clearly dominated by the other; so

we ask the participants to select the one that performs better. The reason behind it is also

to understand whether they understand how to evaluate and compare two alternatives in

a pairwise comparison question. The first of those attention check questions is asked after

giving the instructions and before trying any of the decision-making methods, while the

second one is asked while transitioning from one decision-making method to the other one.

The third attention check question is incorporated in the survey at the end, which was just

asking participants to select a certain option. We also include some demographic questions

about factors such as age, gender, country, education, income and environmental attitude at

the end of the experiment. Each pairwise comparison question in the experiment was shown

both as a table and a bar chart side by side. An example of a comparison question in the

experiment is illustrated in Figure 4.1.

Figure 4.1: Example Pairwise Comparison from the Experiment
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As aforementioned, we have decided to utilize oTree to make the interactive optimization

approach online and to design our experiments. To utilize oTree, first we need to trans-

form the code of the interactive optimization approach from Julia to Python, as Python is

compatible with oTree. After transforming the code into Python, we create a web container

environment and used Web License Service of Gurobi to solve the optimization problems in

the experiment. We incorporate all the treatments into oTree. We also need to set up a

server to run the experiment. To this end, we create an application in Heroku and deploy

the oTree experiment there. With the application on Heroku using oTree, we are able to

create our experiment setting. After implementing the experiment using oTree, Gurobi and

Heroku, we create a Prolific study to recruit participants for our experiment. We would like

to aim for a sample size of 400, that will be randomly assigned to one of the four treatments

described above so that we can have approximately 100 participants per treatment. Figure

4.2 illustrates the flow chart of the experiment design process.

Experiment
Setup with
Treatments

Transforming
Code of

Interactive
Optimization

Approach from
Julia to Python

oTree
Implementation

Server in
Heroku Prolific Study

Gurobi
Container with
Web License

Service

Figure 4.2: Flow Chart of the Experiment Implementation Process

The study was submitted to UCLA’s Institutional Review Board with IRB#24-000537

and was certified as exempt from review on April 9, 2024.
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4.5 Conclusion

In this chapter, we presented an experimental framework aimed at evaluating the general

preference for the interactive optimization approach compared to weight elicitation via direct

rating, followed by optimization based on those weights. Additionally, we aim to investi-

gate whether prolonged engagement in the decision-making process enhances participants’

confidence in the chosen method.

We would also like to explore the impact of the ordering of decision-making methods on

overall preference. We believe that participants using the interactive optimization approach

later in the sequence may develop a stronger preference for it over time, potentially due to

increased familiarity. On the other hand, participants may exhibit fatigue towards the end

of the survey, potentially influencing their preference. To test this ordering effect, we outline

treatments, in which the sequence of the decision-making methods would change.

Furthermore, we aim to investigate whether the sequence of attributes presented to

decision-makers influences the final outcome they select. The analysts can take advantage

of the observation of such attribute ordering effects, as they could nudge decision-makers

to make more environmentally decisions by putting the attributes that are not related to

environment last. We include treatments where the sequence of attributes would change.

To implement these experiments, we utilize oTree to make the interactive optimization

approach online and integrate Gurobi with the Web License Service to solve the optimization

problems. Additionally, we leverage Heroku as the database platform and design a Prolific

study to recruit participants. Through these experiments, we aim to gain valuable insights

into decision-making processes and the factors influencing participants’ preferences. Our

work also highlights the integration of conducting experiments using oTree with optimization

using Gurobi.
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CHAPTER 5

Conclusion

With the advent of life-cycle assessment and other methods, decision-makers have increas-

ingly good information available about the environmental consequences of their choices.

However, the underlying mechanism of the decision-making process and how such choices are

influenced are not known. In addition to the several tools that exist to collect environmental

information, there is minimal guidance on making decisions based on such information in

this inherently multi-criteria setting.

In the second chapter of this dissertation, we conduct a series of experiments and show

that decision-makers are equally vulnerable to context effects when facing choices involv-

ing trade-offs between environmental attributes as they are with conventional attributes.

When analysts present the environmental impacts of various alternatives to policymakers or

other decision-makers, seemingly innocuous choices in how to present that information can

have a major effect on which alternative is chosen. Our results highlight the importance of

incorporating behavioral science into the environmental literature.

In the third chapter, we propose an interactive optimization-based approach that aims

to help decision makers with difficult trade-offs and make better decisions. Our approach

asks pairwise comparison questions to the decision-maker to determine the alternative most

aligned with decision-maker’s preferences. We test our approach on sustainable sourcing

problem and use data based on Sustainable Apparel Coalition’s Higg Material Sustainability

Index. We reach optimality in all numerical trials with different hypothetical decision-

makers. In addition to the numerical experiments, we also conduct interviews with industry

80



practitioners to get their feedback on the proposed interactive optimization-based approach

and receive very positive responses.

In the fourth chapter, we provide an experimental framework using oTree that will test

the interactive optimization-based approach we developed in Chapter 3 and compare it with

a more traditional approach called direct rating, followed by optimization. We also elaborate

on the effect of the sequence of the attributes displayed on the final outcome as well as the

effect of the sequence of the decision-making method used.

This dissertation contributes to the literature by showing that contrary to the literature

broadly related to LCA, decision-makers are equally at risk of falling prey to context ef-

fects (such as attraction and compromise effects) when facing choices involving trade-offs

between environmental attributes as they are with conventional attributes. Furthermore,

the proposed interactive optimization approach is a valuable tool for decision-making in sus-

tainable operations, as demonstrated by promising numerical experiments and discussions

with industry practitioners. The experimental framework we present illustrates and high-

lights the potential of integrating Gurobi optimization in online expeirments using oTree. In

general, this dissertation adds to the existing body of knowledge regarding decision-making

in sustainable operations by combining behavioral and optimization-based perspectives.
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APPENDIX A

Appendix to Chapter 2

This appendix provides background on the following topics regarding chapter 2:

1. The Higg Materials Sustainability Index (MSI)

2. How we transformed the choice sets in Simonson (1989)’s experiments to choices envi-

ronmental attributes

3. Descriptive statistics of the different samples

4. Graphs showing initial results for all experiments

5. Details on the statistical analysis using logistic regression

6. The scales used for environmental knowledge and concern

7. Brief discussion of limitations of the study

A.1 Background on the Higg MSI (Materials Sustainability In-

dex)

The Higg Materials Sustainability Index (MSI) is an increasingly widely used tool in the

apparel industry. It provides users with quantitative information on the environmental

impact of a wide range of materials used in the apparel sector in four impact categories:

climate change, eutrophication, abiotic resource depletion / fossil fuels, and water resources
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depletion / scarcity. The index uses information from LCA studies and from industry sources

and allows users to perform comparisons between materials with standardized and verified

information. See SAC (2020) for more on their methodology. Until recently managed by

the Sustainable Apparel Coalition, the Higg Index is “a suite of tools for the standardized

measurement of value chain sustainability, and it is central to the SAC’s mission to transform

businesses for exponential impact” . The Higg Materials Sustainability Index is one of several

tools that form part of the suite. The index is now managed by Higg, which was launched

as a public-benefit company in 2019. See Radhakrishnan (2015) for more background and

history. Luo et al. (2021) include the Higg Index as one of the four main methods to

evaluate environmental sustainability of textiles (alongside LCA, environmental footprint,

and eco-efficiency), due to its “high potential in the commercial setting”. As it becomes more

established, the Higg Index is also attracting more scrutiny from the media and regulators;

however, any limitations it may exhibit do not affect our findings, as our work does not

depend on the actual data embedded in the tool.

A.2 Transforming Simonson (1989)’s Study: Choice Sets with En-

vironmental Attributes

We constructed hypothetical fabrics and replaced the attributes in each of Simonson (1989)’s

experiments with a pair of environmental attributes. In doing so, we kept the relative

proportions of the two alternatives the same as in Simonson (1989)’s original experiments, but

we adjusted the scales so that the mean environmental impact score among the alternatives

was 100, with higher scores representing greater impacts. Table A.1 below shows the values

from the Simonson (1989)’s original experiments and Table A.2 illustrates an example of the

transformation.
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Original Experiment from Simonson

Beer Price Quality

A 1.9 65

B 2.8 75

C 3.1 75

D 2.2 65

Avg. 2.5 70

Table A.1: The Values Used in the Beer Experiment of Simonson (1989)

In Simonson’s original beer experiment choice set, there were 4 alternatives in total, with

the price and quality combinations shown above. We used the same experiment but changed

its name to “soda” to be more inclusive. Note that a higher quality score means a better

alternative.

Rearranged for ”lower is better” Rescaled for ”average = 100”

Option Attribute 1 Attribute 2 T-shirt Water scarcity Eutrophication

A 1.9 75 A 76 107

B 2.8 65 B 112 93

C 3.1 65 C 124 93

D 2.2 75 D 88 107

Avg. 2.5 70 Avg. 100 100

Table A.2: The Transformation of the Values to be Used in our Experiments

For environmental impact, a lower score means a better alternative, so we first trans-

formed the quality values (Attribute 2) so that a lower score would correspond to a better

alternative in that attribute (middle panel above). Finally, we re-scaled the numbers so that

their average would be 100. The average is taken across all alternatives in the experiment;

individual participants did not see all alternatives so the average score that any individual
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participant saw could deviate from 100.

A.3 Descriptive Statistics

The data and code are available upon request. In our analyses we only include the complete

responses that pass the attention check questions. The samples sizes and selected descriptive

statistics for each subsample (Behavioral Lab (BLab), Amazon Mechanical Turk (MTurk),

Sustainability Institute Students (SustIS), Sustainability Institute Alumni (SustIA)) and for

the combined sample are illustrated below in Tables A.3 - A.12.

Moderator Name Min Max Mean Std. Dev.

age
18 34 19.93 1.36

(years)

environmental knowledge
1 7 3.97 1.19

(scale 1-7; higher is more knowledgeable)

environmental attitude
4 7 6.09 0.67

(scale 1-7; higher is more concerned)

Table A.3: Descriptive statistics of continuous moderators for the BLab sample (n=230)

Gender Ethnicity

Female 172 American Indian or Alaska Native 2

Male 53 Asian 128

Other 4 Black or African American 5

Prefer not to say 1 Multiple 28

Other 15

White 52

Table A.4: Descriptive statistics of categorical moderators for the BLab sample (n=230)
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Moderator Name Min Max Mean Std. Dev.

age
18 75 39.65 12.19

(years)

environmental knowledge
1 6.8 3.68 1.29

(scale 1-7; higher is more knowledgeable)

environmental attitude
2.9 7 5.98 0.92

(scale 1-7; higher is more concerned)

Table A.5: Descriptive statistics of continuous moderators for the MTurk sample (n=260)

Gender Ethnicity

Female 103 American Indian or Alaska Native 2

Male 156 Asian 12

Other 0 Black or African American 20

Prefer not to say 1 Multiple 12

Other 5

White 209

Table A.6: Descriptive statistics of categorical moderators for the MTurk sample (n=260)

Moderator Name Min Max Mean Std. Dev.

age
16 42 24.56 4.98

(years)

environmental knowledge
1.4 6.8 5.33 0.94

(scale 1-7; higher is more knowledgeable)

environmental attitude
3.6 7 6.3 0.64

(scale 1-7; higher is more concerned)

Table A.7: Descriptive statistics of continuous moderators for the SustIS sample (n=148)
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Gender Ethnicity

Female 105 American Indian or Alaska Native 1

Male 43 Asian 60

Other 0 Black or African American 3

Prefer not to say 0 Multiple 11

Other 14

White 59

Table A.8: Descriptive statistics of categorical moderators for the SustIS sample (n=148)

Moderator Name Min Max Mean Std. Dev.

age
24 78 43 19.5

(years)

environmental knowledge
3.6 7 5.61 0.98

(scale 1-7; higher is more knowledgeable)

environmental attitude
5.7 7 6.5 0.42

(scale 1-7; higher is more concerned)

Table A.9: Descriptive statistics of continuous moderators for the SustIA sample (n=15)

Gender Ethnicity

Female 4 American Indian or Alaska Native 0

Male 9 Asian 5

Other 0 Black or African American 0

Prefer not to say 2 Multiple 0

Other 3

White 7

Table A.10: Descriptive statistics of categorical moderators for the SustIA sample (n=15)
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Moderator Name Min Max Mean Std. Dev.

age
16 78 29.36 12.51

(years)

environmental knowledge
1 7 4.2 1.36

(scale 1-7; higher is more knowledgeable)

environmental attitude
2.9 7 6.1 0.78

(scale 1-7; higher is more concerned)

Table A.11: Descriptive statistics of continuous moderators for all the samples combined

(n=653)

Gender Ethnicity

Female 384 American Indian or Alaska Native 5

Male 261 Asian 205

Other 4 Black or African American 28

Prefer not to say 4 Multiple 51

Other 37

White 327

Table A.12: Descriptive statistics of categorical moderators for all the samples combined

(n=653)
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A.4 Initial Analyses

We first conducted preliminary analyses by visual inspection of the data looking at the choice

proportions of each alternative for all samples and choice questions to determine if we observe

any patterns consistent with attraction or compromise effects. The figures below represent

the visual results for each pair of experiments with their corresponding choice proportions.

A.4.1 Attraction Effect

The Figures A.1 - A.4 below illustrate the results for each pair of experiments for the at-

traction effect with their corresponding choice proportions.

Figure A.1: Absolute choice proportions for the Soda I and T-shirt I experiments
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Figure A.2: Absolute choice proportions for the Soda II and T-shirt II experiments

Figure A.3: Absolute choice proportions for the Car I and Jeans I experiments

90



Figure A.4: Absolute choice proportions for the Car I and Jeans I experiments

A.4.2 Compromise Effect

The Figures A.5 - A.10 below illustrate the results for each pair of experiments for the

attraction effect with their corresponding choice proportions.

Figure A.5: Absolute choice proportions for the Apartment and Shirt experiments (alterna-

tive D was shown but not available to choose)
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Figure A.6: Absolute choice proportions for the Cellphone and Tank experiments

Figure A.7: Absolute choice proportions for the Mouthwash I and Polo I experiments
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Figure A.8: Absolute choice proportions for the Mouthwash II and Polo II experiments

Figure A.9: Absolute choice proportions for the Batteries I and Chino I experiments (alter-

natives A and D were shown but not available to choose)

93



Figure A.10: Absolute choice proportions for the Batteries II and Chino II experiments

(alternatives A and D were shown but not available to choose)

Note that all the choice proportions given in the figures above are the exact choice

proportions for each treatment of each experiment. In the figures in the main text, and

in the logistic regressions, we focus on the choice proportions of the alternatives that are

present both in the core treatment and the treatment with decoy, in order to isolate the

attraction and compromise effect. We refer to this as the conditional choice proportions.

For an example of how this was done for an experiment involving the compromise effect,

consider the experiment Mouthwash I. The alternatives that are common in both the core

treatment and the treatment with decoy are B and C, our target option is C, and the decoy

that is added in the decoy treatment is D. In the core treatment, 39% chose A, 49% chose

B and 12% chose C. Then the conditional choice proportions become: 49 / (49+12) = 80%

for B, and 12 / (49+12) = 20% for C. In the treatment with decoy D, 66% chose B, 25%

chose C and 9% chose D. The conditional proportion for B is given by 66 / (66+25) = 73%

and for C it is 25 / (66+25) = 27%. So, we observe a 7-percentage point increase in the

conditional choice proportion of the target option C going from the core treatment to the
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treatment with decoy.

A.5 Statistical Analyses

To conduct statistical analyses, we performed logistic regression using R version 3.6.1. to

determine whether the attraction or compromise effects are statistically significant. Our

logistic regression equation is as follows:

Yi = β0 + β1Ci[+β2(moderators)i + β3Ci(moderators)i] + ϵi (A.1)

The dependent variable Yi = +1, if the target option is chosen and is 0 otherwise. The

independent variable Ci indicates whether the treatment associated with response i involved

a decoy or not. We used contrast coding (Judd et al. 2017) for Ci, i.e., Ci = +1 for the

treatment with decoy and Ci = −1 for the core treatment.

By using contrast coding, the intercept becomes the mean of all observations included

in the regression. We also used moderators such as age, gender, ethnicity, environmental

knowledge, and environmental attitude, together with their interactions with the treatment

contrast code. For environmental knowledge, we asked participants to agree/disagree with

statements such as “I know more about eutrophication than the average person”. For envi-

ronmental concern, we used the eco-centric concern questions from the environmental atti-

tudes inventory by Milfont and Duckitt (2010). The full scales are included in Section A.6

below.

The output from the logistic regression analyses tests whether there is a statistically

significant difference between the conditional choice proportions of the target option in each

treatment, which is a two-sided hypothesis test. However, to say that we observe an at-

traction or compromise effect, the conditional choice proportion of the target option in the

treatment with decoy should be higher than the conditional choice proportion in the core
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treatment, so we need a one-sided test. We convert the two-sided p-values from the regres-

sion output to one-sided p-values as follows. Let pr be the p-value from the regression, and

pos be the one-sided p-value that we seek. If the coefficient estimate is positive, we set pos =

pr/2; if it is negative, we set pos = 1–pr/2. Whenever pos < 0.05, we can say that we observe

a statistically significant attraction/compromise effect in that experiment with significance

level p < 5%.

In addition, whenever we see a moderately significant (with pr < 0.10) interaction effect

between the treatment contrast code Ci and any of the moderators we used, we also report

the moderator. If the coefficient of the interaction variable is positive, then the moderator

had a positive effect on the magnitude of the attraction/compromise effect. The moderator

variables created for controlling the effects of demographic information are as follows:

Gender1 =


1, if Male

0, otherwise

(A.2)

Gender2 =


1, if Other

0, otherwise

(A.3)

Ethnicity1 =


1, if American Indian or Alaska Native

0, otherwise

(A.4)

Ethnicity2 =


1, if Asian

0, otherwise

(A.5)

Ethnicity3 =


1, if Black or African American

0, otherwise

(A.6)
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Ethnicity4 =


1, if Other

0, otherwise

(A.7)

Ethnicity5 =


1, if (not White) and (all previous ethnicity variables are 0)

0, otherwise

(A.8)

Knowledge = average of the environmental knowledge questions on the scale from 1-7

(A.9)

Attitude = average of the environmental attitude questions on the scale from 1-7 (A.10)

We standardized the continuous moderators (attitude, knowledge, and age) for each re-

gression. Table A.13 summarizes our logistic regression results, and shows which moderators

had a positive or negative effect on the attraction/compromise effect variable for each ex-

periment. The abbreviations we used for the moderators in Table A.13 are as follows:

• age: age

• know: environmental knowledge score

• att: environmental attitude score

• G: gender (default is female, the most prevalent response); M: Male, O: Other

• E: ethnicity (default is white, the most prevalent response); AA: African American,

AI: American Indian, A: Asian, O: Other, M: Multiple

As seen in Table A.13, we do not observe any clear pattern for the effect of the moderators.
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Experiment pos
Positive Factors Negative Factors

Sample Size
(pr < 0.10) (pr < 0.10)

Attraction effect experiments

Soda I* 0.003 433

T-shirt I* 0 age, E:AA 432

Soda II 0.656 426

T-shirt II 0.18 420

Car I* 0 know age, E:O 427

Jeans I 0.656 423

Car II 0.929 E:A, E:O, att 424

Jeans II* 0.001 E:A 424

Compromise effect experiments

Apartment* 0.004 E:AA 653

Shirt 0.403 653

Cellphone* 0.035 age, G:M, 337

Tank* 0.002 342

Mouthwash I* 0.001 att E:O 335

Polo I* 0.007 age, know G:M, att 347

Mouthwash II* 0.001 E:M G:M 267

Polo II* 0.006 317

Batteries I* 0.022 433

Chino I 0.259 att 433

Batteries II* 0.046 439

Chino II 0.549 E:O 439

Table A.13: Summary of the one-sided logistic regression results for all experiments
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Note that these results are obtained using the logistic regression specification. The exper-

iments in which a statistically significant (pos < 0.05) attraction or compromise effect were

found are indicated with a “*” next to their name. Sample sizes differ within each experi-

ment, as each participant only saw one treatment from each set of treatments associated with

each experiment. Participants did see the equivalent treatments in the original experiment

as in the transformed environmental version of the experiment. The reason why the sample

sizes sometimes differ slightly between the replication of Simonson (1989)’s experiment and

its environmental transformation is because we use conditional choice proportions in the

regressions; the number of participants who selected one of the options from the core set

could differ between the original treatment and the environmental transformation. To cast

a wider net, moderators are reported if they are significant at pr < 0.10, but even then no

consistent patterns emerge.

So far, all results presented refer to the analyses of the full sample, where we combined

the responses from all 4 subsamples: BLAB, MTurk, SustIS and SustIA. Below, we also

present the conditional choice proportions of the target option in the core treatment and the

treatment with decoy, and the magnitude of the difference (which indicates the magnitude

of any attraction/compromise effect), for each subsample as well as for the combined sample

in Tables A.14 - A.16. We combined the SustIS the SustIA subsamples as the SustIA alumni

sample was too small to be analyzed separately.
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Combined Data

(n = 653)

Experiment core with decoy diff.

Soda I 0.49 0.79 0.3

T-shirt I 0.29 0.59 0.3

Soda II 0.51 0.5 -0.01

T-shirt II 0.71 0.74 0.03

Car I 0.21 0.37 0.15

Jeans I 0.38 0.37 0

Car II 0.79 0.82 0.03

Jeans II 0.62 0.77 0.15

Apartment 0.22 0.36 0.14

Shirt 0.88 0.9 0.01

Cellphone 0.32 0.4 0.16

Tank 0.34 0.56 0.35

Mouthwash I 0.2 0.28 0.15

Polo I 0.46 0.53 0.21

Mouthwash II 0.27 0.45 0.36

Polo II 0.17 0.33 0.24

Batteries I 0.6 0.65 0.05

Chino I 0.14 0.15 0.02

Batteries II 0.4 0.61 0.21

Chino II 0.86 0.86 0

Table A.14: Conditional choice proportions of the target alternative in core treatment and

treatment with decoy, and their difference for all samples combined
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BLab MTurk

(n = 230) (n = 260)

Experiment core with decoy diff. core with decoy diff.

Soda I 0.32 0.69 0.37 0.56 0.82 0.26

T-shirt I 0.22 0.52 0.3 0.36 0.67 0.31

Soda II 0.68 0.64 -0.05 0.44 0.35 -0.09

T-shirt II 0.78 0.83 0.06 0.64 0.6 -0.04

Car I 0.2 0.41 0.21 0.29 0.42 0.12

Jeans I 0.34 0.4 0.06 0.45 0.35 -0.1

Car II 0.8 0.88 0.07 0.71 0.73 0.03

Jeans II 0.66 0.79 0.13 0.55 0.74 0.19

Apartment 0.25 0.33 0.07 0.16 0.32 0.16

Shirt 0.92 0.96 0.04 0.84 0.81 -0.03

Cellphone 0.23 0.38 0.21 0.47 0.46 0.1

Tank 0.3 0.56 0.39 0.38 0.62 0.36

Mouthwash I 0.16 0.23 0.13 0.21 0.34 0.21

Polo I 0.5 0.42 0.1 0.52 0.65 0.29

Mouthwash II 0.19 0.41 0.35 0.34 0.46 0.31

Polo II 0.19 0.24 0.15 0.12 0.36 0.28

Batteries I 0.66 0.67 0 0.56 0.63 0.06

Chino I 0.09 0.17 0.08 0.21 0.17 -0.03

Batteries II 0.34 0.59 0.25 0.44 0.57 0.14

Chino II 0.91 0.91 0 0.79 0.79 0

Table A.15: Conditional choice proportions of the target alternative in core treatment and

treatment with decoy, and their difference for BLab and MTurk subsamples
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SustIS + SustIA

(n = 163 (148 + 15))

Experiment core with decoy diff.

Soda I 0.62 0.87 0.25

T-shirt I 0.26 0.58 0.32

Soda II 0.38 0.53 0.15

T-shirt II 0.74 0.82 0.08

Car I 0.11 0.22 0.11

Jeans I 0.32 0.37 0.05

Car II 0.89 0.86 -0.03

Jeans II 0.68 0.78 0.1

Apartment 0.27 0.48 0.2

Shirt 0.9 0.94 0.04

Cellphone 0.21 0.33 0.19

Tank 0.3 0.47 0.28

Mouthwash I 0.24 0.25 0.12

Polo I 0.33 0.47 0.24

Mouthwash II 0.19 0.49 0.43

Polo II 0.24 0.42 0.29

Batteries I 0.58 0.66 0.08

Chino I 0.09 0.09 0

Batteries II 0.42 0.69 0.27

Chino II 0.91 0.91 0

Table A.16: Conditional choice proportions of the target alternative in core treatment and

treatment with decoy, and their difference for SustIS and SustIA subsamples combined

As can be seen from Tables A.14 - A.16, our results within the subsamples are broadly
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consistent with the results from the full sample. The results from the full sample will typically

yield higher significance levels due to the larger sample size, but the magnitudes of the effects

are comparable within the subsamples.

A.6 Environmental Scales

The scales that we used for environmental knowledge (7-point scale, from strongly disagree

(1) to strongly agree (7)) are as follows:

1. I know more about eutrophication than the average person.

2. I understand the environmental jargon associated with lifecycle assessments.

3. I am very knowledgeable about water pollution prevention techniques.

4. I am confident that I know how to select products and packages that reduce the amount

of waste ending up in landfills.

5. I am knowledgeable about the consequences of fossil fuels depletion.

The scales that we used for environmental concern (attitude) (from Milfont and Duckitt

(2010); 7-point scale, from strongly disagree (1) to strongly agree (7)) are as follows:

1. The idea that nature is valuable for its own sake is naive and wrong.

2. It makes me sad to see natural environments destroyed.

3. Nature is valuable for its own sake.

4. One of the worst things about overpopulation is that many natural areas are getting

destroyed.

5. I do not believe protecting the environment is an important issue.
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6. Despite our special abilities humans are still subject to the laws of nature.

7. It makes me sad to see forests cleared for agriculture.

8. It does NOT make me sad to see natural environments destroyed.

9. I do not believe nature is valuable for its own sake.

10. I don’t get upset at the idea of forests being cleared for agriculture.

A.7 Limitations

This study was intended as a preliminary investigation of whether behavioral factors, such as

context effects, manifest themselves when making choices involving environmental attributes.

This study has several limitations, which point to natural opportunities for further research.

Our results are based on lab rather than field experiments. By including a population

of environmentally knowledgeable participants we attempted to attain somewhat more ex-

ternal validity, but a field experiment involving decision-makers facing actual choices would

be informative. We used Simonson (1989)’s classical consumer-oriented experiments as a

benchmark against which to compare our results, but our environmental replications of those

experiments asked participants to imagine themselves working as a designer in an apparel

firm. It is conceivable that individuals would respond differently when primed as consumers

vs. as decision-makers in an organization, though we did not find any evidence of that in

our results. In designing the environmental experiments, we selected arbitrary pairs of en-

vironmental attributes (from the Higg MSI); the experiments were not designed specifically

to examine systematic differences between the attributes, such as whether some attributes

may be considered sacred or secular, or whether preferences related to attributes may be

nonlinear. We included a few experiments with a social attribute (probability of child labor

occurring in the supply chain) and one of the four earlier environmental attributes, but the
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framing of this social attribute was probably not sufficiently clear to participants and no

consistent patterns emerged.

The final design of the experiments and construction of the Qualtrics survey tool took

place during the initial stages of the Covid-19 pandemic, which limited the interaction be-

tween the research team. Two types of errors occurred, which are unfortunate, but which do

not affect the results and findings presented here. First, due to a coding error in Qualtrics,

the compromise effect experiment related to TV choice in Simonson (1989) and our environ-

mental counterpart involving sweatshirts was not shown to the BLab and MTurk samples.

We excluded those treatments from our analysis. Second, we had included a few treatments

where information was presented visually, following Frederick et al. (2014)’s finding that

attraction effects may disappear in that case. In those treatments the visual representations

were flawed, leading to one alternative dominating the others; those experiments are also

excluded here.
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APPENDIX B

Appendix to Chapter 3

B.1 The Flowchart of the Proposed Interactive Preference-based

Optimization Method

Step 1: 
Set i = i+1, Ask DM: y1 vs y2? 

Set yi
p= preferred alternative, yi

n= other alternative. 
 prefi = prefi-1 U {(yin, yip)}.

Is the model
feasible?

Step 2: Solve MWMi to
obtain new w 

NO
YES

Inconsistency!

  y1 = y, y2
 = yi

p.YES NO
Step 3: Set w= w and

solve MM(w) to obtain y.
Is y= yi

n or
y=yi

p?

 Solve CM(yi
p, gamma).

Step 0: i = 0, j = 0, pref0 = {}, used0={}. 
Choose w1 and w2 at random. Solve MM(w1)

and MM(w2)  to obtain y1 and y2. If y1=y2, draw
a new weight and repeat until different.

Is the model
feasible?

Stop, optimal solution is
found! Return yi

p.

NO

YES
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B.2 The Pseudo-code of the Proposed Interactive Preference-based

Optimization Method

Algorithm 1 Proposed Interactive Preference-based Optimization Method

Set i←0; P⪯
0 ← ∅; δ ← 0.10−5

Step 0: Assign w1 and w2 randomly; solve MM(w1) and MM(w2) to obtain y1 and y2.

while y1 = y2 do

Choose w′ ̸= w2; solve MM(w′) to obtain y′; y2 ← y′

end while

Step 1: i← i+1; Ask DM: y1 ⪯ y2 ?

if DM says YES then

Set yp ← y2; yn ← y1

else

Set yp ← y1; yn ← y2

end if

P⪯
i ← P

⪯
i−1

⋃
{(yn,yp)}

Step 2: Solve MWM(P⪯
i ) to obtain w

if MWM(P⪯
i ) is feasible then

go to Step 3

else

Stop, DM is inconsistent

end if
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Step 3: Set w← w; solve MM(w) to obtain y

if y ̸= yp & y ̸= yn then

Set y1 ← y, y2 ← yp and go to Step 1

else

Solve CM(P⪯
i ,y

p, δ) to obtain w

if CM(P⪯
i ,y

p, δ) is feasible then

Go to Step 3

else

Stop, optimal solution is found

end if

end if

return yp
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APPENDIX C

Appendix to Chapter 4

C.1 The Experimental Flow for Treatment 1

Below, we provide the complete experimental flow for treatment 1. Treatments 2,3, and 4

will have either different ordering of the methods and/or different ordering of the attributes.

INTRODUCTION AND CONSENT:

You are invited to voluntarily participate in a research project conducted by Charles

Corbett, Professor of Operations Management and Sustainability at UCLA on Prolific. Your

participation in this study is voluntary.

Why is this study being done? We are conducting this study to understand how

individuals make decisions in a business context using two different decision making methods.

What will happen if I take part in this research study? If you volunteer to

participate in this study, the researcher will ask you to do the following:

(a) Provide your consent to participate.

(b) Use two different decision making methods to solve a business problem.

(c) Answer questions regarding your experiences with the above methods and demograph-

ics.

How long will I be in the research study? The survey will take about 20 minutes,

including the consent process.

Are there any potential risks or discomforts that I can expect from this study?
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We do not foresee any risks or discomfort.

Are there any potential benefits if I participate? You will contribute to the body

of knowledge regarding decision-making and sustainability.

Will I receive any payment if I participate in this study? You will receive $5.00

for completing this study. You will receive the payment through Prolific.

Will information about me and my participation be kept confidential? Only

the investigators will have access to your responses during the study. Personally identifiable

information that Prolific has about you will not be shared with the investigators. Your

responses to the survey questions will be entirely anonymous, and cannot be traced back to

you. These anonymous data may be shared with other investigators.

What are my rights if I take part in this study? You may withdraw your consent

at any time and discontinue participation without penalty. You can choose whether or not

you want to be in this study. If you volunteer to be in this study, you may leave the study

at any time without consequences of any kind.

Who can answer questions I might have about this study? If you have any

questions, comments or concerns about the research, please contact Prof. Charles Corbett

at charles.corbett@anderson.ucla.edu. If you have questions about your rights as a research

subject, or you have concerns or suggestions and you want to talk to someone other than

the researchers, you may contact the UCLA OHRPP by phone: (310) 206-2040; by email:

participants@research.ucla.edu or by mail: Box 951406, Los Angeles, CA 90095-1406.

By continuing with the survey you indicate that you have read and understood the

information provided above, and that you willingly agree to participate in this research

study. Thank you for your willingness to participate.

CONTEXT AND GENERAL INSTRUCTIONS:

The apparel industry produces more than 30 million tons of goods annually and it ac-

counts for more than 1700 million tons of carbon dioxide (CO2) emissions, which contribute
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to climate change. One single t-shirt accounts for between 5-10 kg CO2. Cotton is one of

the main raw materials in the textile industry. It takes approximately 2700 liters of water

to make a single cotton t-shirt, which is enough drinking water for a person for 900 days.

It is crucial to understand the environmental impacts of the apparel industry and make re-

sponsible decisions. These decisions are often hard, because they involve trade-offs between

multiple economic and environmental considerations.

Several methods exist to provide guidance in making those hard decisions. In this ex-

periment, you will be taking the role of an analyst who works in the apparel industry and

who makes decisions based on metrics such as cost, global warming potential and water use.

These metrics are also called your decision criteria. Cost will be expressed in thousands of

dollars. Global warming potential and water use are expressed in scores, where a higher

score means higher impacts; in other words, a higher score is worse for the environment.

These scores are generated based on a state-of-the-art database of environmental impacts of

the apparel industry. In all scenarios that you will see, the actual global warming potential

and water use are substantial.

In this experiment, there is a demand for 10 different product types that needs to be

satisfied. There are 15 different raw materials that can be supplied from 20 different suppliers

around the world.

Figure C.1: Parameters of the Sustainable Sourcing Problem
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The total cost, global warming potential and water use will vary depending on which

raw materials are sourced from which suppliers. Your task will be to satisfy demand with a

global sourcing strategy that yields the best combination of cost, global warming potential

and water use, according to your preferences. The number of potential solutions is very large

and it is complicated to make these decisions without any guidance.

Figure C.2: Illustration of Complicated Decision Making in the Sustainble Sourcing Problem

To illustrate the type of choice you will be making, please see the below comparison of

two possible sourcing strategies. One of the alternatives is clearly better than the other.

Please indicate the alternative which performs better.
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Figure C.3: First Attention Check Question

You will use two different decision-making tools to help with your decisions. One of them

is called Direct Rating while the other is called Interactive Algorithm. In the Direct Rating

method, you will be asked to rate the importance of each decision criterion, namely cost,

global warming potential and water use. In the Interactive Algorithm, you will be presented

with a series of pairwise comparison questions and asked to choose which alternative you

prefer by evaluating their performance on cost, global warming potential and water use. After

completing both methods, you will be presented with a survey to evaluate your experience

with the two methods, followed by a few more general questions.

METHOD: DIRECT RATING

This decision-making method is called Direct Rating. Below we will show a representative

set of examples of feasible solutions and their respective cost, global warming potential and

water use. Remember that for all decision criteria, lower values are better. You are asked to

rate each decision criterion, namely cost, global warming potential and water use, between

0-100 to indicate the importance of each criterion according to your personal preferences. A
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higher rating means that criterion is more important to you. The ratings do not need to

add up to 100. Please rate each of the decision criteria below. You can change your ratings

until you click continue.

Figure C.4: Direct Rating

Thank you for submitting your ratings. You have entered: (input ratings) . The Direct

Rating method can now use these ratings to find the optimal solution to the sourcing problem.

We will show that optimal solution later.

Now please indicate which of the following two alternatives is better:
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Figure C.5: Second Attention Check Question

METHOD: INTERACTIVE ALGORITHM:

This decision-making method is called Interactive Algorithm. In each iteration, we will

show you two alternatives and we will ask you which one you prefer. The alternatives will

be displayed in a table and as a bar chart. The Interactive Algorithm uses your answers

in each round to decide which alternatives to show next. After you go to the next round,

you cannot go back and change your response from the previous round. In each iteration,

the Interactive Algorithm is trying to find a feasible alternative that might be better than

the one you preferred in the previous round. The algorithm will stop once there is no such

challenger left to be found.

There are two alternatives to choose from: Alternative 1 and Alternative 2. Their re-

sulting cost, global warming potential and water use are indicated in the below table and

illustrated in the below bar chart. Which one do you prefer: Alternative 1 or Alternative 2?

Please indicate your choice below and submit.
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Figure C.6: Interactive Algorithm

Figure C.7: Wait Page to Find Challenger

Results for INTERACTIVE ALGORITHM
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The algorithm could not find any challengers based on your preferences. The last alter-

native you chose is the optimal one:

Figure C.8: Optimal Solution for Interactive Algorithm

COMPARING THE SOLUTIONS REACHED BY TWO METHODS:

Thank you for using both Direct Rating and Interactive Algorithm. For the Direct Rat-

ing, we took the ratings you provided for the three attributes (cost, global warming potential

and water use), and determined the corresponding optimal solution to the sustainable sourc-

ing problem. Below you can find the optimal solution reached with each method.
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Figure C.9: Comparing Optimal Solutions

Please answer the following questions to tell us more about your experience with these

methods.

(The survey questions to be used with 7-point Likert Scale: Strongly Agree - Agree -

Somewhat Agree - Neither Agree nor Disagree - Somewhat Disagree - Disagree - Strongly

Disagree)

Overall, I am satisfied with the Direct Rating.
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Overall, I am satisfied with the Interactive Algorithm.

Direct Rating was easy to use.

Interactive Algorithm was easy to use.

It was easy to provide Direct Ratings.

The comparison questions in the Interactive Algorithm were easy to answer.

Using Direct Rating improved my understanding of my own values.

Using Interactive Algorithm improved my understanding of my own values.

Using Direct Rating improved my understanding of key trade-offs between alternatives.

Using Interactive Algorithm improved my understanding of key trade-offs between alter-

natives.

Using Direct Rating could be helpful in better communicating my decision-making results.

Using Interactive Algorithm could be helpful in better communicating my decision-

making results.

I trust the outcome with Direct Rating.

I trust the outcome with Interactive Algorithm.

I am satisfied with the final outcome of the Direct Rating.

I am satisfied with the final outcome of the Interactive Algorithm.

I would like to try applying Direct Rating to other decision problems.

I would like to try applying Interactive Algorithm to other decision problems.

Thank you for reading thoroughly. Please select strongly disagree for this question.

Demographic questions:

What is your age?

What is your gender? (The choices are: Male, Female, Other, Prefer not to say)

Which country are you located in? (The choices are: US, UK)
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Please select your highest degree or level of school you have completed from the drop

down menu. (The choices are: Some High School, High School, Assoc Degree, Bachelors,

Some Grad School, Masters, Other Prof. Degree, PhD, Other, Prefer not to say)

Information about your household income is very helpful when analyzing survey re-

sponses. Please select the range closest to your annual household income before taxes from

the below drop-down menu. (The choices are: Less than $10,000, Between $10,000 and

$25,000, Between $25,000 and $50,000, Between $50,000 and $75,000, Between $75,000 and

$100,000, Between $100,000 and $150,000, More than $150,000, Prefer not to answer)

(The survey questions to be used with 7-point Likert Scale for environmental attitude:)

I think of myself as an environmentally friendly individual.

I would be willing to accept cuts in my standard of living to protect the environment.
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Hämäläinen RP (2015) Behavioural issues in environmental modelling – the missing

perspective. Environmental Modelling Software 73:244–253, ISSN 1364-8152, URL

http://dx.doi.org/https://doi.org/10.1016/j.envsoft.2015.08.019.
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