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ABSTRACT OF THE DISSERTATION

Calibration of Multi-Bit per Stage Pipelined ADC
Using Statistical Properties of Capacitor Arrays

by
Sourja Ray

Doctor of Philosophy in Electrical Engineering
University of California, San Diego, 2008
Professor Bang-Sup Song, Chair

With the rapid growth of powerful digital algorithms in communications and control technology, it is now considered advantageous to partition systems such that more traditionally analog signal conditioning tasks like filtering, equalization, frequency translation are now being performed using digital circuits. In such systems, it is necessary burden the data converter to perform the conversion at higher speeds and higher resolutions to maximize the amount of information flowing in to and out of the digital domain. The analog-to-digital converter that links the “real” analog world with the computationally convenient digital domain is often a performance bottleneck in such systems. This dissertation is a study of analog techniques applied to multi-bit
DACs that are required to overcome the analog limitations that makes it difficult to achieve high accuracy analog-to-digital and digital-to-analog converters.

The improvement of accuracy is achieved in the analog domain using a novel technique called self-configuration. Using statistical matching properties of capacitor arrays, a pipelined ADC self-configures the MDAC capacitor array for best matching from many trial combinations of smaller capacitive sub-elements. These sub-elements having opposite error magnitudes are grouped together to form matched elements thus permitting an accurate multi-bit MDAC to be created without using an explicit trimming network. A random search algorithm enables the self-configuration process by quickly regrouping the sub-elements to reduce the spread between the reconstructed elements. The proposed state machine based permutation algorithm allows near unique permutations of the sub-elements and achieves a near unity state repetition ratio with a simple hardware implementation. An ADC system is designed with the self-configuration algorithm contained in the same die, and improvement in capacitor matching is demonstrated after the self-configuration process. A 0.18µm CMOS prototype achieves 13b linearity and over 80dB SFDR at 43MS/s. The chip consumes 268mW at 1.8V and occupies 3.6mm².
A short study of an existing alternate analog calibration scheme is presented as a comparison. This scheme helps improve the matching of elements in the feedback DAC of a multi-bit delta-sigma ADC. Opportunities to improve the scheme for high-speed operation are identified and proposed solutions are verified using simulations.
Chapter 1:

Introduction

A review of the basic concepts necessary to understand data converters and the important figures of merit used to characterize data converters is presented followed by a short description of common ADC architectures relevant to this dissertation.

1.1: INTRODUCTION

Man, since the beginning of civilized times, has attempted to control his surroundings with increased precision [1]. The industrial era heralded an age of control where mechanical, hydraulic and pneumatic systems improved quality of life. The electronic age improved the precision of control through analog computers and analog control systems. The conversion of mechanical stimulus to electronic quantities like charge, current and voltage followed by processing using various circuits like amplifiers, integrators and differentiators and converting back to mechanical response resulted in a higher precision of control than by using mechanical systems alone. The world shrank with the advent of telegraphy and telephony. The digital revolution brought a further increase in the complexity of control and communication systems. The combination of complex algorithms and the repeatability and ease of manufacturing digital circuits and digital memory made it economical to process all real world stimuli in the digital domain and convert the response of the system from
the digital domain to the real world. It is counter-intuitive to note that as systems improve in performance, the actual control happens in a layer that is further away from the environment being controlled (Fig. 1.1).

![Figure 1.1: Evolution of technology.](image)

The discrete-valued and discrete-time nature of the digital domain is an abstraction of the continuous-valued and continuous-time nature of the real analog world. Sensors convert the real world quantities of interest to analog signals. Analog signals exert influence back to the real world using actuators. Data converters transform information from the analog domain to the digital domain and back using analog-to-digital converters (ADCs) and digital-to-analog converters (DACs). The performance of the overall system not only depends on the algorithm exerting the
control but also on the quality of each conversion step. The ADC is often the bottleneck in performance in several modern information-processing systems.

1.2: DISSERTATION ORGANIZATION

This chapter describes various ADC architectures and the limitations of these architectures. The second chapter describes calibration systems that alleviate these problems. A novel technique proposed in the third chapter reduces the mismatch in nominally alike unit elements used in DACs. A pipelined ADC chip that uses this mismatch reduction technique to perform analog domain calibration of unit elements in a multi-bit MDAC is further discussed in the fourth chapter and forms the heart of this dissertation. The fifth chapter describes an alternate analog calibration scheme applied towards reducing the mismatches of unit elements in a multi-bit feedback DAC in a continuous-time delta-sigma ADC.

1.3: BUILDING BLOCKS

Comparators and digital-to-analog converters (DAC) are two fundamental building blocks that can be identified in all ADC architectures. The comparator is a non-linear block that compares the input analog variable (voltage, charge or current) with an applied reference value (voltage, charge or current) to generate a decision indicating if the applied signal was greater than or lesser than the reference value (Fig. 1.2). This decision-making capability of this building block allows the signal range to be partitioned into distinct regions and each region is associated with a code value. Several decisions are made using either one or several comparators during the analog-
to-digital conversion process and the resulting decisions are combined in an architecture specific manner to generate the final digital output code word. The DAC provides a way to map the digital code space back to the input analog quantity.

![Comparator diagram](image)

**Figure 1.2: Comparator as a decision-making element.**

In the strictest sense, a digital system operates on discrete quantities. For ease of implementation, most digital systems are also implemented as discrete-time systems i.e. digital systems accept or deliver data at discrete time steps. This fits very well with the analog sampling concept and a sampling system like a sample-and-hold or a track-and-hold network is often a part of an ADC system. Sampling freezes the signal at a chosen time instant. This allows a relationship to be set between the analog signal and the digital codes versus time. Uniform sampling is preferred for most data converters in which the samples are uniformly spaced in time. The rate of sampling determines the maximum bandwidth of signal that can be reconstructed as specified by the Nyquist sampling theorem [2]. A signal band-limited to B Hz to be reconstructed without artifacts has to be sampled at 2B Hz, called the Nyquist sampling rate, as shown in Fig. 1.3. Signals at frequencies greater than B Hz, when sampled at 2B Hz, fold back or alias into the signal band. An anti-alias filter (AAF) is commonly used at
the input of an ADC to prevent aliasing. ADCs that can potentially operate at signal frequencies until half the sampling rate are called Nyquist rate ADCs.

**Figure 1.3: Sampling.**

A finite number of bits in a word are used in a realizable digital system to represent the continuous analog signal. The signal is converted to one of a finite number of possible codes in the digital code space or in other words is quantized (Fig. 1.4). ADCs therefore are also called quantizers. The code is usually expressed in terms of these bits forming a binary number. The binary representation is common in practical ADCs because this is a leads to simple relationship between the digital code and the analog input value. The fewest number of bits that can be used to express uniquely each allowable code is called the resolution of the ADC. The resolution of an
ideal ADC also represents a measure of the smallest change in the input that can be detected i.e. the minimum resolvable input. The smallest change results in a change in the least significant bit (LSB) in the binary word. LSBs are frequently used as units to measure the signal range and size of errors in a data converter.

![Quantization Diagram]

Figure 1.4: Quantization.

ADCs consist of other building blocks such as amplifiers and reference sources in addition to the comparator, the DAC and the sampling network. Impairments in each of these building blocks limit the performance of a data converter. Few commonly encountered errors in these building blocks are described in the following section.
1.3.1: Comparators

A comparator typically consists of a pre-amplifier followed by a regenerative latch shown in Fig. 1.5.

![Comparator Diagram]

**Figure 1.5: Offset in comparator.**

Due to mismatches in the transistors [3], the comparator circuit is not perfectly balanced and because of this, the comparator does not trigger exactly at the point where the input crosses the reference value. This is modeled using an equivalent input referred offset. Such an offset clearly has an impact on the quantization step size and this can lead to errors in the final converted value. Offsets can be reduced by using large sized devices at the cost of increased area and power. Alternatively, offset compensation schemes have been suggested [4] at the expense of added circuit complexity.
Figure 1.6: Regeneration in comparator.

The regenerative latch relies on a circuit with positive feedback to make a decision quickly. All latch designs can be equivalently drawn as cross-coupled inverters acting on a seed i.e. the initial voltage across the latch just before it is triggered. This is shown in Fig. 1.6. As the latch voltage grows, the gain of the devices that form the latch reduces and the amount of positive feedback reduces thus reaching a stable decision point. The regeneration time constant of a latch is determined by the architecture of the latch and the transition frequency of the transistors used in the latch. The transition frequency of a transistor is the frequency at which the magnitude of the transistor intrinsic gain falls to unity due to parasitic capacitances and is a characteristic of the semiconductor process technology. A large regeneration time
constant implies that the latch takes longer to regenerate if the seed voltage $V_{\text{SEED}}$ is small and it takes longer for the outputs of the latch to grow to voltages that correspond to valid logic levels. This contributes to a signal dependant delay in the output decision of the latch and this sets the maximum possible sampling rate for a chosen ADC architecture for the chosen semiconductor process technology.

![Diagram of Pre-amplifier and Latch](image)

**Figure 1.7: Bandwidth and gain tradeoff in comparator.**

The pre-amplifier driving the comparator provides gain to minimize the effect of offset from the latch and helps reduce the probability of a metastable event by increasing the gain in the signal path. The choice of a power dissipation target sets the gain bandwidth product of the pre-amplifier. It is advantageous to configure the pre-amplifier to obtain more gain at the expense of losing bandwidth as shown in Fig. 1.7.
and this is preferred for small input signals. However, reducing the bandwidth too much affects the recovery of the comparator from large input values. This is observed as a signal history dependent hysteresis in the comparator-switching threshold and is avoided by proper design choices.

1.3.2: Sampling network

The sampling network in an ADC freezes the value of signal at a chosen time instant. One of the edges of a sampling clock governs the sampling instant. Error in a sampling network is primarily attributed to clock jitter [5].

![Figure 1.8: Jitter in sampling network.](image)

Fig. 1.8 shows that clock jitter causes the signal to be sampled at an incorrect time. The amount of error is a function of the signal amplitude and the rate of change i.e. the frequency of the signal. The sampling function is frequently implemented
using a sample and hold switch as shown in Fig 1.9. Charge feed-through from the switch overlap capacitances and the channel charge injection during the switch turn-off transition also corrupt the charge stored. Non-linear effects in the switch affect the value of the sampled signal. Various techniques [6], [7] have been proposed to reduce the effect of these errors and should be considered during the design of the sampling system.

**Figure 1.9: Errors due to sampling switch.**

### 1.3.3: DAC

The DAC in an ADC converts a digital code to an analog quantity proportional to the value of the code in a linear time invariant fashion. In the simplest case this is achieved by using an array of elements, each activated by a bit of the digital code.
DACs are typically constructed either using binary weighted devices or using matched or equal weighted devices as shown in Fig. 1.10. In a DAC based on a binary weighted array, the \( n^{th} \) binary bit activates an element that is sized \( n \) times the unit element. In a DAC based on an equal weighted array of matched elements, the \( N \)-bit binary word is first converted to a thermometric code with \( 2^N-1 \) bits and each of these bits activate a unit element. Inaccuracies in the elements of a DAC lead to static errors in the transfer function. An advantage of a DAC based on a thermometric array is that the transfer function is strictly monotonic.

![Figure 1.10: 6-Bit DAC array in binary and thermometric arrangements.](image)

The other cause of errors in a DAC is due to dynamic effects. In a DAC based on a resistor ladder driving a flash ADC, due to disturbances at the different nodes and due to finite resistance, the output value shows a position dependent error vs. time. In a current steering DAC, due to unequal rise and fall transients, the output shows a signal dependent error [8].
1.3.4: Amplifiers

Certain ADC architectures like pipelined ADCs (described later in this chapter) use amplifiers to amplify the size of signals between sub-conversions by a precise amount and these sub-converted decisions are combined together using digital gains that match the analog path gains to lead to a higher resolution code as shown in Fig. 1.11.

![Figure 1.11: Use of precise gains in ADCs.](image)

Inaccuracies in the amplifier gain leads to an error in the final reconstructed digital code. Consider the case of a switched capacitor amplifier providing an accurate gain of $g_A$ set by the ratio of $C_S$ and $C_F$ that are the sampling and the feedback capacitors. Eqn. 1.1 shows that the gain is corrupted by the parasitic capacitance to
ground from the summing node $C_p$ and the operational amplifier open loop gain $A_0$ and these should be minimized in order to obtain accurate analog path gain.

$$V_{o\text{IDEAL}} = V_i \cdot \left( \frac{C_S}{C_F} \right)$$

$$V_{o\text{ACTUAL}} = V_i \cdot \left( \frac{C_S}{C_F} \right) \left( 1 + \frac{1}{A_0 C_F} \right)$$

$$V_{NormalizedERROR} = \frac{V_{o\text{IDEAL}} - V_{o\text{ACTUAL}}}{V_{o\text{IDEAL}}} = 1 - \frac{1}{1 + \left( \frac{1}{A_0 C_F} \right) \left( \frac{C_S + C_F + C_p}{C_F} \right)}.$$

… Eqn. 1.1

The rate of change of the output value of an amplifier is limited by either the slew rate or the finite bandwidth i.e. the settling time constant $\tau_S$ of the amplifier. The finite settling time at the output of an amplifier, assuming a single pole model, leads to an error in the output at a chosen sampling instant $T_S$ expressed by Eqn. 1.2. The bandwidth is chosen such that the settling error is contained within limits allowed by the system error budget.

$$V_o(t) = V_o(\infty) \cdot \left( 1 - e^{-\frac{t}{\tau_S}} \right)$$

$$V_{ERROR}(t) = \frac{V_o(\infty) - V_o(t)}{V_o(\infty)}$$

$$V_{NormalizedERROR}(T_S) = e^{-\frac{T_S}{\tau_S}}.$$

… Eqn. 1.2
1.4: FIGURES OF MERIT

It is important for the system designer to specify the desired quality of the conversion when a data converter is used as a part of a larger system. The various figures of merit capture the essential behavior of a data converter for a chosen application space and are used to quantify the impact of adding a data converter to the system being designed.

1.4.1: Signal to noise ratio (SNR)

The signal to noise ratio or the SNR is a commonly specified figure of merit. An upper bound of the achievable SNR is determined by the effects of quantization and is often called the signal to quantization noise ratio (SQNR). The process of quantization partitions the signal space to finite number of discrete regions each of which map to a code in the output code space. The simplest case is that of a uniform quantizer with an N-bit output code that divides the signal space in $2^N$ equal regions. The difference between the input signal applied to the quantizer and the quantized output values is the error in the conversion or the quantization noise. An assumption made during this analysis is that the input signal is a sinusoid that occupies the full signal range. If the signal range is normalized to unity, the sinusoid has amplitude of 0.5 and power of $0.5^2/2.0$. For a large number of quantization steps, the quantization noise is assumed to have uniform distribution with spread of $\pm 2^{-N}/2.0$ around a mean of zero. The power in the quantization noise is the variance of this distribution and for a uniformly distributed quantization noise can be calculated to be $2^{-2N}/12.0$ [9].
SNR = 10 \cdot \log_{10} \left( \frac{P_{\text{Signal}}}{P_{\text{QuantizationNoise}}} \right)

SNR = 10 \cdot \log_{10} \left( \frac{0.5^2 / 2.0}{2^{-2N} / 12.0} \right)

SNR = 10 \cdot \log_{10} \left( 1.5 \cdot 2^{-2N} \right)

SNR = 6.02 \cdot N + 1.76 \quad \cdots \text{Eqn. 1.3}

**Figure 1.12: Quantization noise vs. resolution in an ideal ADC.**

Fig. 1.12 shows the SNR from simulation of a quantizer vs. the number of bits in the ADC when excited using a sinusoid that occupies the full available input range. The uniform distribution approximation of the quantization noise gets better as the number of quantization levels increase. The SNR (in dB) due to the process of quantization by an N-bit ideal ADC is predicted using Eqn. 1.3 and is a very good approximation even for fewer number of bits in the ADC. In order to improve the
SNR of a quantized signal, the resolution of the quantizer or the number of bits of the quantization must be increased. The amount of quantization noise is halved for every additional bit of resolution as a result the noise power is reduced by a factor of four thus increasing the SNR by 6.02 dB. This result is commonly stated as “every added bit of resolution improves the SNR by 6 dB”.

Figure 1.13: Oversampling.

The process of sampling is mathematically equivalent to multiplying the continuous-time signal by a series of unit impulses spaced at discrete time intervals. A spectrum of a signal in the frequency domain repeats at the sampling rate when sampled. The noise due to the process of quantization spreads out in the frequency domain and this is no longer limited by the original band containing the signal and must fold back. The total noise within the Nyquist band however still remains the
same. As a result, Eqn. 1.3 is true even for sampled systems when taking into account the noise in the entire Nyquist band. However if the signal of interest only occupies a chosen sub-band, as an example only the lower half of the available Nyquist band, the output of the quantizer can be filtered using a digital filter to only extract information in this band as shown in Fig. 1.13. This is called oversampling i.e. sampling at a higher rate than necessary. Only half the quantization noise power is present at the output of this filter since the quantization noise is uniformly spread over the Nyquist band but the entire signal power is recovered. This improves the SNR by $10 \cdot \log_{10}(2.0)$ or by 3.01 dB. This result is commonly stated as "oversampling by every factor of two improves the SNR by 3dB".

1.4.2: Integral and differential non-linearity (INL and DNL)

The integral and differential non-linearity (INL and DNL) are fundamental figures of merit useful for characterizing the transfer function of ADCs as well as DACs. These are indicators of the linearity of a data converter vs. the output code in the case of an ADC are very useful diagnostic tools that are useful to determine the sources of impairments that cause errors in the conversion.

The DNL is a measure of deviation of the actual step size for an output code from the ideal or the average step size measured in units of LSBs and plotted versus the output code. The DNL is useful to characterize the effects of errors when a small input signal is quantized since this predicts the noise-like errors in the output. The INL is the integral of the DNL and represents the deviation of the actual transfer function
from the ideal or average transfer function measured in units of LSBs and plotted versus the output code. The DNL is conversely the derivative of the INL. The INL is useful to characterize the effects of errors when a large input signal is quantized since this predicts the harmonic distortion-like errors in the output. The INL and DNL are used to identify features like missing codes, non-monotonic transfer functions and systematic and random errors that point to limitations of the circuits. The smallest step that can occur in a transfer function is no step at all and this sets the minimum possible value of DNL to -1 representing missing codes.

The INL and DNL can be measured by applying a well-known uniform signal like a ramp to an ADC and plotting the actual code vs. the expected code value. Practically, however, this technique is only limited to characterizing ADCs having accuracy of less than 10 bits since creating a linear and accurate ramp stimulus at the operating speed of high speed ADCs is difficult. The sine wave histogram method [10], [11] is used in a high-resolution high-speed system. In this, a sinusoid having a relatively prime frequency with respect to the sampling frequency is chosen as the stimulus and a histogram of output codes is created. The measured code histogram is then modified by the inverse density function of a sinusoid to obtain a histogram as if a uniformly distributed input was used to excite the ADC. Pure sinusoids at various frequencies are easily generated using precise signal sources followed by narrow band pass filters and provide a stimulus with typically much higher accuracy than a ramp stimulus. This stimulus can also be used to characterize the performance of the ADCs at various frequencies. This method also is used to compute the INL and DNL plots.
for the ADC described in Chapter 4 in this dissertation (Fig. 4.17 and 4.18). The disadvantage of the code density test is that non-monotonic transfer functions cannot be accurately detected and any noise in the system causes an averaging effect as a result of which sharp discontinuities in the INL are smeared out thus causing a misleading and optimistic DNL result.

**1.4.3: Impact of circuit noise on SNR**

Every ADC is designed using real analog components that exhibit noise inherent to the operation of the device. Circuit noise is primarily due to the fact that charge is a discrete quantity that depends on the number of electrons and current flow is not continuous but the consequence of electrons (or other charge carriers) crossing a cross section area of a conductor in a unit time. The simplest noise model is explained by the Brownian motion of charge carriers in a conductor under equilibrium conditions. For a resistor $R$, the root mean square noise voltage examined over a bandwidth $B$ is expressed by Eqn. 1.4, which forms the basis of noise modeling in all practical circuits of importance for an analog/RF designer. Here $k$ is the Boltzmann’s constant and $T$ is the absolute temperature of the system. Such a noise, called white noise, has a Gaussian probability density function and a power spectral density that is flat over the bandwidth of interest.

$$v_n(R, B) = \sqrt{4kTBR}$$ \hspace{1cm} \ldots \text{Eqn. 1.4}

This equation is used as a starting point for the equation of noise in the channel of a MOSFET [12]. Another noise equation of interest to circuit designers is the shot
noise due to charge carriers crossing a P-N junction carrying an average current $I$, which is expressed by Eqn. 1.5 where $q$ is the charge carried by an electron. The shot noise equation is used to model the noise current in a BJT.

$$i_n(I, B) = \sqrt{2qI} \cdot B$$  \hspace{1cm} \text{… Eqn. 1.5}

An important conclusion of interest in switched capacitor designs is Eqn. 1.6a, which is the case of the noise from a resistor integrated across a capacitor. This is a very useful expression since this is used as a starting point to budget noise in switched capacitor systems where the driving circuit and the switch appears as a resistance to the capacitor. This equation is multiplied by a factor $\gamma$ (Eqn. 1.6b) to account for additional sources of noise added by active circuits in amplifiers and other noise mechanisms.

$$P_n(C) = \frac{kT}{C}. \hspace{1cm} \text{… Eqn. 1.6a}$$

$$P_n(C) = \gamma \frac{kT}{C}. \hspace{1cm} \text{… Eqn. 1.6b}$$

Circuit noise adds an additional amount of error during the quantization process not accounted for by the quantization noise. This degradation in the quality of the quantization process is expressed by the modifying the equation of the SNR as shown by Eqn. 1.7.

$$\text{SNR} = 10 \cdot \log_{10} \left( \frac{P_{\text{Signal}}}{P_{\text{QuantizationNoise}} + P_{\text{CircuitNoise}}} \right) \hspace{1cm} \text{… Eqn. 1.7}$$
1.4.4: Impact of unequal quantization steps and distortion on ADC performance

Fundamentally, the quantization noise in a data converter can be attributed to very high order harmonics of a signal [13]. Unequal quantization step sizes also add significant distortion terms resulting in spurs in the spectrum of the converted samples.

Real circuits made using BJTs and MOSFETs are not linear and in the static case exhibit compression near the ends of the signal range due to limitations of these transistors. Static distortion components can be predicted by using a polynomial based approach to model such compression. Distortion may also be due to dynamic reasons i.e. due to incomplete settling in the analog signal path or due to non-linear capacitances in the circuit. These memory dependent non-linear effects are more difficult to model and analyze. The Volterra series approach [14] is often used to model these effects. These errors also result in spurs in the spectrum of the converted samples.

It is useful to quantify the effect of these distortion terms through the use of frequency domain related figures of merit namely Spurious Free Dynamic Range (SFDR), Total Harmonic Distortion (THD), Dynamic Range (DR) and Signal to Noise and Distortion Ratio (SNDR). These are measured using a single frequency sinusoidal stimulus at the input of the ADC and further characterized for sinusoids at different frequencies of interest. Spurious Free Dynamic Range is a measure of the smallest desirable signal that can be detected when a large sinusoid drives the ADC and in other words relates to the power in the largest undesired spur in the spectrum with
respect to the power in the large desired sinusoid expressed in dB. *Total Harmonic Distortion* is defined as the sum of the power of harmonic distortion components in an ADC. Since quantization noise is due to high order harmonic distortion components, this definition is modified for use in ADCs [11] to be the sum of the second to tenth terms of harmonic distortion. The *Dynamic Range* is a measure of the smallest detectable signal in an ADC and is defined as the ratio of the maximum signal power to the power of the signal for which the signal power is equal to the noise power i.e. 0 dB SNR. Conversion errors can be grouped into one figure of merit called the *Signal to Noise and Distortion Ratio* (SNDR, sometimes called SINAD) as in Eqn. 1.8.

\[
SNDR = 10 \cdot \log_{10} \left( \frac{P_{\text{Signal}}}{P_{\text{QuantizationNoise}} + P_{\text{CircuitNoise}} + P_{\text{Distortion}}} \right). \quad \ldots \text{Eqn. 1.8}
\]

The *Effective Number of Bits* (ENOB) is a figure of merit derived from the SNDR as in Eqn. 1.9 and represents the resolution of an ideal ADC equivalent to the ADC being characterized.

\[
ENOB = \frac{(SNDR - 1.76)}{6.02}. \quad \ldots \text{Eqn. 1.9}
\]

The SNDR is often plotted vs. the input frequency and this is used to compute the *Effective Resolution Bandwidth* (ERBW) of an ADC defined as the frequency at which the SNDR drops by 3 dB from the specified value. This is used to define the *Figure of Merit of Energy Consumption* (E_{FOM}) of a data converter as defined in Eqn. 1.10 measured in Joule-per-conversion step. This is often quoted in competitive
literature where the power efficiency is considered the crucial factor in the implementation of a system.

\[ E_{\text{FOM}} = \frac{P_{\text{CHIP}}}{2^{\text{ENOB}}} \cdot (2 \cdot ERBW) \] … Eqn. 1.10

1.5: COMMON ADC ARCHITECTURES

1.5.1: Flash ADC

The flash architecture is conceptually the simplest ADC architecture. A flash ADC makes \(2^N-1\) decisions simultaneously in order to achieve \(N\) bits of resolution. This is achieved using a parallel search approach in which a DAC, commonly implemented using a resistor divider called an R-DAC, divides the signal range to \(2^N\) regions as shown in Fig. 1.14. Each region corresponds to one of the codes in the output digital code space. The R-DAC generates the reference quantities against which the input signal is compared. One or more pre-amplifier stages subtract the reference quantity from the input quantity and the difference is amplified and is further quantized using a regenerative comparator/latch. The signal is quantized is using \((2^N-1)\) comparators. The output of this comparator array is a thermometer code that is converted to a binary number using a thermometer to binary decoder.

The flash ADC is a brute force approach to signal quantization. The input referred offset of the comparators and inaccuracies in the R-DAC output values are the prime sources of error in the quantization process. Offsets are due to inaccuracies in nominally matched devices used in the circuits. The flash has the lowest latency of all
ADCs since all the decisions are made in one clock cycle. The highest clock speed of operation is determined by the regeneration time constant of the latch. A major limiting factor in the design of flash ADCs is that the hardware grows exponentially with the number of bits of resolution. Practical flash ADCs typically have 6 - 8 bits of resolution. It is possible to improve the resolution without dramatically increasing the size of the devices by adding trimming and offset auto-zeroing circuits. These circuits add extra analog complexity and are employed in the most demanding applications where other architectures are not feasible [15].

**Figure 1.14: Flash ADC architecture.**
1.5.2: Two/Multi-step flash ADC and pipelining

In a two-step flash ADC, a coarse quantizer is used to select the sub-range in which the signal of interest is present. The sub-DAC converts the quantized portion back to the analog domain and this value is subtracted from the signal to generate the residue or the un-quantized signal. The residue is amplified to occupy the full-scale range of the signal, which is then quantized by a second quantizer.

![Diagram of Multi-step flash ADC](image)

**Figure 1.15: Multi-step flash.**

This architecture saves on the number of comparators required though does not reduce the accuracy requirements of the comparators in the coarse quantizer with respect to that in an N-bit flash. The accuracy of the second quantizer is relaxed by the gain of the residue amplifier. An N-bit ADC with M bits resolved in the coarse quantizer requires \((2^M + 2^{N-M} - 2)\) comparators. Mismatch errors in the sub-DAC and
inaccurate gain in the residue amplification limit the performance of this ADC architecture. This concept can be extended to more steps of quantization to form a multi-step flash as shown in Fig. 1.15.

![Diagram of a multi-step ADC with pipelining](image)

**Figure 1.16: Multi-step ADC with pipelining.**

The time available for the second quantizer is lesser than the clock period by the time required by the coarse quantizer to make its decision, the sub-DAC to switch and the output of the residue amplifier to settle to the desired value. The introduction of a sample and hold between the input signal and the residue amplifier, called pipelining as shown in Fig. 1.16, permits subsequent conversions to utilize a full half clock cycle. Pipelining is a general technique that has been applied to multi-step flash ADCs and even multi-step folding ADCs [16].

The quantization procedure in a pipelined flash ADC is similar to the process of long division. Each sub-ADC produces a part of the final result similar to the quotient and the un-quantized portion or the residue is quantized by the next step of the pipeline similar to the remainder. The sub-DAC and the residue amplifier accuracy
limit the accuracy of the overall conversion. A switched capacitor circuit called the multiplying DAC (MDAC) [17] is used to perform the sample and hold, the DAC, the subtraction and the gain multiplication functions. The throughput of this ADC is one output sample per clock cycle however the pipelining introduces a fixed latency that may or may not be important in the system being designed. As an example, the latency due to the ADC is important in control systems with the ADC in the control loop since this increases the complexity of the control while on the other hand the latency due to the ADC is not important for most communication systems.

1.5.3: Pipelined ADC with redundancy

Adding redundancy to each sub-conversion step allows each sub-ADC to make larger conversion errors that, to the extent of the amount of redundant information, are corrected by subsequent conversion cycles. This is similar to the residual signed division (RSD) algorithm [18]. In such an ADC system, each sub-ADC resolves more bits than necessary. Consider the case of a pipelined stage with a gain of two that would have otherwise resolved one bit. Let the sub-ADC resolve more than one bit – say using two comparators in this case instead of one as shown in Fig. 1.17. The additional bit resolved allows each of the comparators to make errors, which are corrected as shown in the example. Such a sub-ADC is called a 1.5-bit sub-ADC [19]. The MDAC structure commonly used in pipelined ADCs is shown in Fig. 1.18. An ADC with pipelined stages and redundancy in the sub-ADC is commonly called a pipelined ADC.
Figure 1.17: Redundancy in a pipelined ADC.

<table>
<thead>
<tr>
<th>Decision</th>
<th>No Cmp Error</th>
<th>With Cmp Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision 1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Decision 2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Result</td>
<td>$2 \times 2 + 1 = 5$</td>
<td>$2 \times 1 + 3 = 5$</td>
</tr>
</tbody>
</table>

Figure 1.18: MDAC of a 1.5 bit per stage pipelined ADC.
1.5.4: Delta-sigma ADC

Delta-sigma ADCs employ oversampling and noise shaping techniques to quantize signals with a very high dynamic range and linearity (Fig. 1.19). This ADC architecture is very popular for high-resolution conversion at a low effective conversion bandwidth. The frequency band of interest is selected at the baseband or around a center-frequency of choice and this can be quantized using the low pass and the band pass architectures respectively. The feedback loop shapes the quantization noise due to a coarse quantizer outside the band of interest through the choice of an appropriate quantization noise shaping transfer function determined by a loop filter. The coarse quantizer operates at a much higher clock rate than the effective Nyquist sampling rate. The ratio of the actual sampling frequency to the effective Nyquist sampling frequency is the oversampling ratio (OSR).

The loop filter driving the quantizer tries to predict the incoming sample value based on the values of the past input samples and the error feedback loop serves as a corrector. This prediction-correction process modifies the spectral shape of the quantization noise. Digital filters and decimators at the output of the quantizer help reduce the noise and constrain the digital samples to the band of choice. The sampling rate of the comparators for a chosen signal-to-noise ratio is limited by the regeneration time constant, which is set by the choice of the semiconductor process technology. In other words, this also limits the choice of the oversampling ratio. Eqn. 1.13 shows the relationship of the output $Y(s)$, with respect to the input $X(s)$ in terms of Laplace transforms of the output and input signals. The loop filter transfer function $H(s)$ is
transformed by the feedback to form the signal and the noise transfer functions (STF and NTF) that act on the input signal and the quantization noise due to the coarse quantizer $E_Q(s)$. Fig. 1.19 shows how the loop filter transfer function $H(s)$ is modified to a low pass STF and a high pass NTF with a deep notch in the NTF to provide additional noise attenuation. Note that the error injected by the DAC $E_D(s)$ possibly due to dynamic effects or due to unit DAC element mismatches do not get noise shaped and is indistinguishable from the desired signal.

$$Y(s) = \frac{H(s)}{1 + H(s)} X(s) + \frac{H(s)}{1 + H(s)} E_D(s) + \frac{1}{1 + H(s)} E_Q(s). \quad \ldots \text{Eqn. 1.13}$$
The delta-sigma ADC architecture with a single-bit quantizer is extremely popular since the one element feedback DAC is inherently linear. This architecture is difficult to stabilize with tones present at the output during idle periods, which are the consequence of limit cycles and chaotic behavior [20]. The design has to be carefully evaluated in order to insure that the quantizer is not overloaded since the gain in a single-bit quantizer is not well-defined [21]. The theory supporting the single-bit quantizer architecture is not rigorous with several approximations made and these are typically designed with very conservative design margins. The choice of the oversampling ratio from technology constraints limits the choice of achievable dynamic range. Increasing the order of the loop filter can improve the SNR by an additional 6 dB but higher order loops become progressively difficult to design and stabilize [22]. The other option that is steadily gaining popularity is the use of a multi-bit quantizer because the SNR improves by 6 dB for every bit added to the coarse quantizer. The key advantage in using a multi-bit quantizer is that the quantizer gain is well defined thus easing the stability analysis of such systems. Delta-sigma ADCs based on multi-bit quantizers show more immunity to limit-cycles and idle tones. Errors due to inaccurate comparator decision thresholds in the multi-bit ADC is reduced because these are contained within the feedback loop. These architectures also allow a higher dynamic range of the analog circuits in the loop filter as compared to the single-bit quantizer architecture because the quantizer has more immunity to overloading [23]. The most significant limitation is that this design requires a multi-bit DAC in the feedback path. The mismatch accuracy of the DAC elements set the limit
on the accuracy of the conversion since these errors are not suppressed by the feedback factor and these effects have to be mitigated in such architectures.
Chapter 2:

Techniques used to improve the performance of ADCs

A review of the techniques used to improve the accuracy of data converters is presented with emphasis on the error sources and correction / compensation methods in pipelined ADCs.

2.1: DISTINCTION BETWEEN ACCURACY AND RESOLUTION OF AN ADC

The process of quantization in an ADC poses an inherent limit to the accuracy of representing an analog quantity with a digital word. An ADC with N bits of resolution divides the finite signal range to $2^N$ regions and this sets the size of the quantization error to $2^{-N}$ with respect to the input range. Increasing the resolution of the conversion can reduce the quantization error to values acceptable to the system being designed by dividing the signal range to more regions. Errors in the quantization step size of a data converter can be attributed to lithographic inaccuracies (mismatches) and the physics of currently available deep-submicron processes (low intrinsic gain, device non-linearity). These errors affect the conversion process and often limit to the achievable accuracy of a data converter.

There is a fundamental difference between the resolution and the accuracy of a data converter though these terms are often used interchangeably. The resolution of a
data converter relates to the number of states that a data converter can have or in other words the number of bits entering a DAC or exiting an ADC. The accuracy, on the other hand, refers to the precision with which each of these states map to the corresponding analog ranges measured in units of LSBs or in terms of bits. A 6-bit ADC has a resolution of 6 bits and an increase in the code in an ideal 6-bit ADC by an LSB corresponds to an increment of $1/64^{th}$ of the analog signal range. If the increment is $1/50^{th}$ of the signal range because of an error, this would correspond to an LSB of an ADC with 50 ranges which would correspond to $\log_2(50) = 5.644$ bits. This lack of precision is quantified by saying the ADC has 6 bits of resolution but accuracy of an LSB of a 5.644-bit ADC or in other words accuracy of 5.644 bits. It is trivial to show that an ADC or a DAC can have less accuracy than the resolution due to the presence of such errors. However, an ADC or a DAC can also have significantly higher accuracy than the resolution. Consider the case of a 2-bit DAC similar to that used in a two-step ADC implemented using four matched unit elements. If the relative mismatch error between any two elements is lesser than an LSB of a 16-bit data converter, the DAC can be considered 16 bit accurate. This terminology is frequently used in data converter architectures like the stage sub-DAC of a pipelined ADC where the typical resolution of the sub-DAC may be 1 to 3 bits but the accuracy may be equal to the accuracy of the overall pipelined ADC typically 8 to 16 bits.

Several systems and applications require the use of high-resolution data converters. Digital communication receivers are traditionally designed using 6 to 10-bit ADCs with adequate front-end analog signal conditioning [24], [25], [26]. Trends
in development of semiconductor process technology has allowed the design of sophisticated digital filtering and signal processing algorithms to be implemented more economically than the designs using analog signal conditioning. As a result, it is often preferable to move the ADC closer to the physical transmission medium interface [27] and perform more signal conditioning tasks in the digital domain. These architectures require ADCs with high resolution (10 to 16 bit) and high sampling rates (20 to 100 MHz) [28]. It is interesting to note that continuous-time delta-sigma ADCs are gaining popularity in the 10 – 20MHz bandwidth at the 12 – 14 bit resolution level [29], [30]. ADCs with 8 to 10 bits of accuracy usually do not need additional correction since the circuit design techniques are mature enough to handle these accuracy levels. Though it is now an acceptable practice to use simple and inaccurate but power efficient high-speed analog circuits with associated calibration and compensation to undo the effects of the associated inaccuracies in some high speed ADCs [31], [32]. In order to achieve accuracies of the order of 12 to 16 bits, traditional circuit design techniques are often complemented with some form of compensation or calibration system in order to make the design feasible from a power and area perspective.

2.2: METHODS USED TO IMPROVE THE ACCURACY OF A DATA CONVERTER

Various techniques have been proposed in literature to improve the overall accuracy of a data converter. Static techniques make no prior assumptions regarding the frequency and time behavior of the signal during normal operation mode. The
effect of the errors is measured and this information is used to update the state of the calibration in a way to reduce or compensate for these effects. The calibration state is held steady (or modified very slowly) during acquisition cycles. Dynamic techniques, on the other hand, transform the system in a time or frequency dependent manner often on a per acquisition cycle level in a way such that the effects of the errors do not affect the system output of interest [33], [34]. This is especially advantageous in systems where the information per-sample is not as important as the aggregate information observed over several samples e.g. oversampled ADCs. Each technique has their characteristic advantages and disadvantages and the use of different techniques strongly depend on the architecture of the data converter. This chapter presents a short summary of existing calibration techniques and specifically focuses on the calibration of pipelined ADCs. The pipelined ADC architecture is suitable for high-resolution conversion at high speeds and is popular in both industry and academia, hence is used as an example system to understand the implementation and issues in various calibration techniques.

2.2.1: Errors in pipelined ADCs

The first step in improving the accuracy of a data converter is to know that an error has occurred and to measure it with sufficient precision. These errors usually have a random part that depends on the mismatches between unit elements and a systematic part that depends on errors transformed by the architecture of the data converter. It is, therefore, necessary to understand the nature of these errors in the converted digital output and devise ways to correct them. The correction techniques
mitigate the effects of the errors by mathematically manipulating the converted digital word or by correcting the source of the error in the analog domain.

![Diagram of Pipelined ADC MDAC with two effective bits per stage.](image)

**Figure 2.1: Pipelined ADC MDAC with two effective bits per stage.**

It is known that errors in each sub-conversion step in a pipelined ADC can be easily corrected by adding redundancy to the conversion process [19]. The errors in the MDAC usually limit the performance of a pipelined ADC. Fig. 2.1 shows the architecture of a pipelined ADC with an MDAC stage resolving two effective bits with redundancy using six comparators in the sub-DAC (2.8 bits per stage). The sub-DAC, that converts the output of the sub-ADC back to analog levels, has to be as precise as the desired accuracy of the conversion. The step size of the sub-DAC is determined by...
an array of matched elements and a mismatch in the array is often the dominant source of error in pipelined ADCs.

![Diagram](image)

**Figure 2.2: Effects of unit element mismatch and finite op-amp gain error.**

This mismatch error affects the linearity of an ADC as seen in Fig. 2.2a. The mismatch error in the DAC elements is observed as the displacement of the segments in the transfer characteristic by an amount equal to the capacitor mismatch divided by the inter-stage gain. Capacitors are usually the most accurate components that can be fabricated in a standard CMOS process and are used to implement a switched-capacitor multiplying DAC (MDAC) [17]. Modern CMOS processes offer M-I-M (Metal-Insulator-Metal) capacitors that match to about 0.1%, for 1pF of capacitance, which is a typical choice from a thermal noise requirement. This limits the achievable
accuracy of Nyquist-rate pipelined ADCs to 10 to 12b. The matching inaccuracy is usually due to limitations of lithography and subsequent processing steps [35]. The operational amplifier (op-amp) used in switched capacitor MDACs has to provide a precise analog gain that matches with the digital gain used during the reconstruction process as described in Fig. 1.11. Eqn. 2.1 is used to compute the open loop gain $A_0$ required from the operational amplifier in order to design an MDAC that resolves $n$ bits in an $N$ bit accurate ADC to achieve a worst case static gain error of $\frac{1}{4}$th LSB at the output. Here $C_P$ is the parasitic capacitance at the input of the operational amplifier and $C_{Stg}$ is the total sampling capacitor of the MDAC stage.

$$A_0 = 2^n \left( 1 + \frac{C_P}{C_{Stg}} \right) \left( 2^{N-n+2} - 1 \right) \approx 2^{N+2} \left( 1 + \frac{C_P}{C_{Stg}} \right). \quad \text{… Eqn.2.1}$$

This is interpreted by Fig. 2.2b which shows that the segments in the transfer function are rotated by an amount that depends on the finite operational amplifier gain. The discontinuities in the segments become significant to cause code errors when the amplifier gain is not large enough thus causing missing codes. Other errors in pipelined ADCs stem from the fact that the inter-stage gain is not perfectly linear and this signal dependant gain can cause distortion in the transfer function. The finite operational amplifier bandwidth causes an error in the settling of the residue amplifier. These errors are currently mitigated by designing circuits that meet the linearity and bandwidth specifications though there have been recent publications that demonstrate that the effect of these errors can be reduced through calibration [36], [37], [38].
Most published calibration techniques correct for static errors i.e. the errors are assumed constant for different frequencies and the corrective actions are independent of the input frequency. While this is a good assumption for most ADCs, it is possible to save significant design effort and power and area if the circuits are permitted to have frequency dependent errors. The work by Hummels et. al. [39] attempts to correct dynamic errors in an 8-bit ADC using a “phase-plane” compensation technique by characterizing the errors of the ADC with respect to the input signal and the derivative of the signal [40]. Such techniques use significant computations to perform the necessary corrections and as of this time are not worth the effort and are not efficient to implement in hardware. However, it must be noted that such algorithms may be practically implemented on chip with advances in process technology where the digital circuits exhibit superior performance in a dramatically smaller area. Such process advances are usually accompanied by poor analog performance of the transistors and a study of these methods might be essential for high-performance analog design in future process technology nodes.

2.2.2: Factory calibration – laser trimming

Laser trimming is a post-silicon correction technique that has been in use for a long time in the design of high-precision data converters [41], [42]. The device being calibrated is stimulated by using a well-known input signal like an accurate ramp or a sinusoid and the response is measured and fitted to a model of the system in order to determine the source and the magnitude of the various error terms. Circuits that are prone to errors, such as matched unit elements, are laid out using special patterns to
form a trimming array that can be selectively burnt using a laser beam such that the matching accuracy is improved. This step requires specialized equipment and requires that the die be not fully packaged and on a test setup. It is possible that the chip characteristics could change after completing the packaging steps. The laser could heat and possibly damage circuits close the trim array. Though this technique is not common for modern data converters, it has been used recently for some experimental chips [43], [44]. Laser trimming is a destructive technique and cannot be reversed or re-done after the first time calibration. This is not very convenient and has since been replaced by several self-calibration techniques.

2.2.3: Architecture specific compensation techniques

There are several techniques reported in literature that use architecture specific features in a way to reduce or minimize the effects of errors. In [45], [46], the authors describe a capacitor error averaging technique to reduce the errors due to capacitor mismatch in a 1.5 bit per stage pipelined ADC. This uses a modified clocking scheme with three phases with the added phase used to average the mismatch error in the two capacitors. Yu [47] describes a commutative feedback capacitor switching technique for a 1.5 bit per stage pipelined ADC in which the DAC and the feedback capacitor are swapped based on the sub-ADC decision. This technique does not require a modified clocking scheme and improves the DNL; however, the INL is not improved as in the capacitor error-averaging scheme. Both these techniques work for 1.5 bit per stage pipelined ADCs. These are volatile techniques i.e. the errors are corrected during the operation of the data converter unlike non-volatile self-calibration techniques in which
the calibration state is stored in a memory and the correction is applied in either the analog or the digital domain.

2.2.4: Self-calibration techniques

In self-calibration of an ADC, the errors are detected and subsequently corrected or compensated by the ADC system itself without special additional equipment to perform the correction. Often, during prototyping or for ease of debug during test, the data is captured and processed by an FPGA or a computer program to perform the correction. Though assisted by external equipment, it is feasible to implement these algorithms in the ADC hardware itself so these methods are also called self-calibration. Calibration techniques either measure the deviation of the ADC transfer function from the ideal transfer function i.e. the INL or the relative size of quantization steps i.e. the DNL. The correction can be implemented either by correcting the INL by storing information about the code step or by correcting the DNL by storing information about the relative values of the codes or ratio of components in the calibration state.

Digital calibration techniques have been successfully demonstrated for MDAC-based pipelined ADCs initially with foreground error measurements [48], [49], and recently embedding error measurement cycles in background [31], [36], [50]-[54]. These techniques are becoming popular due to the scaling advantages in modern fine geometry CMOS processes, which allow sophisticated digital algorithms to be incorporated in the same die as the ADC. The cost of implementation reduces
with advances in semiconductor process technology because digital circuits scale better than analog circuits. However, these algorithms are limited by finite word length truncation errors and the accuracy of measuring the errors themselves as a result require additional bits resolved in the data converter in order to minimize these measurement errors. Analog techniques, on the other hand, usually add circuit complexity but have the unique advantage of applying corrections right at the source of the error rather than compensating for them later [45], [55]-[58]. This may be an attractive feature in many systems. These techniques usually employ resistor or capacitor trimming networks to correct the mismatch between nominally like elements.
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**Figure 2.3: Foreground and background calibration.**

Foreground or offline calibration is conceptually the simplest calibration technique. In this technique, the ADC is configured in a calibration mode in which the
signal of interest is not connected to the input of the ADC i.e. the ADC is taken “offline” as shown in Fig. 2.3. The ADC is then connected either to an accurate calibration signal source like a linear ramp or a pure sinusoid or various circuits of the ADC are configured differently and connected to stable reference values. The response of the circuit to these known stimuli is measured and compared against expected ideal values to obtain an indication of the error. Further corrective steps can be taken to correct these errors and often the calibration procedure is repeated to measure residual errors. Once calibration is performed, the ADC is reverted to the “online” mode in which the signal is connected to the input and normal conversion is resumed, now with the errors corrected or compensated. These schemes are usually simple to implement but calibration needs to be repeated if the errors change due to temperature changes or due to aging. Foreground calibration, thus, is more suitable when errors due to ratio of like components are calibrated since these do not change much over environment changes e.g. capacitor mismatches in a switched capacitor MDAC. Since there is no metric available to insure that the calibration is still good, the ADC needs to be periodically taken offline and characterized/calibrated. This might not be acceptable in several systems. Foreground calibration has the advantage that only signals derived from the calibration sources are present in the circuit (along with thermal noise) and the error and the detection system can quickly determine the amount of error.

Background calibration is a technique that allows an ADC to be calibrated while remaining “online” i.e. while converting signals of interest by embedding error
measurement cycles with normal conversion cycles. Measurement and update cycles are applied iteratively until the system converges to a state with the errors minimized. Several schemes have been proposed but the common theme is that this technique allows the accuracy of the ADC to be monitored continuously and the correction or the compensation tracks with the changes in errors due to changes in the environment. During the initial start-up or during tracking, the performance of the ADC is lower than the specifications but improves and stabilizes to a steady state value as calibration is performed. Background calibration schemes are broadly classified as either deterministic background calibration or stochastic/randomized background calibration. Deterministic background calibration algorithms hide the error measurement cycles or the error information in a deterministic fashion. The limitation of this technique is that during the calibration process, the residual errors may result in visible patterns in time or frequency domain (spurs). Stochastic or randomized background calibration algorithms hide the error measurement cycles or the error information in a random fashion. During the calibration process, the residual errors appear similar to noise and degrade the SNR but rarely exhibit visible patterns in time or frequency domain (spurs). The randomization is performed using pseudo-random sequences. Background calibration schemes are typically more complicated to implement than foreground calibration schemes. Since the error measurement cycles are multiplexed with the normal conversion cycles, the initial convergence of the calibration system to the correct values is often slow.
Based on the method used for measuring the errors (foreground or background) and implementing the corrective action (tweaking an analog component to correct the error or adjusting a digital coefficient to compensate the effect of the error), most calibration techniques can be classified as either “Analog Foreground Calibration”, “Digital Foreground Calibration”, “Analog Background Calibration” or “Digital Background Calibration”. A few key research publications that have made a significant impact are discussed in the following sections.

2.2.5: Analog foreground calibration

One of the earliest published works on analog calibration was that by Maio et. al. [59] in which a 14-bit DAC was calibrated offline using a very accurate ramp signal and a comparator. The correction terms were applied during the normal conversion mode using a trimming DAC with the amount of correction determined by correction terms computed and stored in the system memory. Generating the accurate ramp requires specialized test equipment as a result this solution is more suitable for factory calibration and is not practically implemented as a part of a general-purpose digitizer system.

A more practical self-calibration solution was introduced by the work due to Lee et. al. [60], [61], [62] and this forms the basis of several modern calibration schemes. The authors describe foreground measurement of errors in a SAR type ADC with capacitive charge redistribution architecture. The binary weighted main capacitor DAC array in calibration mode is excited in various configurations using the same
fixed reference voltages that are used during the normal operation mode. The error information for each bit transition is stored in memory and this drives a resistor string based calibration DAC to compensate for mismatch errors during normal conversion cycles. A similar work was described by Goes et. al. [63] applied to the MDAC capacitor mismatches. This work also demonstrated the calibration of inter-stage gain errors.

The work by Manoli [64] used a dual slope method to measure the errors in the DAC used in a SAR ADC. This work stands out because this uses a high-accuracy but slow conversion procedure to calibrate an ADC that will ultimately operate at a higher conversion speed. The dual slope digitizing process uses time as the reference quantity and the accuracy and the resolution is limited by the clocks and can be implemented without precision components.

2.2.6: Digital foreground calibration

The use of digital correction to compensate for analog errors was described by Boyacigiller [65] in which a 14 bit accurate DAC is achieved through the use of a low accuracy non-binary radix 17 bit resistor DAC and a digital look up table implemented using an on-chip EPROM. The calibration procedure described in this is cumbersome and insight added by development of analog domain calibration techniques allowed a more efficient and simpler implementation of the digital domain calibration technique as described by Lee et. al. [48]. In this scheme, the MDAC of a two-step ADC is calibrated in the digital domain. The capacitor mismatch errors are measured in the
foreground by progressively connecting these capacitors to the reference voltage and a digital word representing the size of each code step is stored in memory. This stored code step term is used during code reconstruction to compensate the conversion error in the digital domain. This had a very significant advantage of reducing analog complexity and eliminated the look-up function that was necessary to perform code specific analog correction. An extension to this technique for multi-stage calibration was proposed [66] to prorate the errors in multiple stages being calibrated thus preventing an accumulation of errors causing DNL problems. A similar work was presented by Lee [67] in which the calibration cycles resulted in code values near zero, i.e. the code error is measured instead of measuring the code steps, as a result the error measurement was not affected by the gain error of lesser significant stages.

The technique described by Karanicolas et. al. [49] demonstrated the calibration of a non-binary reduced radix pipelined ADC. In this, each stage of the pipeline resolves less than an effective bit of information. Such a pipeline has the advantage that the inter-stage gain and the DAC step size can be combined into one weight term called the radix of the number system. A similar technique is used by Poulton et. al. [32] to calibrate the slice of a massively interleaved ADC capable of digitizing at 20GS/s.

2.2.7: Analog background calibration

One of the earliest attempts to correct for mismatch errors in a DAC without taking the data converter offline was proposed by Groeneveld et. al. [68]. In this work,
a spare unit current source replaces any unit DAC current source in a transparent manner so that this current source can be calibrated using a master current source and then returned to the main signal path. All unit elements are calibrated in a deterministic fashion. The actual calibration takes place offline and converges rapidly. This technique is still commonly used in several modern ADCs and DACs [69]-[73] and is particularly suitable for stand-alone DACs where it is difficult to apply other calibration techniques.

Jewett et. al. [74] describe a technique to reduce the DNL in a two-step flash by inserting a pseudo-random additive dither to linearize the discontinuities in the transfer function. The dither is removed digitally during code reconstruction using an estimate of the gain in the dither path and a correlator is used to detect residual errors due to incorrectly estimating the gain. The error drives a least mean square adaptive calibration loop (LMS) that adjusts the gain of the dither DAC to drive the residual dither to zero. An advantage of this scheme is that digital multipliers are avoided by implementing the variable gain function in analog domain, which was resource efficient in the IC process technology available in 1997. The LMS algorithm is popular in the calibration of data converters because of the simplicity of implementation [75].

In the scheme proposed by Ingino [56], a spare pipelined ADC stage replaces a stage being calibrated and the calibration is performed in the analog domain. This requires additional hardware but this permits the calibration to run continuously without interrupting normal conversion cycles.
In the scheme proposed by Choe et. al. [76], the offsets in a pipelined folding ADC is calibrated in the analog domain by measuring the errors in the background using an oversampled delta-sigma ADC. A unique feature of interpolation by resistor networks permit the removal of a folding amplifier for calibration while generating the missing zero crossing point without severely compromising the normal conversion process. This allows the folding amplifier to be calibrated offline while the remaining hardware remains online thus making the calibration procedure transparent to the system. Ryu et al. [57] describe a similar scheme to correct for the capacitor mismatches in a 1.5 bit per stage pipelined ADC by implementing the correction in the analog domain to make the stage capacitors equal using a capacitor trim array.

Nagaraj [77], [78] described a method to calibrate a pipelined ADC by trimming the reference voltage for each stage. This technique is suitable for a 1.5 bit per stage pipelined ADC. This work formed the basis of the work presented by Ming et. al. [31] in which the inter-stage gain in a pipelined ADC is measured by injecting a pseudo-random dither at the input of a stage in a pipelined ADC similar to [74]. This dither is quantized by both the ADC being calibrated and by a slow but accurate delta-sigma ADC and is removed digitally during code reconstruction. A correlator detects any residual dither and this drives an LMS calibration algorithm that in turn drives a DAC to adjust the stage reference to drive the residual dither to zero.
2.2.8: Digital background calibration

Shu et. al. [16] demonstrated a true digital background calibration of the resistor DAC in a multi-step ADC. The resistor mismatch errors are continuously measured in the background by measuring the differential tap voltages across each unit resistor using a subtraction circuit followed by a slow but high-resolution delta-sigma ADC. The code correction coefficients are stored in memory and are used to correct the converted word digitally. The gain errors are corrected using the gain proration technique as described in [66].

In [50], [79], a skip-and-fill technique was proposed in which desired samples are randomly discarded (skipped) and replaced by error measurement cycles. The “skipped” samples are reconstructed using non-linear interpolation based on a polynomial fitting function that “fills” the gaps. As expected, such a system cannot work until the Nyquist frequency and the frequency band is characterized for SNR degradation based on the number of samples thrown away. The segment errors in each stage are measured in a way similar to [48].

A theoretical technique [80] uses a band-limited signal that frees up a section of the Nyquist band to be used for calibration. The quantization noise in the calibration band is used as a measure of the non-idealities in the ADC and is used to extract error information.

Erdogan et. al. [81] and Blecker et. al. [82] describe an approach using a front-end queue that samples the input at a lower frequency than the sampling frequency of
the algorithmic ADC being calibrated. This difference in the sampling rate and the conversion rate allows the ADC to have spare cycles during which the calibration signal can be introduced while bypassing the input queue. The actual calibration can be performed by any digital foreground calibration scheme [49], [61], [48].

Galton [34] described a DAC noise cancellation technique to scramble the mismatch errors in the MDAC of a pipelined ADC using pseudo-random bit sequences similar to the dynamic element matching technique used in oversampled ADCs. The mismatch errors of the DAC unit elements are modulated by these sequences and these errors can be detected digitally using correlation based techniques and can be removed digitally. The DAC and feedback-capacitor averaging scheme proposed by Yu et. al. [83] uses a similar scheme. Siragusa et. al. [52] implemented the DAC noise cancellation and a gain-error correction scheme similar to [74] to correct both the sub-DAC capacitor mismatch and the inter-stage gain errors in a pipelined ADC digitally in the background.

Chang [84] applied the radix based concept [49] to group the errors in a 1.5 bit per stage pipelined ADC in to one term. This was a key idea that permitted inter-stage gain errors and capacitor mismatch errors to be corrected using one digital coefficient for a 1.5 bit per stage pipelined ADC stage. Liu et. al. [54] demonstrated a background digital calibration scheme based on this idea. Shu et. al. [85] further demonstrated the use of signal dependant pseudo-random dither to improve the speed of calibration with a similar error correction scheme.
The output code density histogram of an ADC provides information about the INL [86] and this can be used to estimate the errors. Murmann [36] demonstrated that simple open-loop amplifiers could be used instead of power hungry operational amplifiers in a pipelined ADC stage by calibrating the gain and the static third order non-linearity error by estimating these errors using code density histograms and an LMS algorithm to update the correction coefficients digitally.

Wang et. al. [87] describe a nested digital calibration scheme in which a slow but accurate algorithmic ADC is used to calibrate a fast and inaccurate pipelined ADC in the background similar to [31]. The algorithmic ADC is not in the main signal path, can be calibrated offline using foreground calibration techniques, and is used to calibrate the main ADC.

Most of these techniques that have been described are statistical calibration techniques i.e. these use pseudo-random sequences to carry the error information with the desired signal being converted. The error estimator treats the signal as the undesired portion of the sample and estimating the error is similar to looking for a needle in a haystack. These methods generally converge slowly since the signal is usually larger than the error and show strong dependence on the statistics of the signal. Deterministic background calibration schemes, on the other hand, are free of these disadvantages. In the scheme proposed by McNeill et. al. [88], the ADC is split to two halves each of which are excited using the calibration signal with opposite polarities but both halves convert the same input signal. The output codes of the ADC when added together tend to cancel the calibration signal and only the desired signal
remains. The signal tends to cancel out when these outputs are subtracted leaving
behind only the applied calibration signal, which carries information regarding the
magnitude of the errors. This enhances the speed of detecting the errors since the
desired signal is no longer a part of the error measurement. A similar scheme is
presented by Fan [89] with enhancements like a pseudo-random chopper to shape the
statistics of the input thus improving the robustness of the calibration process.

2.3: CORRECTION METHODS DESCRIBED IN THIS DISSERTATION

This dissertation focuses on developing a framework for the analog calibration
of multi-bit DACs. Previously published research on analog calibration in pipelined
ADCs has focused mainly on the 1.5 bits per stage architecture, where such techniques
can be easily employed. It is cumbersome to extend similar concepts to correct the
mismatch errors in multi-bit MDACs. This is reflected in the relative paucity of
published research in this domain. Pipeline ADCs that resolve more than a bit in each
stage can be designed to be more power and area efficient than their single effective
bit per stage counterparts. The first topic is the proposal of an alternative solution
equivalent to analog trimming. The algorithm is a novel technique that uses the errors
in the capacitors as the corrective elements themselves. This statistical matching
scheme is a generic scheme and can be used to correct for the errors in an array of
many nominally identical elements like the DAC in a delta-sigma ADC or current
steering DACs. This algorithm is called self-configuration. The feasibility of the
proposed algorithm is demonstrated through the implementation of a switched
capacitor multi-bit per stage pipelined ADC in which the mismatch errors in a multi-
bit MDAC are corrected by breaking each unit DAC capacitor into smaller elements and regrouping them so that the errors can be cancelled.

The second topic is a short study of an existing calibration technique in which a current steering DAC is trimmed using redundant hardware in the background. The main contribution to this work is simplification of the existing scheme to reduce hardware implementation complexity. The proposed enhancements permit synchronous retiring and insertion of unit DAC elements with a short latency in the signal path, which makes it feasible for this scheme to be used to calibrate the feedback DAC in a continuous-time delta-sigma ADC.
Chapter 3:

Capacitor self-configuration algorithm

A novel algorithm is presented to improve the matching of nominally alike elements. The benefits and performance limitations of this algorithm is explored. The use of this algorithm to improve the matching of the elements of a multi-bit DAC is proposed and is applied towards improving the performance of a pipelined ADC.

3.1: SELF-CONFIGURATION AS AN ALTERNATIVE TO TRIMMING

The accuracy of a DAC relies on the relative weights of the elements that translate the digital bits to analog quantities. The elements are nominally weighted in powers of two in a binary weighted DAC i.e. if the LSB drives a unit element, the bit that is more significant than the LSB drives an element that is twice the size of the unit element. All elements are nominally identical in a segmented DAC. Mismatches in these unit elements translate to a reduction of the overall accuracy of the DAC and the effect of these mismatches have to be corrected as discussed in Chapter 2. Digital techniques and analog trimming based techniques have been used to compensate or correct the effect of these mismatches. This chapter describes a novel technique that is proposed as an alternative to trimming based methods to improve the matching accuracy of unit elements. This generic technique can be used to correct mismatch errors in both switched capacitor and current steering multi-bit DACs used in various data converter architectures.
3.1.1: The governing principle

Combining $n$ identical elements with standard deviation $\sigma$ will cause the effective standard deviation to decrease by the square root of $n$. This is true as long as the combination is done at random without prior knowledge of the individual or relative values of the elements. However, knowledge of the relative values allows elements to be combined such that the grouped elements are better matched.
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**Figure 3.1**: Example showing improvement in matching by configuring the sub-elements in different ways.

This can be explained by a simple numerical example shown in Fig. 3.1, where two nominally identical elements are made with two half ones each. The elements
from a pool of four sub-elements can be recombined into two groups in three different ways each with a different spread of values. It is observed that the spread in component values in one of these configurations is smaller than the spread in the others. In other words, mismatch errors can be reduced by finding such a configuration in which a positive error cancels a negative error and the resulting combined capacitors have the least possible spread. It is convenient to express the mismatch of the capacitors in terms of bits by transforming the standard deviation of the error using $-\log_2(\sigma)$ or $-\log_2(3\sigma)$ depending on whether the error is to be described as the standard deviation or the $3\sigma$ spread where $\sigma$ is the standard deviation normalized with respect to the mean of the sub-elements.

It is interesting to note that a recent publication [90] demonstrated that the inverse of this principle could be used to generate bias currents with a vast dynamic range by generating very small bias currents as difference of nominally identical unit bias cells.

3.1.2: Improvement of DAC performance using this scheme

The technique of breaking each element into sub-elements and regrouping with the aim of finding a configuration with a lower spread can be used to design DACs with high accuracy like the MDAC in a high-resolution pipelined ADC. The procedure of combining the sub-elements in different configurations can be visualized as a process of permuting and grouping these sub-elements. This approach leads to a
simple implementation of the algorithm. The same principle can be easily extended to form more matched elements using a larger set of sub-elements shown in Fig. 3.2.

**Figure 3.2: Extension of the self-configuration technique to larger arrays.**

One of the objectives of this work is to find a way to design an accurate multi-bit MDAC in a high resolution/accuracy pipelined ADC. The case of a switched-capacitor MDAC with two effective bits per stage is used to demonstrate this technique. Four matched capacitors are needed in this case as will be described later. The matching accuracy for an array with more than two capacitor groups can be defined as the standard deviation of the capacitance of the grouped sub-elements normalized with respect to the mean capacitance of these capacitor groups. For a simple circuit level implementation, the spread between the smallest and the largest of the effective values of these sub-element groups for a chosen configuration is used as an indication of the matching accuracy of the array. Simulations using current mismatch data obtained from the semiconductor foundries show that 13 – 14b of
matching accuracy can be achieved if each unit element is broken into eight parts to form a pool of 32 sub-elements as shown in Fig. 3.2. These sub-elements can be appropriately permuted and grouped in various ways and the spread is measured for each configuration in order to find the case with the best possible matching.

Figure 3.3: Simulated worst and best cases for 8 units per DAC capacitor and 4 DAC capacitors with 10 b initial matching after 500 permutation trials.

Fig. 3.3 shows the best and worst case results obtained from a simulation of the algorithm after 500 trials for the case of a DAC with 4 units each made using 8 sub-elements. The different Monte Carlo simulation trials represent instances of the DAC in which different initial starting capacitor values are randomly chosen from a 10 b \( \sigma \) matched distribution. For each Monte Carlo simulation, the best (smallest spread) and the worst-case values (largest spread) of the matching accuracy observed have been plotted. The algorithm chooses the condition for the best case matching as the
solution. The worst value of the best case plot for a set of Monte Carlo trials is used as a measure of the lower bound of the best performance achieved by the search algorithm.

\[
N = \prod_{i=0}^{D-1} \left( \frac{(D-i) \cdot M}{D} \right) .
\] … Eqn.3.1

Eqn. 3.1 expresses the number of unique possible configurations \( N \) in which \( D \) groups can be constructed from \( M \) sub-elements each.

### Table 3.1: Number of possible unique configurations

<table>
<thead>
<tr>
<th>Sub-Elements/Group</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groups</td>
<td>2</td>
<td>3</td>
<td>35</td>
<td>6,435</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>630</td>
<td>1.57 x 10^6</td>
<td>2.48 x 10^16</td>
</tr>
<tr>
<td>8</td>
<td>1.02 x 10^{10}</td>
<td>2.98 x 10^{23}</td>
<td>2.27 x 10^{51}</td>
<td>1.31 x 10^{108}</td>
</tr>
</tbody>
</table>

This is also summarized in Table 3.1 for commonly used MDAC configurations (2, 4, 8 DAC capacitor groups in 1, 2 and 3 effective bits per stage MDACs) for different numbers of sub-elements in each DAC capacitor group (2, 4, 8 and 16). Note that the number of possible permutations increases rapidly as the number of sub-elements increase. A larger set of sub-elements allows more degrees of freedom in the permutation and grouping process. More combinations increase the possibility of improving the accuracy of the matched array.
Table 3.2 summarizes the simulated upper bound (UB), the average (Avg) and the lower bound (LB) of the best case matching (in $3\sigma$ bits) detected in a set of 100 point Monte Carlo experiments with 5000 permutation and grouping trials for each data point. Capacitor arrays with 0.1% (9.8 bit $\sigma$) were used as a starting point for each Monte Carlo experiment.

Table 3.2: Monte Carlo simulations for matching accuracy

<table>
<thead>
<tr>
<th>Sub-Elements/Group</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UB</td>
<td>19.52</td>
<td>22.28</td>
<td>28.47</td>
<td>28.77</td>
</tr>
<tr>
<td>Avg</td>
<td>10.22</td>
<td>13.95</td>
<td>21.16</td>
<td>22.00</td>
</tr>
<tr>
<td>LB</td>
<td>8.53</td>
<td>11.37</td>
<td>18.27</td>
<td>19.94</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UB</td>
<td>14.27</td>
<td>15.76</td>
<td>18.79</td>
<td>16.61</td>
</tr>
<tr>
<td>Avg</td>
<td>10.53</td>
<td>13.52</td>
<td>14.12</td>
<td>14.60</td>
</tr>
<tr>
<td>LB</td>
<td>9.38</td>
<td>11.93</td>
<td>13.09</td>
<td>13.69</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UB</td>
<td>11.77</td>
<td>12.43</td>
<td>12.84</td>
<td>13.06</td>
</tr>
<tr>
<td>Avg</td>
<td>10.58</td>
<td>11.34</td>
<td>11.90</td>
<td>12.37</td>
</tr>
<tr>
<td>LB</td>
<td>9.62</td>
<td>10.82</td>
<td>11.39</td>
<td>11.95</td>
</tr>
</tbody>
</table>

This is also shown graphically in Fig. 3.4. This shows that the probability of finding opposite signs of error within a group increases as the number of sub-elements per group increases when a fixed number of groups have to be created. This is the
reason why the upper bound of the best possible matching achievable is higher for more sub-elements per group.

Another inference of interest may be drawn by examining the case of grouping the same total number of sub-elements in different number of groups, i.e. 8 groups of 2 sub-elements per group, 4 groups of 4 sub-elements per group and 2 groups of 8 sub-elements per group. The groups are distributed around the mean value by the amount of mismatch. Increasing the number of groups makes it harder to find a common value for each group to converge. As a result, the maximum amount of best case matching that can be achieved decreases. However, the difference between the lower and the upper bounds become tighter implying better yield. A more predictable solution is obtained because of the increased degrees of freedom of selecting sub-elements from a larger available pool of sub-elements. From Table 3.2, it can be concluded that in

![Figure 3.4: Example showing improvement in matching by configuring the sub-elements in different ways.](image)

Another inference of interest may be drawn by examining the case of grouping the same total number of sub-elements in different number of groups, i.e. 8 groups of 2 sub-elements per group, 4 groups of 4 sub-elements per group and 2 groups of 8 sub-elements per group. The groups are distributed around the mean value by the amount of mismatch. Increasing the number of groups makes it harder to find a common value for each group to converge. As a result, the maximum amount of best case matching that can be achieved decreases. However, the difference between the lower and the upper bounds become tighter implying better yield. A more predictable solution is obtained because of the increased degrees of freedom of selecting sub-elements from a larger available pool of sub-elements. From Table 3.2, it can be concluded that in
order to make an MDAC with two effective bits, 4 and 8 sub-elements per DAC capacitor group are good design choices.

Figure 3.5: Simulated matching after self-configuration (5000 permutation and grouping trials) vs. initial matching of capacitor array.

Fig. 3.5 shows how the average value of matching relates to the initial matching level of the capacitor array for 4 DAC capacitor groups with 4 and 8 sub-elements each. The error bars correspond to the upper and lower bounds of the best case matching obtained for 100 Monte Carlo simulation experiments with 5000 trials each. The standard deviation initial error in unit sub-elements increases as each element is broken in more pieces. Usually the desired total capacitor in an MDAC is chosen from a thermal noise requirement. The act of breaking this to several sub-elements results poorer initial matching for each sub-elements as the number of sub-elements increase. This will affect the final matching performance achieved after self-configuration. Fig. 3.6 shows the matching performance obtained when breaking a
1pF capacitor with 0.1% initial matching into several sub-elements. It is seen that there is degradation in the improvement when the total number of sub-elements increase but this improvement is still good enough for the system being designed.

Fig. 3.7 shows how matching improves very rapidly within the first 500 – 1000 trials so the matching value at 5000 trials is used as a computationally convenient asymptotic value. Four elements can be made from the pool of 32 sub-elements by combining 8 sub-elements in each group in around $2.5 \times 10^{16}$ unique ways. It is not practical to examine all possible configurations (which might take over 19 years when explored using a 40MHz system clock). The proposed algorithm explores the permutation space in a random fashion. Simulations show rapid convergence to a 13b 3σ matching from a 10b σ matched array after about 500 to 1000 random tries.
Figure 3.7: Two simulation cases showing improvement in matching vs. number of permutation trials.

Each point in the curve shown is a result of a Monte Carlo experiment with 500 samples. The worst of the series of best case matching values obtained after performing the required number of trials in each Monte Carlo experiment have been plotted so the curve represents the lower bound of the algorithm. As the algorithm explores the permutation space, the better matched values are easily encountered as seen in the rapid improvement in the matching during the first few configuration trials. However the process of finding configurations with even better matching becomes progressively difficult. This causes the rate of convergence to decrease as the number of iterations increase.

It is observed that in the presence of systematic errors in a chip, like gradient errors, and in the absence of random mismatch errors, the algorithm converges to the same solution as a common centroid layout of the capacitor array. Fig. 3.8 shows the
case of an array generated with gradient errors. One of the solutions of the algorithm clearly shows that the groups are configured in a common centroid pattern.

![Figure 3.8: A solution of self-configuration algorithm for the case of systematic gradient errors in the absence of random mismatch errors.](image)

Such an array has been used to design a pipelined ADC of 13-14b resolution. This technique is called self-configuration since the matching of the elements is improved through the use of a configuration of unit sub-elements and as demonstrated in Chapter 4, the algorithm is completely contained in the same chip as the ADC.

### 3.1.3: Analysis of the scheme

The principle can be mathematically explained using the concept of ordered statistics. Consider the case of $n$ nominally identical sub-elements $x_1, x_2, \ldots, x_n$, which are independent and identically distributed (i.i.d.) with a uniform distribution having mean $\mu$ and spread $\pm \lambda/2$. The mean and the variance of these uniformly distributed
elements are given by Eqn. 3.2 and 3.3. When two elements are combined, the mean and variance are given by Eqn. 3.4 and 3.5.

\[
E[x_i] = \mu . \quad \text{... Eqn. 3.2}
\]

\[
Var[x_i] = \frac{\lambda^2}{12} . \quad \text{... Eqn. 3.2}
\]

\[
E[x_i + x_j] = \mu + \mu = 2 \cdot \mu . \quad \text{... Eqn. 3.4}
\]

\[
Var[x_i + x_j] = \frac{\lambda^2}{12} + \frac{\lambda^2}{12} = \frac{\lambda^2}{6} . \quad \text{... Eqn. 3.5}
\]

These elements can be sorted in terms of its size \( y_1 < y_2 < \ldots < y_n \). The \( y_1, y_2 \ldots y_n \) are called the ordered statistics [91], [92]. The ordered statistics have the following properties [93]. The mean value of an ordered element \( E[y_i] \) (i = 1, 2 … n) is given by Eqn. 3.7 and the variance and the covariance are given by Eqn. 3.8 and 3.9.

\[
E[y_i] = \mu + \lambda \cdot \left( \frac{i}{n+1} - \frac{1}{2} \right) . \quad \text{... Eqn. 3.7}
\]

\[
Var[y_i] = \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot i \cdot (n-i+1) . \quad \text{... Eqn. 3.8}
\]

\[
Cov[y_i, y_j] = \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot i \cdot (n-j+1) . \quad \text{... Eqn. 3.9}
\]

\( i < j \)

When two sub-elements, say the end elements i.e. the 1\textsuperscript{st} and n\textsuperscript{th} ordered elements are combined, the new mean is computed by Eqn. 3.10 and the new variance is computed by Eqn. 3.11.
\[ E[y_1 + y_n] = E[y_1] + E[y_n] = \mu + \lambda \cdot \left( \frac{1}{n+1} - \frac{1}{2} \right) + \mu + \lambda \cdot \left( \frac{n}{n+1} - \frac{1}{2} \right) \]

\[ E[y_1 + y_n] = 2 \cdot \mu \quad \text{... Eqn. 3.10} \]

\[ \text{Var}[y_1 + y_n] = \text{Var}[y_1] + \text{Var}[y_n] + 2 \cdot \text{Cov}[y_1, y_n] \]

\[ = \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot 1 \cdot (n-1+1) \]

\[ + \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot n \cdot (n-n+1) \]

\[ + 2 \cdot \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot 1 \cdot (n-n+1) \]

\[ \text{Var}[y_1 + y_n] = \frac{2 \cdot \lambda^2}{(n+1) \cdot (n+2)} \quad \text{... Eqn. 3.11} \]

Similarly when the 2\textsuperscript{nd} and the (n-1)th elements are combined, the new mean and variance is computed by Eqn. 3.12 and 3.13.

\[ E[y_2 + y_{n-1}] = E[y_2] + E[y_{n-1}] = \mu + \lambda \cdot \left( \frac{2}{n+1} - \frac{1}{2} \right) + \mu + \lambda \cdot \left( \frac{n-1}{n+1} - \frac{1}{2} \right) \]

\[ E[y_2 + y_{n-1}] = 2 \cdot \mu \quad \text{... Eqn. 3.12} \]

\[ \text{Var}[y_2 + y_{n-1}] = \text{Var}[y_2] + \text{Var}[y_{n-1}] + 2 \cdot \text{Cov}[y_2, y_{n-1}] \]

\[ = \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot 2 \cdot (n-2+1) \]

\[ + \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot (n-1) \cdot (n-(n-1)+1) \]

\[ + 2 \cdot \frac{\lambda^2}{(n+1)^2 \cdot (n+2)} \cdot 2 \cdot (n-(n-1)+1) \]

\[ \text{Var}[y_2 + y_{n-1}] = \frac{4 \cdot n \cdot \lambda^2}{(n+1)^2 \cdot (n+2)} \quad \text{... Eqn. 3.13} \]
Consider the simple case of 4 sub-elements grouped in 2 element groups of 2 sub-elements each. If the sub-elements were combined without the knowledge of the order, the variance of these groups is $\lambda^2/6$. If the 1\textsuperscript{st} and the 4\textsuperscript{th} sub-elements are combined together, the variance of the group is $\lambda^2/15$ and if the 2\textsuperscript{nd} and the 3\textsuperscript{rd} sub-elements are grouped together, the variance of the group is $\lambda^2/9.4$. If the 1\textsuperscript{st} and the 3\textsuperscript{rd} sub-elements are combined and the 2\textsuperscript{nd} and the 4\textsuperscript{th} sub-elements are combined, the variances can be derived to be $\lambda^2/8.33$ and $\lambda^2/10.71$ respectively. Similarly when the 1\textsuperscript{st} and 2\textsuperscript{nd} sub-elements are combined and the 3\textsuperscript{rd} and 4\textsuperscript{th} sub-elements are combined, the variances can be derived to be $\lambda^2/9.38$ and $\lambda^2/6.82$ respectively. This clearly shows that the mismatch between the two elements can be improved if the combination is done correctly and with knowledge of the relative sizes.

3.2: CALIBRATION OF A MULTI-BIT MDAC

A pipelined ADC is a suitable architecture for the implementation of high-speed high-resolution ADCs. As described in Chapter 2, several analog calibration techniques for pipelined ADCs target the 1.5 bit per stage implementation because the algorithms are relatively simple to implement. Many of these algorithms use the fact that the switched capacitor circuit used to implement an MDAC stage requires only two capacitors as shown in Fig. 1.18. It is conceptually simple to compare two elements with each other and correct the effect of the mismatch errors. A pipelined ADC that resolves more than one effective bit per pipelined stage is called a multi-bit per stage pipelined ADC and these use multi-bit sub-DACs commonly implemented using switched capacitor circuits. A multi-bit switched capacitor MDAC stage of a
pipelined ADC similar to the one shown in Fig. 2.2 is used as the test structure to demonstrate the practical feasibility of this technique as a calibration method.

3.2.1: Foreground / offline error measurement method

As described in Chapter 2, the first step in the calibration process is to determine that an error has occurred and to measure the amount of error in the system being calibrated. The simplest way to do this is to use a foreground error-measurement technique.

![Diagram of MDAC stages during calibration showing how the mismatch error between two capacitors can be measured.](image)

**Figure 3.9:** MDAC stages during calibration showing how the mismatch error between two capacitors can be measured.

The ADC is taken offline i.e. the input signal is not connected and the errors in the MDAC capacitors are measured by connecting these capacitors to the same reference voltages that are used for the normal operation. The MDAC errors in the permuted and combined capacitor arrays are measured in a way similar to [48] in order to choose the best-match configuration among many tried ones. Each capacitor
shown in Fig. 3.9 is actually a group of sub-element unit capacitors configured using a permutation address. The procedure starts by choosing a configuration of the sub-element unit capacitors. A pseudo-random number is used to choose this configuration and this is similar to shuffling the available sub-elements. The act of choosing such a configuration and grouping the sub-elements to form the different capacitor groups in the MDAC is also called a “Shuffle”. The mismatch error between any two capacitor groups say $C_3$ and $C_4$ can be measured using the following steps: (1) In the sampling phase, the capacitor group $C_4$ is pre-charged to the reference voltage while all other capacitor groups are discharged to ground. (2) This pre-charged capacitor group $C_4$ is connected in feedback during the amplifying phase while the capacitor group $C_3$ is connected to the same reference voltage. Charge conservation at the virtual ground node shows that the output at the end of the amplifying phase is proportional to the mismatch between the two capacitor groups given by Eqn. 3.14.

$$V_{OUT} = \frac{V_{REF} \cdot \left(1 - \frac{C_1}{C_4}\right)}{1 + \left(\frac{C_1 + C_2 + C_3 + C_4}{A \cdot C_4}\right)}.$$

… Eqn. 3.14

This voltage is converted into a digital word using the pipelined ADC formed by the lesser significant stages. Similarly, each capacitor group in the array can be in turn configured as the feedback capacitor or the capacitor being compared against the feedback capacitor. This leads to a set of measurements representing the mismatch error, called the code-spread, in the capacitor array from which the spread of component values can be determined. These steps are visually represented in Fig.
3.10. The advantage of this method is that the measurement is not sensitive to offset errors in the operational amplifiers. The capacitors are compared against themselves giving an absolute measure of spread. The high accuracy objectives are met when the configured capacitor groups are equal or as close to each other as possible and this is indicated when the code-spread is zero or as small as possible. Since the measurement is ideally close to zero, the effects of finite operational amplifier gain affect the measurement to a lesser extent.

![Figure 3.10: Sequence of steps to measure spread of a configuration.](image)

The effect of thermal noise is counteracted by performing each measurement cycle for several conversion cycles and by averaging the end result. The disadvantage of the foreground error-measurement method is that the data converter system is taken offline. The entire calibration sequence has to be repeated if the errors change due to
component drift or aging and errors are not tracked in time. A simulation of this scheme in a MATLAB program is shown in Fig. 3.11. The THD at the output of the ADC is used as a figure of merit for this simulation to reduce the simulation time instead of the INL, which is a better figure of merit but increases the simulation time. It is observed that this algorithm improves the performance of the ADC beyond that achievable using a 10 b matched array in the MDAC. This technique has been implemented in the prototype chip described in Chapter 4.

![Figure 3.11: Foreground calibration simulations.](image)

3.3: CONCLUSION AND PROPOSED FURTHER WORK

A statistical capacitor matching technique is proposed to improve the matching between nominally alike elements in order to design an accurate DAC in a multi-bit per stage pipelined ADC. Smaller sized elements are combined in various
configurations with the aim to reduce the spread between the reconstructed elements. A random search algorithm is proposed that converges quickly to a usable configuration. An offline error measurement technique is described that will be used to achieve a high accuracy pipelined ADC.

Future work should focus on applying this scheme to other data converter architectures. A rigorous theoretical study of the basic scheme should be carried out.

Parts of this chapter have been published in S. Ray, Bang-Sup Song, “A 13b linear 40MS/s pipelined ADC with self-configured capacitor matching,” ISSCC Dig. of Tech. Papers. pp. 852-861, Feb. 2006 (© 2006 IEEE) and Sourja Ray; Bang-Sup Song, “A 13-b Linear, 40-MS/s Pipelined ADC With Self-Configured Capacitor Matching,” IEEE J. Solid-State Circuits, vol. 42, no.3, pp.463-474, Mar. 2007 (© 2007 IEEE) with the dissertation author as the primary author of these papers. The relevant sections have been reprinted with permission of the IEEE.
Chapter 4:

Calibration of the unit capacitors in a multi-bit per stage MDAC used in a pipelined ADC using self-configuration

A practical implementation of the statistics based self-configuration technique described in Chapter 3 to improve the accuracy of a multi-bit per stage pipelined ADC is presented.

4.1: SYSTEM DESCRIPTION

A multi-bit per stage pipelined ADC is used as a test system to verify the feasibility of the self-configuration scheme described in Chapter 3. The ADC is implemented using seven switched capacitor pipelined MDAC stages each resolving two effective bits followed by a three bit flash ADC to resolve a total of 16 bits after digital reconstruction. The capacitor-matching algorithm is used to calibrate the first three stages of this ADC as shown in Fig. 4.1. The back-end stages are not calibrated since the matching requirements of the capacitors is sufficiently relaxed to achieve the accuracy requirements of these stages. More stages have been implemented on the chip than strictly needed in order to examine the performance of the algorithm. The algorithm is run offline (foreground) in this work since capacitor errors do not change much over time and temperature. The configuration of the capacitive sub-elements
that results in the least error is detected using the self-configuration engine during the calibration procedure and stored in the on-chip memory. This configuration can also be offloaded to the host system using the serial port. This configuration can be quickly loaded during normal operation and used to improve the accuracy of the converted word.

Figure 4.1: Block diagram showing digital self-configuration engine driving the MDAC stage with self-configured capacitor array.

4.2: ANALOG CMOS IMPLEMENTATION

This section describes the implementation details of the various analog circuits in the ADC. Designing circuits to operate off a low voltage supply using transistors
available in fine line CMOS processes pose many design challenges. A combination of circuit and architectural techniques has been used to make this implementation feasible.

4.2.1: Front end sample and hold amplifier

The front end sample and hold amplifier (SHA) samples the analog input of the chip and freezes the sample in time thus converting the continuous-time continuous-valued analog input to a discrete-time continuous-valued voltage that is subsequently quantized by the ADC. The performance of this block sets a limit to the achievable SNR and linearity of the overall ADC. Both the sampling network and the operational amplifier are critical circuits that limit the noise and linearity in this block. The top and the bottom plate switches in the sampling network are implemented using NMOS transistors as shown in Fig. 4.2. The low supply voltage supplies used in modern CMOS processes imply that the signal swing is a significant fraction of the available supply and clock voltage. This implies that the transistors in the front-end switch have a low overdrive voltage during the “on” phase that also changes with the signal, which is known to be a significant source of non-linearity [94], [95]. This is avoided by using a bootstrapped scheme with a circuit similar to that in [7] in order to obtain good linearity. A capacitive level shifter $C_{SHIFT}$ is pre-charged to the supply voltage $V_{DD}$ during the inactive phase and during the sampling phase is connected between the source and the gate of the switch transistor $M_1$ thus providing a constant gate to source voltage independent of the input signal. This improves the linearity of the input sampling network. It has been reported that residual signal dependent component in
the overdrive voltage due to the body effect increases harmonic distortion in the switch [96] but this was not determined to be a source of error for this circuit. Boosted clocks using voltage-doubling circuits generated by the clock generator drive the top plate switches of the switched capacitor network. The active switches are sources of thermal noise and this noise is integrated on the sampling capacitor.

![Sample and hold amplifier diagram](Figure 4.2: Sample and hold amplifier.)

A 2pF capacitor $C_S$ is chosen for the sampling capacitor as per the system noise budget. During hold phase, this capacitor is connected across the operational amplifier thus leading to a unity gain configuration. The operational amplifier is implemented using a two-stage Miller compensated amplifier as discussed later in this chapter. The amplifier is connected in unity gain feedback with a very low feedback
factor \( \frac{C_S}{C_S + C_P} \) thus making it difficult to meet the stability requirements. This increases the power consumption in the output stage of the amplifier.

4.2.2: MDAC

The two effective bits per stage MDAC without calibration is implemented using four unit capacitors and tri-level DAC control switches as shown in Fig. 2.1. These are used in the back-end stages. The total sampling capacitor in the fourth and fifth stages is chosen to be 1pF with each unit capacitor implemented using a 250fF M-I-M structure. The total sampling capacitor in the sixth and seventh stages is chosen to be 500fF with each unit capacitor implemented using a 125fF M-I-M structure. The sub-ADC thermometric code is converted to the tri-level code driving the MDAC switches by the DAC decoder block. The truth table for this block is shown in Table 4.1. A similar block is used in the MDACs being calibrated. The two effective bits per stage MDAC with calibration is an extension of this architecture. Four capacitor groups are used instead of the four capacitors in the first three stages being calibrated as shown in Fig 4.1. The sampling capacitors have been chosen to be 2pF in the first stage and 1pF each in the second and third stages from thermal noise calculations. Simulations of the capacitor-matching algorithm show that the sampling capacitor has to be broken into 32 sub-elements in the first stage and 16 sub-elements in the second and third stages in order to meet the desired matching accuracy. This leads to sub-element sizes of 62.5fF in each of the MDACs being re-configured. The residual error in the matching of the four groups of capacitor determines the accuracy of this
MDAC. The capacitor-matching algorithm is implemented by permuting and grouping the sub-elements to each of these capacitor groups.

Table 4.1: Truth table for thermometric code to tri-level DAC decoder

<table>
<thead>
<tr>
<th>Sub-ADC Thermometer Code</th>
<th>Code</th>
<th>Tri-level DAC Control Code</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D0</td>
<td>D0</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>C</td>
</tr>
<tr>
<td>F0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F4</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F5</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

An address is assigned to each of these capacitor groups. Address 0 (implemented using two bits {0,0}) is used as the address for the feedback capacitor group. Addresses 1, 2 and 3 (implemented using two bits {0,1}, {1,0} and {1,1}) are used as the addresses for the three DAC capacitor groups. As described in Section 3.2.1, address 1 is also used to identify the capacitor group that is compared with the feedback capacitor group during foreground calibration. Each sub-element can be assigned one of these four addresses. All the sub-elements are connected to the output
of the previous stage during the sample phase during normal operation. The addresses are asserted during the hold phase thus assigning a function to each of these sub-elements to act as the feedback or as one of the DAC capacitors. The outputs of the sub-ADC control the value to which the sub-elements configured as the DAC capacitors connect to during the hold phase. The outputs of the tri-level DAC control decoder are combined with the permutation/remapped address to form the actual DAC switch control signals as shown in Fig. 4.3.

![Diagram](image)

Figure 4.3: Structure of each sub-element along with analog switches.

The output of the sub-ADC (subADC[5:0]) is decoded by the “DAC Control Decoder” block to form the DAC control signals SelRef[3:1] and SelGnd[3:1] required for the operation of a conventional MDAC stage without calibration. The
“Calibration Address Decoder” block decodes the two-bit sub-element address (calAddress[1:0]) to a one-hot code. One of the lines FB, D1, D2 or D3 is asserted based on the function of the sub-element as a feedback or one of the three DAC capacitors. During the normal mode of operation (EnCAL=0), the switches sample the output of the previous stage in the sampling phase (S=1, H=0). During the hold phase (S=0, H=1), the switches are connected so that the capacitor is connected as a DAC element or in feedback. When the MDAC stage is being calibrated (EnCAL=1), the switches are connected to appropriate voltages as described in Section 3.2.1 during both the sample and the hold phases. A single-ended version is shown for simplicity though a differential version is used in the actual design. This timing critical path is designed using custom logic to minimize path delay. The switch control signals run for a long distance on the chip which makes the routing parasitic capacitance on these lines to be large (around 100fF – 200fF). The logic gates have been designed to drive this additional load.

Fig. 4.4 shows the layout of stage 1, i.e. a stage whose performance is being improved using self-configuration. The layout of stages 2 and 3 is similar to this. The wiring that connects the decoder to the switching network is the most striking feature of this floorplan. Fig. 4.5 shows the layout of stage 4, which is a conventional switched capacitor MDAC without calibration.
It is clear that the present implementation of the switching network does not have a very clean layout and an alternate switching scheme should be investigated to make a simpler interconnection scheme.
4.2.3: Operational amplifier

High resolution switched capacitor MDACs need high DC-gain operational amplifiers (op-amps) to reduce the static error due to finite operational amplifier gain. The settling accuracy is dictated by the unity-gain frequency of the amplifier. A high unity-gain frequency is required in order to sample at high clock speeds and settle at the desired accuracy. The amplifier outputs should be able to support a large voltage swing for good signal to thermal noise ratio. It is advantageous to use the digital transistors with a small channel length in fine geometry CMOS processes in the design of these amplifiers because of the high transition frequency $f_T (g_m/C_{gs})$ of these transistors. However, these transistors have a low inherent gain ($g_m r_{out}$). It is necessary to connect several transistors in a cascade or cascode configuration in order to obtain the necessary gain. The obvious choice is the telescopic cascode configuration since this has the fewest additional poles and can be designed to be the fastest amplifier with more than one transistor in the signal path. In order to meet the gain requirements, it is necessary to add gain boosting both on the N and on the P sides. This configuration by itself could be designed to obtain the necessary output swing. However since these amplifiers are used in a multi-bit MDAC with a gain of four, the feedback factor is at least 12 dB which makes the power efficiency poor when driving the large sampling capacitor of the next stage. A two-stage Miller compensated op-amp structure with a gain boosted telescopic cascode first stage followed by a common source second stage as shown in Fig. 4.6 is chosen as the op-
amp that meets the gain and the bandwidth specifications with adequate power
efficiency.

Figure 4.6: Miller compensated operational amplifier.

The closed-loop bandwidth $\omega_{\text{CL}}$ of an operational amplifier is dictated by the settling accuracy required at the output of the stage i.e. this depends on the resolution of the ADC $N$ and the number of effective bits resolved by the stage $n$ as given by Eqn. 4.1. The available time for settling $T$ is usually slightly smaller than half the sampling period of the ADC to account for the rise and fall times of the clocks and the non-overlap period introduced by the clock generator. The settling accuracy is chosen as $\frac{1}{4}^{\text{th}}$ LSB of the accuracy requirements of the lesser significant stages of the pipelined ADC.

$$\omega_{\text{CL}} = \frac{(N-n+2) \cdot \log_2(2)}{T}.$$  \quad \ldots \text{Eqn. 4.1}
The design procedure for a Miller amplifier typically begins with an initial arbitrary choice of compensation capacitor usually based on experience and rules of thumb [97]. The phase margin is selected based on the desired amplifier transient settling response. This is achieved through the choice of the location of the dominant and the non-dominant poles. Such a design technique requires several iterations since the parasitic capacitances due to the size of transistors are not known beforehand and these affect the solution. A new parasitic and device scaling-aware technique is proposed that relies on the concept of a unit amplifier. This simplifies the design procedure and leads to an optimum solution of a Miller compensated amplifier that has a unique compensation capacitor and device sizes for a chosen phase margin and signal to noise ratio. This is described in further detail in Appendix A.

A common technique to save power in Miller compensated amplifiers involves placing the non-dominant pole $\omega_{NDP}$ very close to the unity-gain frequency and position the zero $\omega_Z$ from the right half to the left half of the S-plane using a zero setting resistor $R_Z$ in a way to cancel the pole thus resulting in a good phase margin. The trans-conductance of the MOS transistor in the output stage $g_{mo}$ of the op-amp varies with output voltage swing due to channel length modulation as shown in Fig 4.7. This effect is pronounced in fine line CMOS processes at a low power supply level where the MOS transistors are biased with a low drain to source saturation voltage $V_{DSAT}$. This variation causes the position of the non-dominant pole and the zero to change differently as shown by the sensitivity functions in Eqn. 4.2.
This results in a pole-zero doublet close to the unity-gain frequency, as shown in Fig. 4.7, causing a slow settling behavior [98]. Good phase margin has been obtained in this design by placing the output pole at a frequency higher than the unity-gain frequency. The zero is then placed at a frequency higher than the non-dominant pole instead of attempting to improve the phase margin by canceling the non-dominant pole.

**Figure 4.7: Variation of gain with swing leads to change in stability.**

It is common practice to implement the Miller zero setting resistor using a transistor in the triode region with the assumption that the conductance of this
transistor tracks the transconductance of the output transistor. This transistor is usually biased using a \( V_{GS} \) above the input common mode of the second stage. This is difficult to achieve in the available supply voltage. Poly resistors are used to position the zero in this design since the zero is placed beyond the non-dominant pole. It is verified that the zero does not move back to the right half of the s-plane with process and temperature variations.

4.2.4: Sub-ADC

Each stage in this prototype resolves two effective bits with redundancy for digital error correction. This is implemented by using a sub-ADC with six comparators in each stage. The sub-ADC partitions the input range into seven regions thus resolving 2.8 bits of information. Each stage in this prototype resolves two effective bits with 0.8 bit of redundancy for digital error correction. The analog threshold voltages required for the six sub-ADC comparators are generated differentially from a resistor ladder connected across externally supplied reference voltages. The unit resistor shown is chosen to be 200 ohm so that the reference nodes settle within a 50MHz clock cycle.

The comparator schematic is shown in Fig. 4.8. Each comparator consists of an offset canceled pre-amplifier followed by a regenerative latch. The pre-amplifier provides a gain of about 10. A switched capacitor network operates on the S and the H clock phases as shown. S’ and H’ clock phases shown are early clock phases. The capacitor \( C \) is pre-charged during a hold (H) phase to the reference value \( V_{REF} \). Also
during this phase, the preamplifier is connected in feedback because of which a voltage proportional to the input referred offset $V_{OFFSET}$ is also stored in this capacitor. During the next sample (S) phase, the input parasitic capacitance $C_P$ of the preamplifier is used to sample the input $V_{IN}$ of the comparator, which is also the output of the previous pipelined stage.

![Figure 4.8: Sub-ADC comparator.](image)

Eqn. 4.3 shows that the offset of the preamplifier is suppressed by the gain of the preamplifier $A$, in this case suppressed by a factor of 11. The output is proportional to the difference between the input and the reference value.
\[ V_{\text{PREAMP}} = -A \cdot \left( V_{\text{OFFSET}} + \frac{C}{C + C_p} (V_{\text{IN}} - V_{\text{REF}}) \right) \]  

… Eqn. 4.3

The latch is enabled at the end of the sample phase so that DAC control signals are ready during the hold phase of the gain stage.

### 4.2.5: Clock generator

The clock generator generates non-overlapping clocks necessary for the operation of all the switched capacitor circuits. The charge transfer time in high speed ADCs is extremely short. Accurate charge transfer is also necessary to maintain the fidelity of the data conversion process. Large switches are needed in the switched capacitor circuits in order to maintain low on-resistance. This presents a large capacitive load that has to be driven by the clock generator. A cascade of progressively increasing size inverter stages is needed in the clock path in order to drive the switches with short rise and fall times. The design is simplified by splitting the output driver to multiple parallel paths as shown in Fig. 4.9. The different clock paths are used to drive different parts of the pipelined ADC. Two paths shown in this figure generate the A and B clock outputs for each phase. This scheme can be extended for more parallel paths depending on the total load capacitance to be driven. The output clock waveforms have different rise and fall times since these paths drive different capacitances. Non-overlapping phases can be guaranteed if the feedback points are tapped at the output nodes. The OR gates in the feedback path synchronize
the multiple output paths to a single feedback signal. This ensures that the distributed clock phases remain non-overlapping.

Figure 4.9: Clock generator.

Voltage doubling circuits (Clock Boost) are also provided to drive the top plate early phase switches. The sampling instant is defined by the falling edge of the early phase driving the top plate switches in the front end Sample and Hold amplifier. This is a critical clock signal and is kept as clean as possible by using a relatively early clock voltage driving a single pull-down NMOS transistor similar to that shown in Fig. 4.2.
4.3: DIGITAL SYSTEM IMPLEMENTATION

The block diagram of the digital system that implements the self-configuration logic is shown in Fig. 4.10. The digital system is coded using Verilog Hardware Description Language (HDL) and is realized in hardware form using logic synthesis and automatic place and route procedures. The digital logic is implemented using less than 400k gates.

![Block diagram of the digital system](image)

**Figure 4.10: Control logic: Stage self-configuration engine.**

The standard cell library available for this project was not very well characterized. Setup violations in flip-flops and wiring delay problems are avoided by designing the logic to work up to 100MHz clock frequency. Hold violations are
avoided by using both clock edges to handle data. Data launched on one clock edge is captured on the opposite clock edge. A transaction-based architecture is used to connect the different modules. A module sends a request to the next module along with the data required and waits for an acknowledge signal which is exerted on completion of the command/request upon which the result is transferred back to the requesting module.

The “Controller” is the master block that directs the self-configuration process. This initializes the digital sections of the chip and insures that the stages that resolve the lesser significant bits are self-configured before the stages that resolve the more significant bits. This ensures that the errors of the subsequent stages are corrected before these stages are used to accurately determine the errors of the more significant stages. The “Configuration Registers” stores the state of the self-configuration algorithm including information regarding the spread of the configuration, the best spread and the best detected configuration. This information can be read back through a serial interface. The “Self-Configuration Controller” controls the self-configuration flow for a stage being configured. Upon receiving a request from the controller, this block requests the “Permutation Generator” for a new permuted configuration and also requests the “State Sequencer” to begin a new measurement sequence as described in Fig. 3.10 and Section 3.2.1. The effect of noise in the measurement of the error can be mitigated by repeating the same measurement several times, this is controlled by the “Noise Averaging Counter”, and the repeatedly measured mismatch error information is averaged by the “Average Data” block. The “Spread Detect” block measures the
spread in the capacitors for the chosen configuration at the end of a measurement sequence and informs the controller if a better configuration is found. The self-configuration process continues either until a configuration with zero spread is found or if the number of measurement cycles exceeds the time-out value programmed in the configuration registers.

4.3.1: Permutation generator

The “Permutation Generator” is a key component in the system. The array configuration for each trial is initially determined using this block, which shuffles the allowable set of address words to form a unique grouping of sub-elements. A 2-b word as described in Section 3.2.1 is used to assign each capacitor sub-element to one of the four possible DAC capacitor groups. The effectiveness of a permutation generator implementation can be quantified using the state repetition ratio (SRR), defined as ratio of the total number of configuration states generated so far to the number of unique configuration states generated.

Fig. 4.11 shows the case where two and four elements are permuted using unit swap blocks. Using unit swaps, two elements can be permuted using one swap block controlled by one bit. There are 2! i.e. 2 unique states and the control bit can take 2¹ i.e. 2 control states. In this case, the state repetition ratio is 2¹/2! i.e. 1.0. Permuting four elements using unit swaps uses six swap blocks with six control bits with 2⁶ i.e. 64 control states. However, four elements can be configured in 4! i.e. 24 unique states i.e. the state repetition ratio is 2⁶/4! i.e. 2.6. It is obvious that using combinatorial logic
to permute many elements does not scale well with an increase in the number of elements. States repeat often and it is difficult to generate unique permutations.

Figure 4.11: Permuting using unit swap blocks.

Permuting large number of elements using existing techniques based on unit swaps become very complicated [99] and simplifications like butterfly shufflers and barrel shifters cover only a small deterministic subset of the possible permutation space [100]. A state machine approach is taken, where the state transitions are derived from elementary transformations of elements moved on the surface of a cube as shown in Fig. 4.12. Let the elements (1, 2 … 24) that are permuted occupy positions on the surface of a cube. This forms a known valid configuration. Define six paths on the surface of the cube (e.g.: 9 → 10; 10 → 12; 12 → 11; 11 → 9) and three paths along the volume (e.g.: 1 → 2; 2 → 5; 5 → 6 etc). One of these nine paths is chosen by the output of a pseudo-random word generator along which the elements move to form a new permutation. The example in Fig. 4.14 shows how an initial state representing a valid permutation is transformed by a volume followed by a surface transition. Each of
the three cases shown represents a distinct overall arrangement of the elements representing unique permutation configurations. This 24-element case is easy to visualize, but 32 or 16 elements can be also efficiently permuted with simple logic circuits. Each cell contains one of the four 2-bit addresses \{0,0\} … \{1,1\} and each address is repeated eight or four times (for the 32 and the 16 sub-element cases). Each cell position is mapped to one of the sub-elements. Appropriately permuting these addresses is equivalent to permuting and grouping the sub-elements in various ways.

An ideal permutation generator has a state repetition ratio of 1.0. Fig. 4.13 shows that the proposed technique is effective in generating near unique permutations once every state machine event using simple transition rules.
4.3.2: Address re-map

The permutation generator permutes and groups the capacitor sub-elements. The exact function of each of these groups is assigned by the “Address Re-Map” block. This block assigns functionality to these grouped sub-elements to form the feedback or the DAC capacitors. That is, sub-elements with address {0,0} correspond to the feedback capacitor, those with address {0,1} corresponds to the first DAC capacitor, etc. Two examples of the address re-mapping process are shown in Fig. 4.14. The example shows one of the capacitor groups being configured as a feedback capacitor or the first DAC capacitor depending on the remapping rule. This block allows the switched capacitor network topology to be changed easily as required in order to measure the relative value of the grouped DAC capacitors. The permutation
generator and the address re-map block together allow the sub-elements to be permuted, logically grouped and assigned a function in the MDAC array structure.

4.4: EXPERIMENTAL RESULTS

The prototype ADC with the self-configured capacitor matching algorithm is fabricated in a 0.18\(\mu\)m digital CMOS process. The chip shown in Fig. 4.15 occupies 3.6mm\(^2\), and consumes 168/100mW (analog/digital) at 40MS/s with 1.8V supply. The area overhead for the self-configuration system is the wiring necessary to support the capacitor re-configuration procedure. This interconnection between the digital DAC

---

**Figure 4.14:** Change of topology and capacitor functionality by the address re-map block.
decoder and the switches occupies around 5% of the total analog area. The algorithm is completely implemented on the chip using synthesized logic.

Figure 4.15: Chip die photo.

The chip is directly mounted on a printed circuit board (PCB) on a soft gold contact and protected using optically transparent epoxy held in place using a dam and fill arrangement. Gold wires are used to bond the pads to the contacts on the PCB. The PCB, shown in Fig. 4.16, is fabricated using 0.062” thick FR-4 dielectric and six copper layers with an immersion gold finish. Two layers are used for routing signals and four layers are used for routing power supplies. The digital and analog power supplies are kept separate and the grounds are tied together at the voltage regulators. Input signals and clock are connected using SMA connectors terminated using 50Ω resistors. The sinusoidal input required to test the ADC is derived from a bench top signal source and filtered using band-pass filters. This is a single ended signal and this
is converted to a differential signal required to drive the ADC using either an amplifier (Analog Devices AD8138) or a transformer (Mini-Circuit T1-1T) depending on the desired input frequency. Output bits are latched using D flip-flops and are recorded using a logic analyzer and analyzed using software running on a PC.

Figure 4.16: Test board.

After configured for low spread, capacitor matching is visibly improved in the INL measurement from 3 LSB to 0.8 LSB as shown in Fig. 4.17. The residual error seen in the INL plot is thought to be due to op-amp DC gain that was lower than designed. If the DC gain term is ignored or removed using digital post processing, then the residual error due to capacitor matching is within ½ LSB. The measured DNL is shown in Fig. 4.18.
Figure 4.17: Measured INL at 13b level before and after self-configured for low spread.

Figure 4.18: Measured DNL at 13b level before and after self-configured for low spread.
The improvement in the linearity is reflected in the FFT of a 1MHz input sampled at 14MS/s before and after self-configuration as shown in Fig. 4.19. The measured SFDR is improved from 70 dB to 89 dB. With a 14 MHz input sampled at 43 MS/s, measured SFDR is also improved from around 70 dB to better than 80 dB after self-configuration as shown in Fig. 4.20. The performance metrics (SFDR, THD and SNDR) after self-configuration is plotted vs. input signal frequency in Fig. 4.20 for 14 MS/s and 43 MS/s sampling rates. Fig. 4.21 shows the performance metrics after self-configuration vs. sampling rate for 1 MHz and 14 MHz signal frequency. The low SNDR is thought to be because of excess thermal noise contributed by the operational amplifiers due to a design error. The measured performance is summarized in Table 4.2. The contents of the configuration registers could be read using serial port functionality on the chip. The capacitor-array MDACs in the 1st, 2nd and 3rd stages exhibit linearity of 5, 2, and 1 LSBs at 16-b level, respectively, after 5018, 1285 and 5122 random trials. It takes about 2 seconds to configure the three MDAC stages for low spread.
Figure 4.19: 1 MHz sampled at 14 MS/s before and after self-configured for low spread.

Figure 4.20: 14 MHz sampled at 43 MS/s before and after self-configured for low spread.
Figure 4.21: SFDR, THD and SNDR vs. input frequency at 14 and 43 MS/s after self-configuration.

Table 4.2: Summary of Measured Performance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>0.18µ CMOS</td>
</tr>
<tr>
<td>Resolution</td>
<td>13b</td>
</tr>
<tr>
<td>Conversion Rate</td>
<td>40MS/s</td>
</tr>
<tr>
<td>Self-Configuration Time</td>
<td>2sec</td>
</tr>
<tr>
<td>Supply Voltage</td>
<td>1.8V</td>
</tr>
<tr>
<td>Input Signal Range</td>
<td>Differential 1.6V&lt;sub&gt;pp&lt;/sub&gt;</td>
</tr>
<tr>
<td>DNL/INL</td>
<td>0.4 / 0.8LSB</td>
</tr>
<tr>
<td>SFDR</td>
<td>&gt; 80dB @43MS/s</td>
</tr>
<tr>
<td></td>
<td>&gt; 89dB @14MS/s</td>
</tr>
<tr>
<td>THD</td>
<td>-73dB</td>
</tr>
<tr>
<td>Peak SNDR</td>
<td>67dB</td>
</tr>
<tr>
<td>Active Area</td>
<td>3.6mm&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Power @ 1.8V (Analog/Digital)</td>
<td>268mW (168/100mW)</td>
</tr>
</tbody>
</table>
4.5: CONCLUSIONS AND FURTHER WORK

An ADC system is designed with the self-configuration algorithm contained in the same die in a standard digital CMOS process with M-I-M capacitors and improvement in capacitor matching is demonstrated after the self-configuration process. A permutation generator structure that allows near unique permutations of the sub-elements to be generated is proposed to implement the random search algorithm in a hardware efficient manner. An optimization technique based on the unit amplifier concept is proposed to design Miller compensated operational amplifiers.

Future work should focus on an improved switched scheme that simplifies the layout. A background calibration scheme can be implemented to self-configure the capacitors. The operational amplifiers should be designed to be more robust than in the present chip. In addition, a background calibration scheme to address the finite gain errors in the operational amplifier can also be implemented to improve the performance of the ADC.

Parts of this chapter have been published in S. Ray, Bang-Sup Song, “A 13b linear 40MS/s pipelined ADC with self-configured capacitor matching,” ISSCC Dig. of Tech. Papers. pp. 852-861, Feb. 2006 (© 2006 IEEE) and Sourja Ray; Bang-Sup Song, “A 13-b Linear, 40-MS/s Pipelined ADC With Self-Configured Capacitor Matching,” IEEE J. Solid-State Circuits, vol. 42, no.3, pp.463-474, Mar. 2007 (© 2007 IEEE) with the dissertation author as the primary author of these papers. The relevant sections have been reprinted with permission of the IEEE.
Chapter 5:

Calibration of the multi-bit current DAC used in a continuous-time delta-sigma ADC

This chapter describes an analog domain technique to calibrate current source DAC arrays. A discussion of common techniques of calibration of delta-sigma ADCs is followed by a description of this calibration technique applied towards the calibration of the DAC in a continuous-time delta-sigma ADC. Architecture choices and simulation results are discussed.

5.1: DELTA-SIGMA ADCS WITH MULTI-BIT QUANTIZERS

A summary of the working principles of delta-sigma ADCs is described in Section 1.5.4 in this dissertation. Delta-sigma ADCs with multi-bit quantizers have better stability properties than those with single-bit quantizers. However, the use of multi-bit quantizers implies that a multi-bit DAC is used in the feedback path. Mismatches in the unit elements of the feedback DAC affect the SNR and limit the achievable performance. Fig. 5.1 shows the output spectrum from a simulation of a delta-sigma ADC with a fourth order loop filter without and with mismatches in the feedback DAC. It is observed that mismatches lead to spurs in the spectrum. It is therefore necessary to mitigate the effects of the mismatches to improve the fidelity of the data conversion process.
5.1.1: Ways to alleviate the effects of DAC mismatch errors

Several techniques have been proposed to alleviate the effects of these mismatches. A technique proposed by Naiknaware et. al. [101] uses a VCO and an accumulator as a multi-bit quantizer and the feedback DAC is a single path that employs a digital frequency difference detector and a low pass filter to emulate a multi-bit DAC. This architecture demonstrates the improvement of SNR as expected in a multi-bit delta-sigma ADC without requiring calibration or dynamic element matching in the feedback DAC. However, this technique is difficult to implement requiring complicated analysis and is very sensitive to non-linear effects in the VCO. Most multi-bit delta-sigma ADC or DAC architectures, thus, usually rely on some form of correction mechanism.
The oversampling nature of the delta-sigma ADCs makes it attractive to use dynamic element matching [33] (DEM) or mismatch shaping. In these schemes, the error due to DAC mismatch is modulated in a way such that the error is spread either uniformly over the frequency domain or in a frequency selective manner in a way to move the error related power out of band that optionally can also be filtered [102], [103], [104]. DEM can be done in a data dependent manner or using randomization. The most significant limitation of perfect randomization is that this requires an arbitrary connection switch box between the output of the flash and the input of the DAC. This design is not simple [105] - barrel shifters and butterfly randomizers have been proposed in order to simplify this requirement. The arbitrary connection switch box used in the ADC described in Chapter 4 had a complicated physical design and it is necessary either to design a simpler structure or to avoid using this. These schemes become progressively more difficult to implement as the number of elements in the DAC increase. The DEM scheme should be designed to convert the error due to mismatches to out-of-band noise since the loop filter does not shape the DAC noise. DEM techniques by themselves do not correct for the mismatch. Digital and analog calibration techniques have been proposed to compensate or correct for the errors due to mismatches in the feedback DAC and are frequently implemented with DEM as part of the overall system.

The digital group of techniques compensates for the analog mismatches by measuring the errors and storing a correction term in digital registers. These values are used during the conversion process to mitigate the effects of the errors. The presence
of the loop filter makes this technique complicated to implement as compared to implementations in Nyquist ADCs. In [106], the authors excite each unit DAC element in turn using an out-of-band digital signal and the errors in the unit elements are estimated by detecting this calibration signal in the digital domain using correlation. This permits the ADC to be calibrated without interrupting normal conversion cycles and the correction is performed digitally. However, the dynamic range of the circuits decreases due to the signal added by the extra element. This is suitable when the oversampling ratio is large and the tone can be placed adequately away from the signal bandwidth and with the desired noise transfer function shape to improve calibration convergence. The analog group of techniques correct for the mismatches in the analog domain. The relative error between the elements is measured and a suitable correction term is applied that improves the matching between the DAC elements [107]. Both analog and digital techniques can be implemented either using offline (foreground) or online (background) error measurement schemes.

5.1.2: Continuous-time delta-sigma ADCs

Loop filters designed using switched capacitor circuits have inherently high coefficient accuracy and stability across environment changes since the coefficient values are determined by ratio of capacitors. Filter design for discrete-time delta-sigma ADCs using discrete-time transfer functions is a mature and well-understood technique. These factors made the discrete-time implementation of delta-sigma ADCs popular. The filters are typically implemented using cascaded integrators. The circuits with the most stringent design requirements in these ADCs are the front-end sampling
network and the first integrator in the loop filter. The use of continuous-time filters in the loop filter has become more popular recently because these designs have significantly better power efficiency [108]. It is possible to have higher bandwidths in continuous-time filters as compared to discrete-time filters for a given amount of power consumption. This has made continuous-time delta-sigma ADCs (Fig. 5.2) a strong contender for high bandwidth applications like broadband communication receivers that are traditionally implemented using pipelined ADCs.

Figure 5.2: Discrete-time and continuous-time delta-sigma ADCs

Additional advantages are realized in continuous-time delta-sigma ADCs because the sampling takes place at the quantizer. The loop filter also performs the anti-aliasing function leading to a more efficient system level implementation. The linearity and accuracy requirements of the sampling operation is relaxed since the forward path gain of the loop filter and enclosing the quantizer in the feedback loop cause the sampling error to be reduced and noise shaped. The coefficients are implemented using Gm/C or active R-C filters. Several techniques have been proposed to compensate the variations in the coefficient values [109], [110]. The advantages of
the continuous-time delta-sigma ADC architecture are realized with the added penalty of the system stability and performance being sensitive to the complete shape of the waveforms at various internal nodes especially at the output of the feedback DAC. Metastability in the quantizer [111] causes the comparators to have a signal dependent delay in the decision. The output of a comparator in the quantizer is delayed by a larger amount when the input is close to the switching threshold as compared to when the input is large compared to the threshold value thus causing a modulation in the feedback value. This causes the SNR to degrade and fills up the notches in the noise transfer function. The preferred solution is to add half a clock cycle of delay before applying the feedback to the DAC and the stability of the loop transfer function is insured by using a local feedback around the quantizer [112]. This reduces the probability of errors related to metastability to the extent that this is a problem only if the delay is more than half a cycle. Commonly, a non-return to zero (NRZ) DAC is used in delta-sigma ADCs. Unequal rise and fall times in the DAC control signal introduces a signal dependent feedback value [113] that affects the performance of the delta-sigma. Several solutions have been proposed like the use of return to zero (RTZ) [114] to equalize the number of rise and fall transitions per clock cycle. The jitter in the clock signal does not affect the quantizer timing instant but affects the DAC timing by introducing additional noise in the feedback path. RTZ DACs have two edges per clock cycle that increase the total amount of noise injection. NRZ DACs are used if the jitter-induced noise makes the overall noise performance difficult to achieve.
Continuous-time delta-sigma ADCs used for wide-band quantization need bandwidths of the order of 20 - 40 MHz where the maximum clock speed, limited by the process technology parameters like $f_T$, is of the order of 400MHz - 800MHz. This implies that the OSR is low i.e. 8 to 16 times. A multi-bit quantizer with a high order loop is essential to obtain the necessary SNR.

5.2: REDUCTION OF MISMATCH ERRORS IN CONTINUOUS-TIME DELTA-SIGMA ADC USING ANALOG BACKGROUND CALIBRATION

This chapter describes an analog background calibration scheme for a switched current feedback DAC in a continuous-time delta-sigma ADC. The feedback DAC has an extra unit element that replaces one of the main DAC elements during calibration cycles in a way similar to [68]. The contribution in this work is the extension of this scheme to work with continuous-time delta-sigma ADCs at high clock frequencies. The continuous-time delta-sigma architecture requires a clean way of retiring an element for calibration and returning it to the main signal path. Circuit techniques are described to perform this exchange synchronously with the system clock, with low latency and without adding additional switching noise or glitches. This scheme is demonstrated with simulations using TSMC 0.18\textmu m CMOS process models.

5.2.1: The feedback DAC

The target system is a continuous-time delta-sigma ADC with 450MHz clock frequency with a four-bit coarse quantization flash ADC. This flash ADC has 15
comparators and the output of this is connected to a four-bit current steering DAC in the feedback path. Such a DAC would normally use 15 unit current sources. The outputs of the comparators are latched half a cycle [69] after the comparators are triggered in order to reduce errors due to data dependent delay in the comparator. A spare unit current source to calibrate the unit DAC element current sources is added as described by Groeneveld et. al. [68]. The principle of the calibration scheme is shown in Fig. 5.3.

![Calibration principle](image)

**Figure 5.3: Calibration principle.**

Each DAC element can be connected either in the normal operation mode i.e. the switches are activated by the decision from the coarse ADC or in the calibration mode, i.e. the DAC element is not a part of the delta-sigma feedback system and is
retired from the main path. The spare current source replaces any current source that is
being calibrated.

Several techniques have been described to perform this replacement. The
original scheme [68] uses an additional analog switch in series with the DAC switch to
retire or insert the spare unit DAC element and is applied towards the calibration of a
high-resolution DAC. Falakshahi et. al. [70] describe a delta-sigma DAC in which the
spare unit DAC element replaces the unit DAC element being calibrated by routing the
digital bit away from the element being calibrated towards the spare element. A
switching scheme using only PMOS devices is used to obtain the necessary cross-over
point for the DAC control signals. Yan and Sanchez-Sinencio [71] use a similar digital
path switching scheme in a continuous-time delta-sigma ADC where the importance
of synchronously switching in the replacement current source becomes apparent. The
DAC switching signals are synchronously switched followed by a high crossing
switch driver to provide switching signals needed for an NMOS current source DAC.
Li et. al. [72] describe a continuous-time delta-sigma ADC with a similar calibration
scheme and with a simpler scheme to reduce the effects of charge injection during the
transition from calibration to the normal operation phase. All the schemes described
have a disadvantage that since the spare DAC element is used to replace the DAC
element being calibrated, the number of switching paths that connect to the spare
element is equal to the number of elements in the DAC. This number grows
exponentially with the resolution of the DAC. This increases routing complexity and
increases the parasitic capacitance due to the switching network.
The work being described in this chapter is applied towards a continuous-time delta-sigma with a 450MHz sampling rate where the available switching time is extremely short. The output of the quantizer has to be presented at the input of the correct DAC elements within half a clock cycle i.e. within 1.11ns. Reducing the complexity of the switching system is a key factor in order to achieve such high clock speeds and this is achieved by eliminating the complex routing to the dedicated spare element. Each flash comparator output maps to one of two adjacent unit DAC elements similar to the method described in [106] i.e. each DAC element behaves like the spare for the adjacent DAC element. At the most two switches are in the path of each element and this reduces the complexity and simplifies the physical routing of the scheme. The element being calibrated is chosen and the swap is pre-computed and configured in the digital domain before the ADC decision is applied as in [71]. Custom S-R latches are designed that have an extremely low latency and with the required crossover point in the DAC control signals, as a result the swap takes place synchronously with the system clock and without additional glitches.

5.2.2: Calibration of a unit current source

The working principle of this scheme is that it is equivalent to state that if all the unit elements in a DAC are matched to a master element, then all the unit elements should match with each other. Each unit element has to be matched with the master element one at a time and this procedure can be performed when this DAC element is not used in the signal path. This procedure is further simplified in the current domain where a unit DAC element current source that uses PMOS transistors can be re-
configured in the “diode configuration” i.e. in a feedback configuration while being driven by the master current source that is made using NMOS transistors as shown in Fig. 5.3. The feedback causes the gate to source voltage of the current source MOSFET to be driven to a value that supports the drain current as given by Eqn. 5.1. This scheme does not need additional components like a comparator that would have been necessary if this procedure was implemented in the capacitive/charge or the voltage domain. The unit DAC element has to be retired from the main signal path in order to be placed in calibration mode.

\[
I_D = I_{CAL} = \frac{\mu \cdot C_{OX}}{2} \cdot \frac{W}{L} \cdot (V_{GS} - V_{Th})^2
\]

\[
V_{STORE} = V_{GS} = V_{Th} + \sqrt{\frac{2 \cdot I_{CAL}}{\mu \cdot C_{OX} \cdot \frac{W}{L} \cdot (1 + \delta)}}. \quad \ldots \text{Eqn. 5.1}
\]

Eqn. 5.1 is the square law model of a MOSFET with width \( W \) with an effective error \( \delta \) and channel length \( L \) and is valid for long channel devices. \( C_{OX} \) is the gate oxide capacitance per unit area; \( \mu \) is the charge carrier mobility. \( I_D \) is the drain current for a gate to source voltage \( V_{GS} \). \( V_{Th} \) is the threshold voltage of the transistor. Even though the MOSFET square law equation is not accurate for MOSFET with short channel lengths in deep-sub micron process nodes, the overall concept remains the same since this works by configuring the current source in feedback to obtain a gate to source voltage that supports the reference or the master current. Let the calibration current be equal to the expected value of the PMOS drain current when the current...
source transistor is error-free. Eqn. 5.2 shows that the stored voltage is a function of the current source error $\delta$.

$$I_{\text{CAL}} = \frac{\mu \cdot C_{\text{OX}}}{2} \cdot \frac{W}{L} \cdot (V_{\text{GSNom}} - V_{\text{th}})^2$$

$$V_{\text{STORE}} = V_{\text{Th}} + \frac{V_{\text{GSNom}} - V_{\text{Th}}}{\sqrt{1 + \delta}} \approx V_{\text{Th}} + (V_{\text{GSNom}} - V_{\text{Th}}) \cdot \sqrt{1 - \delta} . \quad \ldots \text{Eqn. 5.2}$$

At the end of the chosen calibration phase, the unit DAC element current source is taken out of calibration mode and used in the active signal path. The gate to source voltage that was set during calibration is held steady by preserving the charge on the storage node thus insuring that the output current matches the current that was forced by the calibration current source. This procedure is repeated in turn for all the current sources in the array and all the output currents should match with each other at the end of the calibration cycle. However, the charge storage node is not completely electrically isolated. The switch is implemented using a MOSFET and the drain / source implants form a reverse biased diode with the N-well (PMOS used as a switch).

$$I_{\text{LEAK}} = A \cdot \frac{q \cdot D_n n_i^2 \left( \frac{q \cdot V_{\text{th}}}{e^{kT}} - 1 \right)}{p_{p0} \cdot L_n \cdot \tanh \left( \frac{W}{L_n} \right)}$$

$$I_{\text{LEAK}} \approx -A \cdot \frac{q \cdot D_n n_i^2}{p_{p0} \cdot L_n \cdot \tanh \left( \frac{W}{L_n} \right)} . \quad \ldots \text{Eqn. 5.3}$$

$$I_{\text{LEAK}} = -A \cdot \text{Const}$$
\[ T_{ERR} = \frac{C_{STORE}}{I_{LEAK}} \left( V_{GS2}(t=0) - V_{th} \right) \left( 1 - \sqrt{1 - 2^n \left( \frac{I_{Fixed}}{I_{Variable}} + 1 \right)} \right). \]  

... Eqn. 5.4

The reverse bias current through this diode having an area \( A \), expressed by Eqn. 5.3, will leak the electrons from the storage node causing the calibration charge to change and will cause an error in the output current comparable to the accuracy requirements of the DAC at time \( T_{ERR} \) expressed by Eqn. 5.4. This loss in the accuracy at the output of the DAC is prevented by repeating the calibration procedure on all the current sources in correct sequence. In this equation \( D_n \) is the electron diffusion constant, \( L_n \) is the electron diffusion length, \( n_i \) is the intrinsic carrier concentration, \( p_{p0} \) is the hole concentration in the \( P^+ \) diffusion, \( w \) is the distance of the ohmic contact from the junction. In reverse biased condition, the exponential term is very small as a result the leakage current just depends on the area of the junction and other semiconductor process related parameters.

The calibration system proposed for this system is shown in Fig. 5.4. Fig. 5.5 shows the case when one of the unit DAC elements is retired from the signal path and put in calibration mode. Using this scheme to divert the flash comparator decision away from the DAC element being calibrated allows a simpler analog switching network to be used thus minimizing the routing and the parasitic capacitance associated with a complicated switching network.
Figure 5.4: Calibration system

Figure 5.5: Calibration system showing DAC cell #1 being calibrated
5.2.3: Scheduling logic

The scheduling logic is a state machine controls the sequence and duration of the calibration process. Provision for freezing the calibration at a chosen time is provided. The “Pre-Scale” block divides the clock frequency $f_{Clk}$ by a factor of “Scale” set as 4 i.e. the digital blocks are clocked at $450\text{MHz}/4 \sim 112.5\text{MHz}$. This allows the rest of the blocks to be easily synthesized using the standard cell library available for this process.

The “Nine-bit Counter” counts the number of cycles that each current source is held in calibration mode and the maximum value “MaxCount” can be programmed during system start-up. An internal pseudo-random number generator “LFSR18” is based on an $18^{th}$ order linear feedback shift register and can be used to pseudo-randomly pulse-width modulate the duration of calibration by changing the maximum count length by an amount “RandCount” that varies from -8 to +7. This prevents a fixed tone in the spectrum that might appear at the output due to the repetitive nature of the calibration [73]. A new pseudo-random number is generated at the end of each calibration cycle. The pseudo-random number generator can be switched off if desired. Eqn. 5.5 sets the actual time “T” that each current cell is held in calibration mode.

$$T = \frac{(\text{MaxCount} - \text{RandCount}) \cdot \text{Scale}}{f_{Clk}}.$$ \hspace{1cm} … Eqn. 5.5

When this counter reaches the maximum count, the value in the “Four-bit Counter” is incremented. The output of this counter is a 4-b code that addresses the
unit DAC element that is to be retired for calibration. The calibration scheduling logic is written in Verilog HDL and synthesized at 1.5 x 450MHz = 675MHz clock frequency. This is realized using approximately 8.6 k gates.

5.2.4: Design of unit cell calibration selection logic

The 4-bit output of the scheduling logic is decoded by the “Unit Cell Calibration Selection Logic” to form two sets of signals that are used to select the cells in the signal path and isolate the cell being calibrated. The “Path Selection” group of signals is decoded by the truth table shown in Table 5.1.

Table 5.1: Truth Table for the Path Selection Signal

<table>
<thead>
<tr>
<th>A3</th>
<th>A2</th>
<th>A1</th>
<th>A0</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 0</td>
<td>0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>1 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td>1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1</td>
</tr>
</tbody>
</table>
These signals direct the flash comparator outputs away from the cell being calibrated and towards the cells that remain in the signal path. The “Enable Calibration” group of signals is decoded by the truth table shown in Table 5.2.

Table 5.2: Truth Table for the Enable Calibration Signal

<table>
<thead>
<tr>
<th>A3</th>
<th>A2</th>
<th>A1</th>
<th>A0</th>
<th>#</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
<th>P11</th>
<th>P12</th>
<th>P13</th>
<th>P14</th>
<th>P15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

These signals direct the calibration enable signal to the cell being calibrated. This is essentially a 4-bit to one-hot code decoder that performs the path selection. The logic is implemented using custom logic cells and complex gates that permit the digital outputs to be asserted with required rise and fall times and with small enough delay so that the logic outputs are ready before the next clock period. This permits the inputs to be routed quickly to the appropriate DAC switches. The maximum delay in
the “Path Selection” path is less than 610ps and that in the “Enable Calibration” path is less than 760ps in the slow process corner as determined from simulations shown in Fig. 5.6.

**Figure 5.6: Simulation results for the unit cell calibration selection logic**

5.2.5: Design of signal path de-multiplexer

The signal path de-multiplexer maps the 15-bit thermometric code output from the flash quantizer to a 16-bit thermometric code input to the DAC with an extra bit identifying the cell being calibrated. Each flash comparator output can be mapped to one of two possible unit DAC element current sources. Fig. 5.7 shows the circuit based on tri-state gates. These gates drive the signal from the flash comparator to the
current source currently being used in the signal path and away from the current source being calibrated depending on an output-direction selection bit generated by the Calibration Selection Logic block.

![Signal path de-multiplexer](image)

**Figure 5.7: Signal path de-multiplexer**

### 5.2.6: Design of S-R latch with low switching latency

As indicated earlier in this chapter, the DAC elements are driven using a latch that delays the outputs of the comparator by half a clock cycle during normal operation. A novel S-R latch circuit is proposed that allows the design of a fast latch that asserts the DAC control signals at precise time points as defined by the clock as required for the operation of a continuous-time delta-sigma ADC. This latch also synchronizes the “Enable Calibration” signal to the cell being calibrated. These signals are asserted synchronous to the clock with very low latency (< 200ps). The schematic shown in Fig. 5.8a shows a conventional S-R latch based on cross-coupled NAND
gates with an additional gate for the clock. These gates are merged to form a complex logic NAND gate, which are cross-coupled to form the new S-R latch shown in Fig. 5.8b.

![Image of logic gates and S-R latch](image)

**Figure 5.8: Low latency S-R latch**

These S-R latches are combined in a master-slave configuration to form the switching network with added logic called the output latch as shown in Fig. 5.9. The data inputs to the DAC cell are forced to a high logic level i.e. the OFF position for PMOS DAC switches when calibration enable signal is asserted and the calibration enable outputs are asserted during this time. The data is passed through to the PMOS DAC switch control signals when calibration is disabled.
Note that the output signals can change state only when the clock to the output latches changes as shown in Fig. 5.10. This implies that the control signals to the DAC cells are completely synchronous. The S-R latch output exhibit clock feed-through that cause the DAC performance to degrade and this is avoided by buffering the outputs using inverters. A low crossover point is preferred by the PMOS DAC switches, which can be provided by the NAND S-R latch followed by the inverters. The root mean square jitter is determined from simulations to be 32fs, which is well within the 1ps specification determined for the system being designed.
Figure 5.10: Output latch simulation result.

5.2.7: Design of unit current source

The unit DAC element current source is designed using a PMOS transistor with 2µm length that is larger than the minimum length and a PMOS cascode transistor with the minimum channel length of 0.18µm in this process. The nominal value of the unit DAC current is 34.21µA. Instead of connecting the entire current source device in feedback during calibration, the unit DAC current source element having an effective width \( W \) is split into a large static current source with width \((1-\alpha)W\) biased using a fixed bias voltage and a smaller variable current source with width \(\alpha W\) as shown in Fig. 5.11. The loop gain during calibration is enhanced by the ratio of the sizes of the two sources ‘\(\alpha\)’. This means that a larger voltage is stored across the
calibration storage capacitor than if the entire current source was connected in feedback as shown in Eqn. 5.6.

\[ I_{VAR} = I_{CAL} - I_{FIXED} \]

\[ I_{VAR} = \frac{\mu \cdot C_{OX}}{2} \cdot \frac{W}{L} \cdot (V_{GS Nom} - V_{Th})^2 - \frac{\mu \cdot C_{OX}}{2} \cdot \frac{W}{L} \cdot (1 - \alpha - \delta) \cdot (V_{GS Nom} - V_{Th})^2 \]

\[ I_{VAR} = \frac{\mu \cdot C_{OX}}{2} \cdot \frac{W}{L} \cdot (V_{GS Nom} - V_{Th})^2 \cdot (\alpha + \delta) \]

\[ V_{STORE} = V_{Th} + \frac{2 \cdot I_{VAR}}{\mu \cdot C_{OX} \cdot \frac{W}{L} \cdot \alpha} = V_{Th} + (V_{GS Nom} - V_{Th}) \cdot \sqrt{1 + \frac{\delta}{\alpha}}. \quad \text{… Eqn. 5.6} \]

In this design, the widths of the variable and the fixed current source transistors are chosen to be 2\(\mu\)m and 18\(\mu\)m leading to an attenuation of nine in the
transconductance from the calibration charge storage node to the output current. During the transition from calibration to normal operation mode, the switch used to connect the current source in calibration mode suffers from charge injection through the overlap capacitance and channel charge feed-through.

Since the calibration can initially take a few cycles to converge, a small MOSFET is used for the switch $M_5$ with a dummy switch $M_4$ with half the width of the main switch to reduce the charge injection. An intentional capacitance is added to the charge storage node to reduce the impact of the leakage current and to reduce the voltage jump during the transition from calibration to active operation. Because of the split in the current source to static and variable parts, the gain from the storage node to

![Figure 5.12: Physical layout for minimum storage penalty](image-url)
the output is reduced by the ratio $\alpha$. This reduces the impact of any residual charge injection on the output current during the calibration to active operation transition. The layout that is suitable for this design is shown in Fig. 5.12. This picture shows the relative sizes of the additional storage capacitors and the relative sizes of the switch. The switch layout minimizes the total diode area connected to the storage node by sharing the drain implant of the switch PMOS with the dummy switch PMOS.

Figure 5.13: Change of mode from calibration to normal operation

Waveforms from circuit simulations in Fig. 5.13 show that a jump in the storage node voltage is observed when the current cell changes state from calibration to normal operation mode. This is the same level for all calibration-to-normal operation transitions and this causes a pedestal error for all the unit elements, which to
the first order is not a mismatch error. This jump is minimized by reducing the charge feed-through due to gate to source/drain overlap capacitance and by reducing the channel charge injection and this is possible by using the smallest transistors in the CMOS process and by the additional capacitance on the storage node. The pedestal error is further attenuated by the factor $\alpha$. These design choices lead to an absolute pedestal error in the output to be of the order of an LSB at the 15-b accuracy level. The mismatch in this pedestal between the different unit DAC elements will be smaller than the absolute error and hence is not significant in the effective DAC performance. This leakage current when the cell is in the normal operation mode is determined to be of the order of 2pA based on circuit simulations. This implies that an error of the order of an LSB at the 18-bit accuracy level will occur over a period of 20µs i.e. when the unit current changes by 76pA around the nominal value of 34.21µA. Each unit DAC element is held in the calibration configuration for 800ns. In order to calibrate 16 unit DAC elements, each cell is calibrated once every 16 x 800ns i.e. 12.8µs, which is less than the 20µs period over which the DAC cell could potentially accumulate significant errors due to charge leakage. This safety margin is programmable through the configuration set up in the digital scheduling engine.

5.2.8: Simulation of the calibration system

The complete calibration system was simulated using the Synopsys Nanosim mixed-mode event-driven simulator. Fig. 5.14 shows the calibration process. It is observed that the charge storage nodes converge towards the desired value very
rapidly. A full simulation is not practical in a circuit simulator like SPICE or Spectre because of simulation time limitations.

![Figure 5.14: Top level simulation of calibration system.](image)

5.3: CONCLUSION AND PROPOSED FURTHER WORK

This chapter describes the use of a known calibration scheme extended to perform calibration of the feedback DAC in a continuous-time delta-sigma ADC with a multi-bit quantizer. This scheme can be used as a part of a toolbox of techniques that is applied to the design of a delta-sigma ADC for broadband communications. Future work should focus on implementing the scheme in a high-speed continuous-time delta-sigma data converter chip to verify the operation of the proposed circuits.
Appendix A:

Design of a Miller compensated amplifier using the unit amplifier method

A method to design an amplifier with knowledge of device parasitic capacitances is described. This technique is used to optimize the design of a Miller compensated amplifier.

As described in Section 4.2.3, the procedure of designing a Miller compensated amplifier often involves several assumptions and the basic design equations are not directly compatible with the knowledge of the device parasitic capacitances. Eqns. A.1-A.7 are used during the process of designing a Miller compensated amplifier in a feedback configuration as used in a switched capacitor amplifier. Eqn. A.1 expresses the phase margin $\Phi_M$ as a function of the closed loop bandwidth $\omega_{CL}$ and the frequency of the non-dominant pole $\omega_{NDP}$. Eqn. A.2 expresses the feedback factor $\beta$ in terms of the number of bits resolved by the stage $n$, the total stage capacitance $C_{Stg1}$ and the total parasitic capacitance $C_{P1}$ at the input node marked (1) in Fig. A.1. Eqn. A.3 relates the closed loop bandwidth with the unity-gain bandwidth $\omega_{UGB}$ of the amplifier. Eqn. A.4 expresses the total load capacitance $C_L$ in terms of the feedback network capacitances, the stage capacitance of the next stage $C_{Stg2}$ and the total parasitic capacitance $C_{P3}$ at the output node marked (3). Eqn. A.5-A.7 are the Miller compensation equations that express the unity-gain bandwidth, the
non-dominant pole frequency and the Miller compensation zero frequency in terms of device parasitic capacitances, the transconductances of the input (M₁) and output (M₅) MOS transistors \( g_{m1} \) and \( g_{m5} \) and the compensation capacitor \( C_C \) and the zero tuning resistor \( R_Z \). \( C_{p2} \) is the total parasitic capacitance at the internal node marked (2).

\[
\Phi_M = \frac{\pi}{2} - \tan^{-1}\left( \frac{\omega_{CL}}{-\omega_{NDP}} \right). \quad \text{... Eqn. A.1}
\]

\[
\beta = \frac{C_1}{C_1 + C_2 + C_{p1}} = \frac{C_{sg1} \cdot 2^{-n}}{C_{sg1} + C_{p1}}. \quad \text{... Eqn. A.2}
\]

\[
\omega_{CL} = \beta \cdot \omega_{UGB}. \quad \text{... Eqn. A.3}
\]

\[
C_L = C_{sg2} + \beta \left( \frac{C_{sg1}}{2^n - 1} + C_{p1} \right) + C_{p3}. \quad \text{... Eqn. A.4}
\]

\[
\omega_{UGB} = \frac{g_{m1}}{C_C}. \quad \text{... Eqn. A.5}
\]

\[
\omega_{NDP} = -\frac{g_{m5} \cdot C_C}{C_C \cdot (C_L + C_{p2}) + C_L \cdot C_{p2}}. \quad \text{... Eqn. A.6}
\]

\[
\omega_{z} = -\frac{1}{C_C \cdot \left( \frac{1}{g_{m5}} - R_Z \right)}. \quad \text{... Eqn. A.7}
\]

The design procedure involves starting with an initial design with assumed parasitic capacitance values based on experience and iterating until the desired frequency response is met. Several iterations are usually required to position the non-dominant pole \( \omega_{NDP} \) correctly since this method does not make use of information about the parasitic capacitance scaling with the scaling of the devices M₁ … M₆. The
zero due to Miller compensation is usually positioned to improve the phase margin either by placing this close to the unity gain frequency or often by attempting to cancel the non-dominant pole.

![Diagram of amplifier design method](image)

**Figure A.1: Unit amplifier design method.**

It is however possible to set up the problem in a way that allows the power to be optimized and is aware of the impact of parasitic capacitance scaling with scaling of devices in the amplifier. Such a technique also leads to a closed form solution for the choice of the compensation capacitor. The proposed approach is called the unit amplifier method. In this approach, an initial design of the amplifier is performed in which all the transistors are biased in the desired region of operation and the DC gain is measured. This circuit is also used to verify that the output swing can be achieved with the desired static linearity. This step is typically performed with a choice of an initial current – typically the unit bias current flowing through each current path hence
called the unit amplifier. If the bias current in a limb is scaled by a factor $k$ and all the transistors are scaled by the same scale factor, then the bias voltages like the overdrive voltage and the drain to source saturation voltages do not change. All transconductances and parasitic capacitances scale by the same factor. The noise voltage/current scales by a factor of square root of $k$. The transconductances and parasitic capacitances of interest are measured from an initial circuit simulation (or can be computed from the device models) for the properly biased unit amplifier and then are normalized by the bias currents $I_1$ and $I_2$ in the first and the second stages of the amplifier shown in Fig. A.1. The Miller amplifier equations can be rewritten using these unit amplifier parameters as in Eqn. A.8-A.16.

\[
C_{p_1} = I_1 \cdot \left( C_{UM1gd} \cdot (g+1) + C_{UM1gs} \right), \quad \text{... Eqn. A.8}
\]

\[
C_{p_2} = I_1 \cdot \left( C_{UM2gd} + C_{UM2gs} + C_{UM3gd} + C_{UM3gs} \right) + I_2 \cdot C_{UM5gs}, \quad \text{... Eqn. A.9}
\]

\[
C_{p_3} = I_2 \cdot \left( C_{UM5db} + C_{UM6db} + C_{UM6gd} \right). \quad \text{... Eqn. A.10}
\]

\[
C_L = C_{Stg2} + \beta \cdot \left( \frac{C_{Stg1}}{2^n - 1} + C_{P_1} \right) + C_{P_3}. \quad \text{... Eqn. A.11}
\]

\[
\beta = \frac{C_{Stg1} \cdot 2^{-n}}{C_{Stg1} + I_1 \cdot C_{UP1}}. \quad \text{... Eqn. A.12}
\]

\[
\omega_{UGB} = \frac{I_1 \cdot g_{Um1}}{C_C}. \quad \text{... Eqn. A.13}
\]

\[
\omega_{CL} = \beta \cdot \omega_{UGB} = \frac{C_{Stg1} \cdot 2^{-n}}{C_{Stg1} + C_{P_1}} \cdot \frac{I_1 \cdot g_{Um1}}{C_C}. \quad \text{... Eqn. A.14}
\]

\[
\omega_{NDP} = -\frac{I_2 \cdot g_{Um5} \cdot C_C}{C_C \cdot (C_L + C_{P_2}) + C_L \cdot C_{P_2}}. \quad \text{... Eqn. A.15}
\]
\[ \omega_z = -\frac{1}{C_C \cdot \left( \frac{1}{I_2 \cdot g_{um5}} - R_Z \right)} . \] … Eqn. A.16

Note that this set of equations is completely specified using unit device parasitic capacitances and conductances parameterized using bias currents \( I_1 \) and \( I_2 \). Here \( g \) is the intrinsic gain of the input transistor \( M_1 \). The capacitances and transconductances with the \( U \) subscript represent the values normalized to the bias currents. This is a closed form of equations, albeit one that is not solved in a straightforward fashion. For a chosen phase margin, this equation set can be minimized for the least power consumption i.e. minimum value of \( (I_1+I_2) \). This leads to a choice of \( C_C \) that is unique and optimum for the chosen design and is obtained without making any further assumptions. These equations can be drawn as a contour in the \( I_1-I_2 \) space for different values of phase margin. The optimum power solution for a chosen phase margin or a chosen SNR is the point where the line \( (I_1+I_2 = \text{constant}) \) is tangential to the phase margin contour or the SNR contour as shown in Fig. A.2.

\[ v_3 = \frac{i_{n1} \cdot N_1(s) + i_{n2} \cdot N_2(s) + v_{nr} \cdot N_{31}(s)}{D(s)} . \] … A.17

\[ D(s) = \left( g_{m1} \cdot g_{m5} \cdot \beta + \frac{1}{r_{o1} \cdot r_{o2}} \right) \]
\[ + s \cdot \left[ \frac{C_L}{r_{o1}} + \frac{C_{p2}}{r_{o2}} + C_C \cdot \left( \frac{R_Z}{r_{o1} \cdot r_{o2}} + g_{m5} - g_{m1} \cdot \beta + \frac{1}{r_{o1}} + \frac{1}{r_{o2}} + g_{m1} \cdot g_{m5} \cdot \beta \cdot R_Z \right) \right] \]
\[ + s^2 \cdot \left[ C_L \cdot C_{p2} + C_C \cdot C_{p2} + C_L \cdot C_C + C_C \cdot R_Z + \left( \frac{C_L + C_{p2}}{r_{o1}} \right) \right] \]
\[ + s^3 \cdot C_C \cdot C_{p2} \cdot C_L \cdot R_Z \] … A.18
\[ N_1(s) = g_{m5} + s \cdot (g_{m5} \cdot R_Z - 1) \cdot C_C. \]  \hfill \ldots \text{A.19}

\[ N_2(s) = \frac{1}{r_{o1}} + s \cdot \left( \frac{R_Z}{r_{o1}} + 1 \right) \cdot C_C + s^2 \cdot C_{p2} \cdot C_C \cdot R_Z. \]  \hfill \ldots \text{A.20}

\[ N_3(s) = s \cdot \left( g_{m5} + \frac{1}{r_{o1}} \right) \cdot C_C + s^2 \cdot C_{p2} \cdot C_C. \]  \hfill \ldots \text{A.21}

The noise voltage at the output of a Miller compensated amplifier can be derived as shown in Eqn. A.17 – A.21. It is important to note that in a Miller compensated amplifier, the capacitance at the output node \( C_L \) sets the non-dominant pole and the internal compensation capacitor \( C_C \) sets the dominant pole i.e. the noise bandwidth. The input referred noise is obtained by appropriately scaling the integral of the amplitude noise spectrum as shown in Eqn. A.22. The cross integrals of the noise variables is assumed to be zero because the limb noise currents and the noise due to the Miller resistor are uncorrelated random variables.

\[ v_{ni} = \frac{\sqrt{\int_{-\infty}^{\infty} (v_3(s)_{\omega=j \omega})^2 \cdot d\omega}}{2^n}. \]  \hfill \ldots \text{A.22}

The integral is solved numerically. The circuit noise can be parameterized in terms of the limb currents leading to the SNR contour and the intersection of these curves will lead to a solution with appropriate phase margin and signal to noise ratio as shown in Fig. A.2. The Miller zero is positioned as per the method described in Section 4.2.3. An interesting observation is that for the current values at the optimum solution the input referred noise decreases by 1.3% when the load capacitor is changed.
by 10% and changes by 2.8% when the compensation capacitor changes by 10%. This clearly shows that the use of the $\gamma kT/C_L$ (or $\gamma kT/C_C$) equation for the design of a switched capacitor circuit with a Miller compensated amplifier is not an appropriate model which should have shown a decrease of noise by 5.4% when the load capacitor is changed by 10%.

![Figure A.2: Optimum solution for a Miller compensated amplifier](image)

The set of equations described in this section are approximate and represent a simplified model of the amplifier as a result the solution is not perfect. However, this leads to a good starting point for the amplifier design and reduces the number of iterations needed in the design process. The design is further tweaked using simulations to achieve the desired transient settling performance.
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