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Abstract

New Tools for Econometric Analysis of High-Frequency Time Series Data –
Application to Demand-Side Management in Electricity Markets

by

Maximilian Balandat

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Claire J. Tomlin, Chair

This thesis develops novel methods for econometric analysis of time series data, and applies
these methods in the context of demand-side management in California’s electricity markets.
The first method is an optimization framework for simulating the behavior of electricity con-
sumers with realistic dynamic consumption models under various dynamic electricity tariffs.
This allows to generate new insights into the effect of intertemporal substitution on indi-
vidual and social surplus under various existing and hypothetical pricing schemes, including
Real-Time pricing, Time-of-Use pricing, Critical Peak Pricing, and Critical Peak Rebates.
By introducing the concept of a baseline-taking equilibrium, it is possible to quantify the
welfare implications of the manipulation of Demand Response (DR) baselines. A second con-
tribution of this thesis is the formulation of the optimal contract design problem a DR aggre-
gator faces when employing inter-temporal flexibility of commercial buildings’ HVAC-related
power consumption in order to participate in the regulation capacity spot market. The as-
sociated bilevel optimization problem can be cast as a mixed-integer optimization problem
that can be solved efficiently. The third contribution of this thesis is a novel methodology for
causal inference on time series data based on ideas from Machine Learning. This two-stage
approach allows to evaluate conditional individual treatment effects in experimental and
non-experimental settings with repeated treatment exposure. The setup is very general and
agnostic to the specific regression models used. Besides establishing core theoretical results,
this thesis presents associated multi-stage bootstrapping techniques, which allow to perform
statistical inference even under computationally challenging prediction models. Based on the
developed inference methodology, the empirical contribution of this thesis is to study the
effect of receiving DR notifications on energy consumption of residential electricity customers
in California, including causal estimates of individual and average treatment effects. These
results inform the design of a large-scale randomized controlled trial of much broader scope,
which is currently being implemented in collaboration with a DR provider in California and
involves more than 10,000 customers over a 14 month duration.
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Chapter 1

Introduction

Econometrics on High-Frequency Time Series Data

It is hardly news that we live in a world of data. But of course data itself has no inherent
value, it is the insights that can be derived from it that are valuable. For this reason some
have called data the “new oil”. Given the pace of the progress in Machine Learning research
in recent years, it may be tempting to think that generating such insights will soon amount
to little more than applying large-scale learning algorithms to ever increasing amounts of
data. This is of course a fallacy – while Machine Learning is extremely good at finding
correlations in large-scale and high dimensional data sets, doing so may often not the be the
goal worth aspiring to. In many situations we want to perform causal inference rather than
just uncovering correlations, so as to generate insights from which we can extrapolate to
situations in which the underlying data generating process may be different. An important
example of high social relevance is the ongoing debate about so-called predictive policing,
and to what extent the algorithms employed by law enforcement agencies in fact identify
high crime areas and individuals, rather than merely skewing crime discovery rates through
the reallocation of policing resources.

Causal inference has been the basic goal of econometricians for a long time, and their
field has developed many sophisticated inference tools. While data sets used in econometrics
may well be large, they are often either static or at least of relatively low frequency, with the
amount of data on any single unit of observation (e.g. an individual person) being typically
quite limited. However, this situation is changing quickly: The ubiquity of smart phones,
the emergence of completely new areas such as personalized health or autonomous driving,
and data-centric designs in many other domains (such as the smart grid) all generate high-
frequency time series data on individuals. The amount of information contained in such data
sets offers the opportunity to understand behavior on the level of individuals to a potentially
much larger extent than is possible with conventional econometric tools. For instance, one
can employ a wealth of sophisticated non-parametric Machine Learning methods to capture
detailed aspects of the the behavior of individuals.

However, if we want to perform causal inference, we cannot use the conventional approach
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to Machine Learning of “everything is just a feature” – instead, we must ensure that the
interventions or “treatments” whose causal effect we are interested in understanding receive
special attention. If individuals are exposed to these interventions repeatedly, then in some
situations we may be able to perform inference by comparing the associated observations
with the predictions of the models of their nominal behavior. In other words, we can use
non-treatment periods of individuals as a form of “synthetic control,” which provides the
potential for estimating the causal effect of the intervention on an individual by using data on
that individual alone. While intriguingly simple at the surface, such an approach is subject
to a number of significant challenges, including confoundedness of treatment assignments,
non-stationarity of the outcome distribution, and the question of how to train Machine
Learning models on such data with significant serial correlation. We address these challenges
in Chapter 4, where we develop a causal inference framework based on this approach that
allows for using generic Machine Learning models.

But it is not only the task of causal inference for which we can utilize high-frequency data
to generate new economic insights. Another possibility is to use this data as input to detailed
simulations of the consumption behavior of individual economic agents, through which we
can evaluate the effects of existing or proposed policies. The benefit of such an analysis is
that it is straightforward to consider a many different scenarios, as well as scenarios that for
various reasons might be hard or impossible to test in practice. We develop approaches of
this kind in Chapters 2 and 3 of this thesis.

While the ideas and methods developed throughout this thesis are relatively universal
and easily adopted to other domains, we will focus on their application in the context of
electricity markets.

Demand-Side Management in Electricity Markets

The essence of reliable electricity grid operation is matching supply and demand at all times.
Today, this is commonly achieved by having generators, load-serving entities (LSEs), and
other actors participate in wholesale electricity markets. Markets for electric power, as a
place where balancing of demand and supply occurs, are at their core not fundamentally
different from markets for any other good, be it milk, cars, or insurance policies. However,
electricity is a very special good with a number of peculiarities, the most important ones being
the highly variable cost of generation (both temporally and spatially), the high investment
cost for increasing generation capacity, the dedicated infrastructure required for transport,
and the very high cost of storage. Combined, these factors lead to very high temporal and
spatial variability in the marginal cost of consuming electricity, which in conjunction with
traditional retail pricing schemes pose major challenges for the market to operate efficiently.

In particular, retail electricity customers have traditionally paid flat electricity tariffs,
which by design cannot reflect the different marginal costs of consumption at different times.
Since under such tariffs electricity demand on an aggregate level can be forecasted with
relatively high accuracy, the traditional way of matching supply and demand has been to
have “supply follow load,” i.e., to schedule generation so as to match demand. From a
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technical perspective, this approach has been working quite well, but it comes at a potentially
high cost, as consumers do not face the correct marginal incentives for consuming electricity.
Moreover, with the increasing penetration of renewable generation, additional uncertainty is
being introduced on the supply side, as the output of renewable generation (such as wind and
solar power) is both stochastic and intermittent. This impact is particularly large in states
like California, which have formulated aggressive goals for adopting renewable generation.
As a result, in order to be able to ensure reliable supply under the traditional ”supply follows
load” approach, the capacity of conventional generation (such as coal and gas fired power
plants) must be designed to be able to meet peak demand, which often is highly economically
inefficient, as this capacity is idle during most hours of the year.

A complementary approach is, instead, to try to modify consumer demand, either through
financial incentives or through information and education aimed at inducing a changes in
consumption behavior. Broadly, this idea is referred to as “demand-side management,” and
encompasses a wide range of policies. From the point of view of economic efficiency, the
first-best policy is Real-Time Pricing (RTP), in which consumers are directly exposed to
the price variation on the electricity wholesale market. However, such a policy has a num-
ber of practical issues, including primarily the high volatility in the consumer’s electricity
bill (Alexander, 2010). A variety of less ambitious policies have been designed and im-
plemented to approximate RTP, including Time-of-Use (ToU) pricing, tariffs that include
demand charges, Critical Peak Pricing (CPP), and Critical Peak Rebates (CPR), which are
sometimes also referred to simply as Demand Response (DR).

In this thesis, we study the welfare effects of these different dynamic pricing schemes
under the behavior of (boundedly) rational electricity consumers, using simulations based on
historical high-frequency data. We also propose a new pricing scheme for regulation capacity
based on the formulation of an aggregator’s contract design problem. To complement these
theoretical analyses, we also empirically evaluate the effect of incentivizing consumers to
reduce consumption in an existing Residential DR program.

Outline and Main Contributions

To understand the effects of dynamic electricity pricing policies on consumers’ consumption
behaviors and subsequently on social welfare, one approach is to assume that consumers are
(boundedly) rational, utility-maximizing agents. In Chapter 2 we take this view and study
the welfare effects of different dynamic electricity pricing schemes (including hypothetical
benchmark tariffs as well as various existing tariffs offered by PG&E) by simulating con-
sumer behavior under different realistic scenarios based on historical data from California.
Allowing for realistic dynamic consumption models, we gain novel insights into the effect
of intertemporal substitution on individual and social surplus. Defining the concept of a
baseline-taking equilibrium we are able to quantify the welfare implications of the adverse
incentives associated with manipulating the Demand Response baseline.

Maintaining the rationality assumption, and given enough information about the util-
ity function, we can also go one step further and ask what an optimal dynamic pricing
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scheme would look like. Working within the context of the principal-agent framework, we
in Chapter 3 formulate the optimal contract design problem an aggregator faces when using
the inter-temporal flexibility of buildings’ HVAC consumption in order to participate in the
regulation capacity spot market. We show how to cast the resulting bilevel optimization
problem as a mixed-integer program that can be solved efficiently.

While the assumption of rational consumers with known utility functions is convenient
for analysis, in reality we typically lack information about consumers’ utility functions, and
more often than not face consumers that do not act in a fully rational way. In order to
still obtain economic insights into the effects of different dynamic pricing schemes, we thus
need to determine from data how consumers actually respond to different policies in the real
world. That is, we must perform causal inference, i.e., estimate the causal effect of different
interventions (or “treatments”), such as sending a Demand Response notification asking a
consumer to reduce their consumption for a limited duration. In Chapter 4 we develop a
general causal inference framework for time series data based on generic Machine Learning
models. In the context of demand-side management, the high-frequency data collected by
smart meters can, in combination with other data sources, be used to estimate a consumption
model for an individual in non-treatment periods. Based on this framework, we in Chapter 5
evaluate the effect of a Critical Peak Rebate program operated by our industry partner, a
residential Demand Response provider in California.

The fundamental challenge with our generic estimators is that the assumptions under
which they are consistent are typically hard (sometimes even impossible) to verify in prac-
tice. To validate our estimators in the context of the evaluation, we therefore first perform a
number of synthetic experiments on real data. We then investigate the potential for adaptive
targeting, that is, improve efficiency of DR dispatch by exploiting heterogeneity in the con-
ditional individual treatment effect. Finally, we estimate individual and average treatment
effects based on a non-experimental data set and explore heterogeneity in the effects.

In collaboration with our industry partner, we are also currently conducting a large-
scale Randomized Controlled Trial (RCT) of much broader scope, which will involve at least
10,000 customers over a 14 month duration. The primary goals of this trial are to estimate
the effect of home automation technology on participants’ measured reduction during DR
events and to estimate a demand curve, i.e. the average response to a DR event as a function
of the reward level provided. Within this field experiment, we also benchmark the average
treatment effect estimates we obtain using our methodology against the “gold standard”
treatment effect estimates based on random assignment of participants to treatment and
control groups. Finally, we study targeting in a randomized experiment, which allows us to
obtain causal estimates of the effect of targeting on the average reductions during DR periods.
As this RCT has launched only recently, we can at this point only report non-experimental
results.
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Chapter 2

Welfare Effects of Dynamic Electricity
Pricing

This chapter is an adaptation of our current working paper (Campaigne et al., 2016).

2.1 Introduction

Many economists have stressed the importance of dynamic retail pricing for the efficient
and reliable functioning of electricity markets. Dynamic tariffs include general Time-of-
Use (ToU) tariffs, Critical Peak Pricing (CPP), historical-baseline-dependent Demand Re-
sponse (DR),1 and Real-Time Pricing (RTP). Economists are often particularly critical of
baseline-dependent DR programs, for giving consumers adverse incentives (double-payment
and baseline inflation) that may make their individually optimal behavior detrimental to
social welfare. Policy-oriented discussions of dynamic pricing programs often stress the im-
portance of load-shifting behavior, but economic evaluations of dynamic pricing typically
assume a time-separable economy, precluding the possibility of intertemporal consumption
substitution. Economic studies also typically assume simplified representations of retail tar-
iffs. For example, the standard time-separability assumption precludes the representation of
baseline-dependent DR rebates or demand charges.

In this chapter, we model prototypical rational electricity consumers, and formulate their
consumption decisions under various dynamic pricing schemes as mathematical optimization
problems. Based on historical data from California, we simulate a large number of different
realistic scenarios and quantify the impact of various real and idealized electricity tariffs on
social welfare. Our framework explicitly models intertemporal substitution of consumption.
We introduce the concept of a “baseline-taking equilibrium,” and compute these equilibria, so

1 The term Demand Response is often used loosely to describe any type of effort to invoke short-term
flexibility in electricity consumption. In this thesis we use it much more narrowly to refer to so-called
Critical Peak Rebate (CPR) programs (Borenstein, 2005), in which consumers are rewarded according to
their “reduction” with respect to a historical baseline.
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that we can calculate the welfare impacts of baseline manipulation. The methods and results
of this chapter should be seen in contrast to those developed in Chapter 4 and applied in
Chapter 5, which focus on empirically measuring aspects of the behavior or actual electricity
consumers in a DR program.

The organization of this chapter is as follows. In the remainder of this section we re-
view the relevant literature, discuss our contributions to this literature, and preview our
main results. In Sections 2.2 and 2.3, we describe the tariffs we simulate, and the consumer
models that face these tariffs, respectively. In Section 2.4, we describe the data setting and
parameters that determine certain aspects of the tariffs we simulate, and also the welfare
metrics according to which we evaluate tariffs. Sections 2.5 and 2.6 contain our main find-
ings, which divide respectively into a broad discussion of the determinants of efficiency and
comparison across real and hypothetical tariffs in general, and the effects of DR and DR
distortions in particular. Each of these sections begins with a theoretical overview, followed
by a summary of the results of our relevant simulations. Finally, in Section 2.7, we discuss
policy implications, modeling limitations, and possible future research directions. Further
details are provided in Appendix A.

2.1.1 Related Literature

Our research relates to three main strands of literature. Two strands are in economics:
treating the efficiency of various retail electricity pricing schemes in general, and distorted
incentives from baseline-dependent demand response programs in particular. The third
strand studies engineering models of energy consumers.

Efficiency of Retail Pricing in General

The problem of economically efficient retail pricing of electricity is one of the core instances
of the “peak-load pricing” problem: how to optimally price a non-storable good subject to
fluctuating demand, produced by a regulated monopolist that faces a production capacity
constraint and a break-even revenue requirement. Crew et al. (1995) provide a classic survey
of this literature. They characterize the optimal markups of retail prices over marginal
operating costs that may be required to pay for capacity costs and other fixed costs under
linear pricing, and discuss extensions and related settings.

The most fundamental conclusion of the economics of electricity pricing is that for con-
sumers who behave according to the standard economic model, the most efficient (or “first-
best”) outcome occurs when they face a Real-Time Price (RTP) equal to the time-varying
social marginal cost (SMC) of generating electricity, including the costs of externalities like
Greenhouse Gases (GHGs) and other pollutants.

Borenstein and Holland (2005) discuss the effects of real-time metering and pricing on the
efficiency of retail competition in restructured electricity markets, particularly when some
fraction of customers remain in flat tariffs. They give a theoretical argument that, while
retail competition results in the efficient outcome when all customers face real-time prices,
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when some or all remain in a flat tariff, competition fails to achieve the second-best outcome;
and nor does it provide optimal incentives for the marginal adoption of real-time metering.2

More relevant to our concerns, they also provide simulation-based estimates of the welfare
gains and cost savings from three different penetration levels of Real-Time Pricing in a long
run competitive equilibrium simulation model, using data from 1999-2003 from California.
Borenstein (2005) elaborates further on these simulation results and the underlying data
and methodology, and also discusses the much smaller gains that can be obtained from ToU
pricing in this model, under various rules determining how fixed costs are collected through
volumetric adders.3 In energy and capacity cost terms (disregarding operating reserves,
producer market power, and other complicating factors), he estimates the gains from RTP
to be on the order of hundreds of millions of dollars annually, or 5-10% total customer bills,
and those from ToU to be about 20% as large.4

Joskow and Tirole (2006) analyze several economic environments, including those of
Borenstein and Holland (2005), and challenge some of the latter’s modeling assumptions
together with their corresponding conclusions. For our purposes, most relevant is their
demonstration that Borenstein and Holland (2005)’s theoretical inefficiency results stem
from the restriction to linear (i.e. volumetric) tariffs. Joskow and Tirole conclude that retail
competition with flat two-part pricing (a lump-sum access charge plus a linear, per MWh
charge that is constant across hours) can achieve the second-best optimum.

Borenstein (2005) provides a less formal, more policy-oriented discussion of various types
of retail tariffs, including RTP, ToU, demand charges, CPP, interruptible service contracts,
and baseline-dependent Demand Response. He estimates, based on wholesale price statistics,
that ToU prices can reflect at most 6-13% of wholesale price variation in California (see his
footnote 8). Hogan (2014) observes that this fraction of wholesale price variation that is
“explained” by hourly or ToU indicator variables (the R-squared from a linear regression
model) is an approximate index for the fraction of welfare gains that can be obtained by
switching a group of consumers from a flat tariff to a ToU tariff, as compared to switching
from flat to RTP. For the PJM market, Hogan reaches an more pessimistic estimate of the
gains achievable by ToU than Borenstein (2005). Jacobsen et al. (2016), studying second-
best taxation of environmental externalities, establish conditions under which formulas for
deadweight loss itself, rather than the ratios of deadweight losses given by Hogan’s index, can
expressed as functions of summary statistics from such regression analyses. As a preliminary
step in their analysis, they present a standard expression for the deadweight loss due to
suboptimal linear prices, based on Harberger (1964)’s seminal “welfare triangle” analysis:

2Second-best settings are settings where some constraints on policy make the otherwise unconstrained
socially optimal solution infeasible. In this case the constraints are that consumers are subject to linear
pricing, and that some fraction of customers are on flat-rate pricing instead of RTP.

3Transmission and distribution (T&D) costs are assumed to be passed through to customers as a time-
invariant $40/MWh charge.

4Borenstein and Holland (2005)’s constant-elasticity demand model implies that total surplus is infinite,
so they consider absolute gains in surplus and cost savings, and as a fraction of customer bills (system cost
plus $40/MWh T&D costs, in their model).
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The deadweight loss is the demand-derivative-weighted sum of squared differences of retail
prices from social marginal costs (eq. (2.6) in our Section 2.5.1).5 Hogan’s index corresponds
to the special case in which demand derivatives are constant but unknown, and the average
markup in each ToU period is zero. The formula of Jacobsen et al. (2016) has the advantage
of being applicable to any linear pricing scheme, whereas Hogan’s index is applicable only to
comparing the just mentioned second-best scheme, ToU with zero average markup, with the
first-best: RTP with zero markup.6 The assumption of zero average markup is restrictive,
because political and other normative constraints seem to prevent utilities from collecting
transmission and distribution (T&D) costs entirely through fixed “meter” charges.7

Demand Response Incentives in Particular

Many economists have argued that baseline-dependent Demand Response is a poor substitute
for Real-Time Pricing in terms of economic efficiency (Wolak et al., 2009; Chao and DePillis,
2013; Borenstein et al., 2002; Bushnell et al., 2009; Borenstein, 2014). Borenstein (2014)
criticizes it for giving incentives that vary drastically about the baseline quantity: if the
participant’s demand is too great during a DR event, then it faces no incentive to conserve at
all. This is a consequence of the fact that DR is typically designed as a risk-free, “carrot-only”
incentive program, rather than a “carrot-and-stick” incentive (Alexander, 2010): customers
are encouraged to change their behavior, but they face only an “upside” incentive from the
status quo and no downside risk.

DR programs also give consumers two distorted incentives that are a principal focus
of this chapter. The “double-payment” distortion is the excessive incentive for demand
reduction during DR events that results from the fact that DR participants not only receive
the wholesale price per unit reduction, but also avoid paying the retail price, which already
includes an estimate of the wholesale price. The “baseline-inflation” distortion is the perverse
incentive that consumers are given to increase their consumption in hours that they anticipate
may determine the baseline for an upcoming DR hour, in order to increase their DR payment.

Chao and DePillis (2013) analyze these two incentive effects by characterizing the sta-
tionary Markov equilibrium of a dynamic model in which the consumer’s utility is a sum

5This standard Harberger triangle analysis assumes linear demand functions and constant marginal costs.
Therefore, it does not take into account long-term equilibrium effects on the capital stock, as Borenstein and
Holland (2005) do.

6Jacobsen et al. (2016)’s primary focus is the same as the assumed setting of Hogan’s index. However,
Ito (2014)’s observation that consumers seem to respond to average prices rather than marginal puts throws
this conventional “marginal” approach into question. For this and similar reasons, we interpret our results
as pertaining to idealized rational consumers, rather than consumers as they currently are.

7Joskow and Tirole (2006) argue that some fixed costs are already collected through lump-sum charges,
so that the need to recoup fixed costs should not prevent efficient, marginal-cost-based pricing. However,
Borenstein (2016) points out that determining the appropriate share of system-wide fixed costs for each
consumer seems to require arbitrary cost-allocations that are hard to square with normative principles. This
is particularly the case for business customers, since companies can have radically different sizes. This
difficulty provides an argument in favor of volumetric collection of some portion of fixed costs, despite the
resulting economic inefficiency.
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over concave, temporally independent stage utility functions, and DR participation is com-
pulsory once enrolled.8 They show that both double-payment and baseline inflation result in
inefficient consumption levels in their model. In a case of static linear demand and supply,
they demonstrate that without baseline inflation (i.e. under a “contractual baseline”), the
effect of the double payment distortion is that a Demand Response policy only improves
efficiency when DR events are called when the wholesale market price is at least twice the
retail rate.

Engineering / HVAC Literature

In the engineering literature, authors have proposed and studied relatively sophisticated
consumers and developed algorithms for computing optimal behavior in the face of different
pricing schemes. Zavala (2013) focuses on buildings as consumers and gives a comprehensive
overview of real-time optimization strategies under dynamic prices. The problem of optimally
scheduling different loads of a single consumer, such as electric appliances, is particularly
well studied; see e.g. Chen et al. (2012) and Tsui and Chan (2012) and references therein.
However, while authors consider a variety of dynamic pricing schemes (Vardakas et al., 2015),
results on the welfare effects of existing dynamic policies under historical data are hard to
find. Also, there does not seem to be any study of the impact of adverse incentives on social
welfare. A number of authors have focused on developing new pricing schemes based on
maximizing social welfare, see for example Shi and Wong (2011); Singh et al. (2011); Dong
et al. (2012); Samadi et al. (2012); Yang et al. (2013). Others considers the relationship
between electricity retailer and consumers in a principal-agent framework (Zugno et al.,
2013; Balandat et al., 2014). However, these approaches typically results in very complicated
pricing mechanisms that are very far from currently existing policies.

2.1.2 Main Contributions of this Chapter

Relation to the Extant Literature

Our study examines the welfare effects of a number of different real and hypothetical tariffs,
for two principal electricity consumer models. Our Quadratic Utility (QU) model repre-
sents a generic consumer with a separate demand curve for each time stage, like those
from Borenstein and Holland (2005) and Chao and DePillis (2013); but by incorporating a
physical model of a battery, we further endow this consumer with the ability to engage in
intertemporal substitution. The second model represents an agent operating a commercial
building’s Heating, Ventilation and Air Conditioning (HVAC) system, who seeks to mini-
mize total expenditures, subject to maintaining the building’s internal temperature within
time-dependent comfort constraints.

8When we say that DR is compulsory, we mean that the consumer receives a DR payment which is
the reduction from baseline times the wholesale price, even if this quantity is negative. That is, Chao and
DePillis’ formulation assumes away the problem of discontinuous incentives noted by (Borenstein, 2014).
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We complement the simulation analysis of Borenstein and Holland (2005) by studying
the welfare effects of a range of real and realistic tariffs, represented in fine-grained detail.
The type of analysis in Borenstein and Holland (2005) does not incorporate Critical Peak
Pricing, demand charges, and baseline-dependent Demand Response, and since the latter
two features involve intertemporal coupling (as opposed to simple linear prices), the model
from Borenstein and Holland (2005) could not be extended to incorporate them. Using
the preliminary results in Jacobsen et al. (2016), we show that making the assumption of
zero average markup (Hogan, 2014) can be quite misleading, particularly given the large
markups over social marginal costs in the real tariffs we study. We assess the gains from
Real-Time Pricing, various ToU tariffs, CPP, and DR; and show that under the standard
model (particularly without intertemporal substitution), high volumetric markups are a
much greater contributor to deadweight loss than is the absence of Real-Time Pricing, at
least for realistic tariffs and data drawn from California. But our simulation results also
indicate that Real-Time Pricing becomes more important as the capacity for consumption
substitution increases. We complement the analysis of Chao and DePillis (2013) with a
more detailed and accurate representation of Demand Response revenues, which, due to the
voluntary nature of participation, are non-convex in the consumption quantity.

Perhaps the most significant advance in our approach, vis-à-vis the literature described
above, is that our models incorporate realistic intertemporal consumption substitution: shift-
ing energy consumption through time either by means of a battery, or via the inherent ther-
mal inertia of a building and its air volume.9 This is especially significant because one of the
key policy rationales for DR and other time-varying tariffs programs is to incentivize “load
shifting” (Faruqui et al., 2012): incentives reflecting scarcity might not merely prevent an
act of consumption, but might result in it being rescheduled.10 We think it is important,
especially given advances in automation technology,11 to consider how the dynamic nature
of consumption may interact with dynamic tariffs.

A shortcoming of our approach, compared to Borenstein and Holland (2005), is that we
have no representation of the supply side. We take historical market prices as fully repre-
senting the supply side, whereas Borenstein and Holland model the supply mix and market
equilibrium. This means that our simulation results are best interpreted as showing the
marginal effects of shifting a single consumer, or a small group of consumers, between tariffs,
without thereby affecting the supply side. Another limitation of our approach, particularly
in comparison to Chao and DePillis (2013), is our assumption of perfect foreknowledge of
wholesale prices and thus the timing of DR events.

Our work bridges the gap between the economics and engineering literatures, while mak-
ing important contributions to both fields: On the one hand it enriches the economics and

9While Chao and DePillis (2013) analyze a dynamic equilibrium, dynamics only enter into their model
through the baseline-formation process itself, rather than in the internal state of the consumer.

10Herter and Wayland (2010) provide empirical evidence for load shifting among residential customers in
the California Statewide Pricing Pilot, a CPP field experiment.

11Bollinger and Hartmann (2016) and Harding and Lamarche (2016) both find that automation technol-
ogy, in particular “smart” thermostats, provides significant reductions of peak load.
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policy literature by extending existing analyses to more realistic consumption models that
allow true inter-temporal substitution, and by defining the novel baseline-taking equilibrium
concept that allows to evaluate the cost of manipulation of the DR baseline. On the other
hand, our work contributes to the engineering literature by developing a novel optimization
formulation that allows us to endogenize realistic DR baselining methodologies currently in
use (in particular by CAISO), and by making available a software package that allows to
easily apply our economic analyses to a variety of engineering-style consumption models.

Executive Summary of Results

Using historical data from California including real-time wholesale market prices, weather,
and representative consumption to calibrate our models (see Appendices A.2 and A.4), we
provide estimates of the welfare effects various dynamic pricing policies, and in our Quadratic
Utility model, assess their dependence on the elasticity and substitution capacity of demand.

In Section 2.5.1, we show that in our data setting, according to the standard analysis
of tariff efficiency from Borenstein and Holland (2005), which ignores intertemporal substi-
tution (essentially, our QU model without battery), the deadweight loss is mostly due to
the high average level of markups, rather than tariffs’ failure to co-vary in real time with
social marginal costs. However, as we introduce and increase the capability of intertempo-
ral substitution, the average markup has less of an impact on total welfare, and Real-Time
Pricing becomes relatively more important (Section 2.5.2). We also show how ToU and RTP
tariffs whose price ratios do not reflect the ratios of social marginal costs create inefficient
load-shifting incentives for customers who can intertemporally substitute, with the result
that having a battery can be detrimental to social welfare.

In Section 2.5.3 we perform a comprehensive comparison of the simulation results for
general tariff types. The most salient patterns are that welfare effects generally scale ap-
proximately linearly with elasticity, because the effects of tariff differences are mediated by
their effects on consumption quantities;12 and that the larger efficiency effects are typically
across tariffs, rather than from adding DR or Peak Day Pricing (PDP)13 to a tariff (except
for PDP in the A-6 ToU tariff). For example, the A-6 ToU has quite low social welfare in our
QU model without a large battery, mostly because the extremely high prices over-penalize
consumption during peak ToUs. But with a large battery, the A-6 ToU tariff becomes more
efficient; not because the consumer is using the battery efficiently, but because the battery
is encouraging it to take advantage of low off-peak prices to consume more.

In the QU model, real time pricing tariffs are generally much more efficient than all
actually existing tariffs. For a typical business consumer with an annual bill of $4,010 and
elasticity Ed =−0.1, our “A-1 RTP” tariff achieves welfare gains of $66 annually with no
battery, and $357 annually with a medium battery. The greatest gains achieved by (arguably)
non-hypothetical tariffs in those settings are $8 and $69 respectively, from the A-1 ToU tariff
with baseline-taking DR. (All benefits are all calculated relative to the benchmark of the

12This result is exact for the Quadratic Utility model in absence of a battery: see eq. (2.6).
13PDP is PG&E’s branding for Critical Peak Pricing.
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“vanilla” A-1 tariff, on which this consumer model is calibrated.) In the QU model, the effects
of PDP and DR are quite small without a battery. For example, for the same typical business
consumer with an annual bill of $4,010 and elasticity Ed = −0.1, the benefits are positive but
negligible, from $1-$10 annually. The no-battery welfare effects scale approximately linearly
in elasticity. With a medium battery (with similar specifications as a Tesla PowerWall
battery (Tesla Motors, 2016)), the benefits of DR are between $40 and $80 annually, with
baseline manipulation cases typically falling toward the lower end of the range; and PDP
saves nothing in the A-1 ToU, and $28 annually in the A-6 ToU.

But for the HVAC model, aggressive ToU tariffs (the A-6 and E-19 ToU) are competitive
with some RTP tariffs in terms of social welfare, due to large capacity cost savings. DR
and Critical Peak Pricing programs typically have beneficial welfare effects, and the latter
significantly reduce consumers’ contribution to long-run capacity costs. Tariffs from the
A-1 ToU with Peak Day Pricing, E-19 ToU tariffs, and our hypothetical A-1 RTP tariff all
achieve cost savings between $12,000 and $22,000 annually compared to the “vanilla” A-1
tariff, which has baseline generation cost of $68,100, and consumer expenditure of $146,795.
These large effects reflect the high degree of flexibility of our HVAC system. DR typically
achieves cost savings of $2,000-$7,000 annually depending on the base tariff, and PDP delivers
smaller benefits, from $0-$300, except in the A-1 ToU, where it achieves a surprisingly large
benefit of $12,439, which is entirely due to reduced capacity costs.

In Section 2.6 we focus on the welfare effects of DR and DR distortions. We compute
the welfare effects of the double-payment incentive in our simulation scenarios; and, by
formulating the concept of a “baseline-taking equilibrium,” we similarly compute the welfare
effects of DR baseline manipulation. In the Quadratic Utility model under a realistic tariff,
Demand Response has negligible effects without a battery. With a medium battery, DR
generates welfare improvements on the scale of 1-2% of annual customer expenditures (or
3-6% of capacity plus generation costs), but the adverse incentives reduce the benefits toward
the lower end of that range. With a large battery, the welfare benefits are slightly larger
without manipulation, but with manipulation, DR becomes destructive, making demand
response destructive to social welfare overall. In the HVAC model, Demand Response creates
much larger benefits, on the order of 10% of the social cost of generation plus capacity.
Surprisingly, the “adverse incentives” of DR can actually be beneficial in a realistic tariff;
but in a theoretical case with zero average markup, the adverse incentives are destructive,
so much so that the net effect of DR on social welfare becomes negative.

Finally, we observe that a battery may be a worthy investment for the QU consumer
under an RTP tariff, but that under currently realistic ToU and DR tariffs, the benefits of
a battery are not likely to justify the cost, and may even be negative. Therefore, we would
argue that, at this point, programs to subsidize battery investment are unadvisable, until
tariffs are reformed to give economically efficient incentives.
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2.2 Electricity Tariffs

Economists typically advocate for Real-Time Pricing on the basis of economic efficiency
(Borenstein, 2005). However, very few consumers seem to have the sophistication and mo-
tivation to make consumption decisions based on real-time prices, such that exposure to
unpredictable prices and bills would be worthwhile — as of 2012, only two utilities offered
retail RTP plans (Faruqui et al., 2012). Regulators and consumer advocates are wary of re-
quiring or defaulting their constituents into programs with high volatility and unpredictable
bills, or exposing sub-populations to retail rates that would be higher than under the status
quo (Alexander, 2010; Faruqui et al., 2012). As a result, a number of alternatives have been
introduced that can be seen as striking a risk-reward tradeoff that is intermediate between
traditional flat-rate pricing and RTP, capturing some of the variability in the cost of energy,
while avoiding the unpredictability (Faruqui et al., 2012). Borenstein (2005) and Faruqui
et al. (2012) provide overviews of the different types of time-varying pricing programs.

Time-of-Use (ToU) tariffs are one such alternative, under which customers pay different
rates in different periods, classified by season, business day vs. holiday or weekend, and time
of day. In theory, ToU prices can be interpreted as composed of an estimate of the conditional
expectation or conditional weighted average of wholesale prices during the respective ToU
period (Hogan, 2014), plus a markup to cover fixed costs that do not vary with the customer’s
quantity of energy consumption.

Demand charges are charges proportional to the customer’s maximum demand (in kW),
typically averaged over a fifteen minute period. There are several possible rationales for ap-
plying demand charges, although Borenstein (2005) is very skeptical that any is economically
satisfactory. One justification is that demand charges help manage peak demand, since ToU
pricing does not capture any of the considerable residual cost variation during the peak ToU
period (Borenstein, 2005). However, this problem would be better addressed with Critical
Peak Pricing. Another rationale is that peak demand is a proxy for the cost a customer im-
poses on the system for distribution capacity. Perhaps the best explanation for the existence
of demand charges is simple historical entrenchment: Arthur Wright invented the “electric
maximum demand indicator” in 1902 (Wright, 1902), and advocated vigorously on behalf of
demand charges. His technology offered an approximate solution to managing peak electric
load almost a century before the widespread adoption of real-time meters (Faruqui, 2015).

Critical Peak Pricing (CPP) is another alternative: under CPP, higher prices are charged
in a small subset of hours, but the particular times are determined and communicated to the
consumer on relatively short notice (e.g., the 20 hours of the year with the highest anticipated
prices, with day-ahead notice to the customer). Under standard CPP, the peak price is known
at the beginning of the season; under variable peak pricing (VPP), the critical peak prices
determined close to real-time, and are related to locational marginal prices (LMPs). CPP is
often combined with ToU pricing.

Finally, in Demand Response (DR) or Critical Peak Rebate (CPR) programs,14 consumers

14We use the terms DR and CPP interchangeably in this thesis, see footnote 1 in the previous section.
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are rewarded for their “reduction” in consumption with respect to some baseline computed
based on historical consumption values. A DR policy can be combined with any of the above
tariff types.

We use the terms “markup,” “volumetric adder,” and, in Section 2.5.1, “pricing error,”
almost interchangeably. Generally the markup is the retail price minus the wholesale price,
and volumetric adder is a common term in the electricity industry for the markup per unit
energy. The pricing error is the difference between the retail price and the social marginal
cost, which, technically speaking, is the markup minus externality costs.

Specific Tariffs Used in our Simulations

In our analysis, we focus on a number of commercial tariffs offered by PG&E in Northern and
Central California, as well as several hypothetical benchmark tariffs. The actually existing
tariffs include the A-1, A-1 ToU, A-6 ToU, A-10, A-10 ToU, and the E-19 ToU tariffs,
which we briefly outline in the remainder of this section. We refer the reader to PG&E’s
documentation15 for more detail.

The A-1 tariff is a “small general service” flat rate tariff. It charges one same energy
charge (i.e. per kWh) for all winter periods, from November 1 to April 30, and another
energy charge that is approximately 50% higher for all summer periods. However, the A-1
is not open to customers with a maximum demand of 75kW or more for three months in
a row, or to newly connecting customers with smart meters. The A-1 ToU is a new small
general service Time-of-Use tariff, meant to replace the A-1. Like all PG&E ToU tariffs,
in the summer A-1 ToU has on-peak, part-peak, and off-peak energy charges, and for the
winter it has part-peak and off-peak charges. Within each season, the difference between the
highest and lowest energy rates is about 20%, while the ratio of average summer to winter
rates is similar to the original A-1.

The A-6 ToU is a ToU tariff that more aggressively incentivizes load shifting. The summer
peak price is $0.60/kWh, which is four times the summer off-peak price. Off-peak prices are
lower than those under A-1 ToU.

The A-10 tariff is similar to the A-1, except that it also has a demand charge. In turn the
energy charges are lowered, relative to the A-1. The demand charge is meant to be a simple
proxy for the contribution to system peak, which, in theory, would ensure that consumers
face the appropriate price signals for contributing to the need for marginal system capacity
expansion, although it has been criticized as being ill-suited to that goal (Borenstein, 2005).

Finally, the E-19 tariff combines the aggressive ToU pricing of the A-6 – with a summer
peak energy rate more than four times the summer off-peak rate – with a demand charge. It
has the lowest off-peak rates of any of the tariffs. Further, it has a more elaborate demand
charge formula: in the summer, there are separate charges proportional to the highest 15
minute power draw in a on-peak period and part-peak period respectively, and there is also
an additional charge proportional to the maximum of the two power draws just mentioned.

15Pacific Gas and Electric Company (b), http://www.pge.com/tariffs/electric.shtml

http://www.pge.com/tariffs/electric.shtml
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The ToU tariffs (A-1 ToU, A-6 ToU, A-10 ToU, and E-19 ToU) all allow for CPP. In
particular, PG&E’s Peak Day Pricing (PDP) program is an optional rate offered to consumers
already on one of the ToU tariffs that provides a discount on regular summer electricity rates
in exchange for higher prices during a small number of peak pricing event days per year.
Under PDP, PG&E has the right to call between 9 and 15 PDP events, on a day-ahead basis.
On a PDP day, a substantial adder, between $0.60 and $1.20, is added to energy charges
between 2-6 pm. In exchange, customers are offered reductions in both their off-peak energy
charges and in their demand charges. Our simulations include PDP events on the days days
that they actually occurred.16 For our analysis we treat Peak Day Pricing and Demand
Response as exclusive alternatives.17

We also consider three hypothetical tariffs: the SMC RTP tariff, the A-1 RTP tariff,
and the Opt Flat tariff. The SMC RTP tariff consists only of an energy charge, equal to
the time-varying social marginal cost (SMC), that is, the LMP plus the Social Cost of Car-
bon (see Appendix A.3.2). Capacity costs and non-GHG externalities are not included in
these SMCs. The A-1 RTP tariff is a more realistic RTP tariff, which adds LMPs to the
A-1 “non-generation rate.” The non-generation rate is the surcharge charged to customers
of Community Choice Aggregator as an estimate of the transmission and distribution cost
allocation that those customers must pay to PG&E to maintain the transmission and distri-
bution infrastructure. However, we should note that the A-1 RTP tariff has a much lower
average price than actually existing tariffs, because the imputed generation portion that
we remove from the A-1 tariff to get the non-generation rate is actually much larger than
average LMPs.18 The Opt Flat tariff is a flat tariff equal to the average SMC. This is the
optimal flat tariff for a time-separable demand system with identical demand derivatives in
every period.

We consider DR in the Opt Flat tariff. We do not consider DR or peak-day pricing in
either of the RTP tariffs.

2.3 Consumption Model

In this section we provide a brief overview of the consumption models in our study. We
think of such models as consisting of two parts: a basic expenditure model and an elec-
tricity consumption model. The expenditure model describes the generic costs associated
with consuming electricity under various tariffs,19 while the electricity consumption model
captures the specifics of the consumer’s utility function, constraints, and system dynamics.

16See Appendix A.4 for a list of these days.
17PG&E allows simultaneous (“dual”) participation in both programs, but only if the DR is a “day-of”

capacity program, rather than a day-ahead energy program. (Pacific Gas and Electric Company, 2011).
18See Tables 2.2 and 2.3.
19Accounting for the base rate as well as other components such as demand charges, PDP charges and

credits (rate discounts during non-event days in CPP), and DR reward payments.
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This modular framework allows us to easily incorporate different types consumers and to
analyze how this drives the welfare effects.

We assume that utility is quasi-linear, so that the overall utility of a risk-neutral consumer
is V = U−E, where U is the total consumption utility (given by the electricity consumption
model) and E is the total expenditure.

2.3.1 Expenditure Model

A customer’s total expenditure over T periods under a given retail tariff is given by

E = FC +
T∑
t=1

(
pRt qt − 1{t∈E} p

DR
t DRt

)
+ DC (2.1)

where FC are the tariff’s total fixed charges over all periods,20 and qt, p
R
t , and pDR

t are the
electricity consumption (in kWh), retail energy charge, and demand response reward21 (in
$/kWh) in period t, respectively. Further, E is the set of DR periods, and DC are the total
demand charges accrued over all periods. For each period t ∈ E the quantity DRt = qBL

t − qt
is the “reduction” in electricity consumption with respect to the baseline value qBL

t , based
on which the consumer is compensated if it participates.22 For the sake of simplicity, our
expenditure model assumes that the revenues that a DR provider receives are passed on
directly to the DR participant.23

Various baselining methodologies for DR have been proposed and are used by different
ISOs. In our analysis in this chapter, we will focus on the so-called “10 in 10” baseline
used by CAISO and detailed in Appendix A.1, under which qBL

t essentially is the average
consumption during the same hour of the day over a number of recent non-event days.24

Demand charges, if part of the tariff, are typically high linear prices on the customer’s peak
power consumption during each month (or they may be specific to each ToU period of each
month: see Section 2.2), averaged over an hourly or quarter-hourly period.

In general, the times at which DR events take place are unknown to the consumer a
priori, at least until a certain period (e.g. 24 hours for a day ahead warning) before the
event. Moreover, if the DR rewards depend on the real-time or hour-ahead LMP, there is

20e.g. daily meter charges, processing and billing charges, etc.
21Here pDR

t = pWt for standard DR rewards, and pDR
t = pWt − (pRt − pT&D

t ) for LMP-G rewards, which
have been proposed to reduce the double payment distortion (see Section 2.6).

22In this section we are not yet concerned with how to model the consumer’s decision process of participat-
ing in a DR event. See Appendix A.1 for details on how this problem can be formulated as a mixed-integer
optimization problem.

23According to FERC Order 745 (FERC, 2011b), DR is to be compensated at the LMP.
24For simplicity, we do not perform a so-called Load Point Adjustment (LPA) (Coughlin et al., 2008),

which aims to improve precision of the baseline by taking into account day-of consumption levels in the
early hours of an event day. A multiplicative LPA would be difficult to implement within our optimization
framework, because it would introduce a ratio of decision variables into the constraints. An additive LPA,
however, would be straightforward to include.
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uncertainty about the marginal benefit of reducing consumption during a DR event, even
if the period of the event is known. Thus in reality a utility-maximizing consumer faces a
stochastic optimization problem that includes her beliefs about both the probability of a
DR event occurring and the marginal reward in every period. As such a problem appears
intractable without making additional modeling assumptions, we for simplicity consider the
benchmark case where the periods and rewards of the DR events are known a priori for the
entire simulation horizon.

Assumption 1 (A priori knowledge of DR events). The set E ⊂ {1, . . . , T} of DR events as
well ass the associated Demand Response rewards pDRt for t ∈ E are known to the consumer
in period t = 0.

Under Assumption 1, the consumer has perfect knowledge of the effect of its consumption
choices on the amount of DR rewards received. Intuitively speaking, this will over-emphasize
a consumer’s potential to benefit from artificially inflating their baseline in order to maximize
DR payoffs, as doing so in the presence of uncertainty is typically a much less compelling
strategy.25

2.3.2 Electricity Consumption Model

We capture the dynamics of the consumption model (and thus the potential for inter-
temporal substitution) using the language of dynamical systems. In order to obtain a
tractable optimization problem, we restrict ourselves to linear dynamical systems. To sim-
plify notation we focus on time-invariant systems, noting that the extension to time-varying
systems is straightforward. Furthermore, since our optimization formulation already includes
integer variables, it would be relatively easy to extend our framework to piece-wise affine
(PWA) dynamical systems. This increased generality would allow to include approximations
to non-linear models that better capture the dynamics of certain systems. For example,
Aswani et al. (2012b) argue that PWA systems can provide a more accurate representation
of the dynamics of HVAC systems in different operating regimes.

To simplify the exposition in the following, we will restrict our attention to linear dynam-
ical systems for the purpose of this chapter. Specifically, we consider a generic electricity
consumer with an internal state xt ∈ Rnx that evolves over time according to a discrete-time
linear time-invariant (LTI) system of the form:

xt+1 = Axt +But + Evt (2.2a)

yt = Cxt +Dut (2.2b)

qt = cqut (2.2c)

25However, we cannot easily claim the solution under Assumption 1 as an upper bound on the effects
of artificial baseline inflation (at least in an almost sure sense), as suboptimal decision-making due to false
beliefs in the presence of uncertainty potentially may yield better outcomes for the individual than the
expectation-maximizing strategy. We plan to investigate this question further in future work.
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Here ut ∈ Rnu denotes the vector of inputs, yt ∈ Rny the vector of outputs, and vt ∈ Rnv the
a vector of disturbances. We assume that vt = v̂t + νt, where v̂t is the disturbance forecast
and νt is a random vector representing the forecast error. The initial state x0 at time t = 0
is known. The system matrices A ∈ Rnx×nx , B ∈ Rnx×nu and E ∈ Rnx×nv , which describe
the state evolution, and the output matrices C ∈ Rny×nx and D ∈ Rny×nu are also known.
Finally, cq ∈ R1×nu is a known vector mapping control input to power consumption. Note
that the latter assumption implies that the energy consumption qt in period t is linear in
the control ut. While this assumption is somewhat restrictive, it still allows for a wide range
of interesting and relevant consumption models.26 Stacking states, controls, and outputs,
respectively, we can write x := [x>0 , . . . , x

>
T ]>, u := [u>0 , . . . , u

>
T−1]>, and y := [y0, . . . , yT ]>.

Typically there will be some hard constraints on the system’s control input u, due for
example to actuator limits. Moreover, physical limits as well as safety considerations will
generally impose hard constraints on the state x and the output y. We assume that these
constraints are linear in state and control and thus can be expressed as

Fx +Gu ≤ 0 (2.3)

where F and G are appropriate matrices.27 Note that this formulation allows for a wide range
of constraints, from simple box constraints over complicated polytopic constraint sets to
intertemporal constraints, for example in the form of budget constraints on the control input,
or an overall target production quantity in a production model. As with the uncertainty
about DR events, we in this initial work for simplicity choose to ignore the forecast errors:

Assumption 2. There are no errors in the disturbance forecast, i.e., νt ≡ 0.

Under Assumption 2, it is straightforward to see that the dynamics (2.2a) can also be
included into the constraints (2.3).

Compared with the fidelity and generality of the consumption models that have been
used in the relevant economics literature, our formulation allows for a broad range of more
realistic models. In the following we describe the two specific models that we use in our
simulations.

Quadratic Utility (QU) with Battery

The first model we consider is a consumer that derives a quadratic utility (QU) from elec-
tricity consumption in each time period, giving rise to a standard linear demand curve for
each period. We augment this system with a battery that allows for energy storage and thus
enables intertemporal substitution of consumption. The consumer who consumes quantity q̃t
in period t at price pRt derives stage utility

Ut(qt) = at q̃t −
1

2
bt q̃

2
t − pRt q̃t (2.4)

26Requiring the consumption to be linear in the control is governed by how we formulate the participation
decision during Demand Response hours, which relies on this linearity.

27Due to linearity it is clear that constraints on the output y can be written in this way as well.
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so that the total utility is U =
∑T

t=1 Ut(q̃t). The parameters at and bt are calibrated based
on observed consumption levels of a sample of consumers under the A-1 tariff, positing a
particular elasticity of demand (see Appendix A.2.1 for details). We model the battery
dynamics as a simple continuous-time first-order linear system given by the ODE

ẋτ = − 1

Tleak

xτ + ηc u1,τ −
1

ηd
u2,τ (2.5)

were xτ is the battery charge (in kWh) and u1,τ and u2,τ are the charge and discharge
power (in kW) at time τ , respectively. Further, Tleak is the leakage time constant and ηc
and ηd are the charging and discharging efficiencies of the battery, respectively. The discrete-
time battery model of the form (2.2) is obtained by discretizing (2.5) under zero-order hold
sampling. The total amount of energy drawn from the grid in period t is qt = u1,t + u3,t,
where u3,t is the energy that is consumed directly, and u1,t is the energy used for charging
the battery. The total amount of energy consumed in period t is q̃t = u2,t + u3,t.

In addition to the base case of no battery, we consider a “medium” and a “large” battery
with 10kWh and 25kWh capacity, respectively. We assume simple lower and upper bounds
(conditional on battery size) of the form 0 ≤ ui,t ≤ umax

i on charging and discharging
rates. We assume a unidirectional interface to the grid, in which the consumer is unable to
discharge stored energy to the grid.28 All parameters and the discrete-time model are given
in Section A.2.1 of the Appendix.

Commercial Building HVAC Model

We also consider a simple model of the Heating, Ventilation and Air-Conditioning (HVAC)
system of a commercial building. Commercial building HVAC makes up about 14% of to-
tal electricity consumption in the U.S.29 Such HVAC systems are a natural candidate for
the provision of Demand Response, due to their high level of consumption and the intrin-
sic thermal inertia of buildings, which allows to shift heating and cooling inter-temporally
(Oldewurtel et al., 2013). While commercial HVAC – even when participating in Demand
Response programs – tends to be governed by relatively simple heuristic control strategies
(Oldewurtel et al., 2013), we contend that an optimization-based approach is well-motivated
for the comparison of the economic outcomes under many different policy settings.

The form and parameters of our simplified model are taken from Gondhalekar et al.
(2013). The model has three states, which describe aggregates of indoor air temperature,
interior wall surface temperature, and exterior wall core temperature (all in ◦C). The two
control inputs u1 and u2 are the electric power (in kW) used for heating and for cooling,

28Allowing for a bidirectional interface, while easy to model, would add a second dimension of energy
arbitrage to the problem, which would distract from the problem we aim to study in this chapter.

29HVAC accounts for about 40% of commercial building electricity consumption (Fagilde), and commercial
buildings comprise about 35% of total U.S. electricity consumption (U.S. Department of Energy, 2012; U.S.
Energy Information Administration).
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respectively.30 The electric energy drawn from the grid in period t is qt = u1,t + u2,t. Exoge-
nous disturbances are outdoor air temperature, solar radiation, and internal heat sources,
and are taken from publicly available data sources (see Appendix A.4 for details).

We impose “comfort constraints” on the interior air temperature x1,t as well as actuation
constraints on heating and cooling power consumptions u1,t and u2,t (see Appendix A.2.2
for details). We assume that the utility generated from consuming electricity is independent
of the particular temperature profile, so long as it satisfies the comfort constraints. Hence
effectively we have that U = C for some constant C if the comfort constraints are satisfied,
and U = −∞ otherwise.31 By representing the preferences of the occupants by hard comfort
constraints, we avoid the issue of estimating the occupants’ dollar value of discomfort incurred
by slight deviations from a most-preferred set-point.

Note that while, unlike the QU model, the HVAC model does not include an electric
battery, the thermal capacity of the building also enables inter-temporal substitution of
consumption, for example by pre-cooling the building during the morning hours.

2.4 Simulation Setting and Evaluation Metrics

2.4.1 Simulation Parameters

For both the Quadratic Utility and HVAC models, we simulate the behavior of the consumer
under the different pricing schemes for a range of different parameters. We consider data for
the following five geographic regions:32 San Francisco East Bay, San Francisco Peninsula,
California Central Coast, Fresno, and Sacramento. For each of these areas, we consider as
simulation periods the years 2012, 2013, and 2014, each taken separately. To simplify our
exposition and to obtain a metric that is, in some sense, representative for the consumption
in recent years in all of California, most of our results are reported in form of the average
over both geographical areas and simulation periods.

The periods during each simulation run that are potential DR periods are those whose
real-time LMP exceed the threshold determined by CAISO’s so-called net benefits test (NBT)
(Xu, 2011). We artificially limit the number of DR events, since simply applying the NBT
results in thousands of DR events per year, which we judge to be unrealistic. To simulate nDR
DR events during the simulation period, we determine the nDR hours with the highest LMPs,
subject to the constraint that there are no more than two events in a single day. While we
theoretically can run simulations for an arbitrary number of DR events, for large nDR the

30We acknowledge that most buildings in California are not electrically heated. The point here is not to
have a model as accurate as possible, but to understand the effect of intertemporal substitution capability
based on the thermal inertia of the building. Moreover, most periods with high LMPs fall in the hot summer
months, which means that the effect of heating plays a limited role for Demand Response anyway.

31See Section 2.4.2 for additional discussions of consumer utility effects.
32These map to so-called Sub-Load Aggregation Point (SLAP) nodes defined by CAISO (California In-

dependent System Operator Corporation, 2013).
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problem size of the baseline manipulation case quickly becomes intractable.33 We report
results for nDR = 75, which appears relatively high given the number of events that are
typically called in existing CPP and DR programs.34

2.4.2 Welfare Measures

We evaluate welfare effects of retail tariffs under both the Quadratic Utility (QU) and HVAC
consumption models described in Section 2.3. For both prototypical consumers, we evaluate
tariffs according to variants of standard welfare measures: consumer surplus, retailer sur-
plus, and the sum of these: social surplus, or total welfare. The consumer surplus is the
consumption utility minus the consumer expenditure. The retailer surplus is the consumer
expenditure, treated as revenue, minus LMP-weighted consumption, capacity costs (which
we break out separately), and greenhouse gas (GHG) externality costs.35 By netting exter-
nality costs from the retailer surplus, we are in a sense partitioning society into the consumer
on the one hand, and everything else on the other. This is a reasonable scheme, because
the consumer is the only optimizing agent in our setup; and in any case, California electric
utilities are subject to revenue regulation, such that their allowed revenues are “uncoupled”
from sales volume (Migden-Ostrander et al., 2014).36

Because we take historical wholesale prices as given rather than depending on the con-
sumption, these measures give us the marginal welfare impact, to the consumer and to the
rest of society, of moving a small group of consumers onto one or another tariff.37 The
(marginal) social surplus is the sum of the consumer and retailer surpluses: consumption
utility, minus procurement and environmental costs.

In any consumption model, ignoring capacity costs, if the consumer faces a tariff equal
to the LMP plus externality costs, then the consumer’s objective is identical with the social
welfare objective.38 This is the best case for society, and we simulate this situation with our

33The complexity of this problem does not grow linearly in the number of events, and depends heavily on
the number of potential DR events during the 10 day period before the event that is used to determine the
10 in 10 CAISO baseline. See Appendix A.1.1 for details.

34For example, no more than 15 events per year are called in PG&E’s SmartRate critical peak pricing
plan (Pacific Gas and Electric Company, 2016c).

35The CPUC (California Public Utilities Commission) requires that load-serving entities in California
procure sufficient long term capacity to cover their peak loads. We discuss the calculation of environmental
costs and capacity costs in Appendices A.3.2 and A.3.3.

36Other presentations might break out externalized environmental costs or DR revenues separately, since
they clearly do not accrue to the retailer.

37If we estimated historical cost curves instead of taking historical LMPs as given, we could study the
aggregate impact of moving a larger number of consumers between tariffs. We restrict ourselves to the
“marginal” setting for the sake of simplicity. This partly accounts for our use of the term “retailer surplus”
instead of the more standard “producer surplus,” since it is more realistic to assume that the retailer would
procure the bulk of its energy at the LMP, in expectation. In addition, we circumvent certain data challenges,
in particular that of attributing spatial heterogeneity to the historical bid curves.

38This is to say that the consumer’s contribution to social cost can be well approximated as a linear
expression with a coefficient for energy consumed in each hour. In principle, the consumer’s marginal
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SMC RTP tariff. The deadweight loss (DWL) under a given tariff is the total welfare in this
hypothetical best case, minus the total welfare under the tariff under consideration.39 Our
calculations of deadweight loss are relative to the particular demand models – in particular,
battery size and elasticity. This deadweight loss can be interpreted as the amount society
loses by suboptimal pricing, assuming that consumer preferences and technology are fixed.

In the HVAC model, the consumption utility is taken to be an arbitrary constant (see
Section 2.3.2). In our analysis of welfare impacts we always consider changes in surplus from
some benchmark tariff, so that this constant cancels out.

2.5 The Principal Determinants of Tariff Efficiency

2.5.1 “Classical” Time-Separable Analyses

A common refrain among electricity market economists is that real time pricing is the most
efficient retail pricing scheme, and that ToU pricing and DR are very inadequate approxi-
mations of it (Borenstein, 2005; Hogan, 2014). The latter policies may even be counterpro-
ductive distractions, some authors argue, by competing for limited attention and political
capital (Bushnell et al., 2009; Hogan, 2014). Hogan (2014) makes this argument with respect
to ToU pricing in the context of second-best pricing.40 He observes that taking the optimal
flat tariff as a benchmark, the optimal ToU tariff can only capture about 11% of the welfare
gains achievable by the optimal RTP tariff.41

The optimal flat tariff has an energy price equal to the demand-derivative-weighted av-
erage of social marginal costs, and similarly, the optimal ToU tariff sets the price in each
ToU period equal to the demand-derivative-weighted expectation of the SMC conditional
on that ToU period.42 However, this argument must be qualified by the fact that this form
of second-best pricing is itself difficult or impossible to achieve. This is because the utility
has substantial fixed administrative, transmission, and distribution costs, and, for the time
being, it seems that fixed tariff charges sufficiently high to recoup these costs are politically

contribution to production cost also includes its contribution to ancillary service costs (Tsitsiklis and Xu,
2015).

39In fact, we treat capacity costs in a somewhat inconsistent manner. On the one hand, we do not
incorporate them into Social Marginal Costs, because the available data are of questionable quality; there
is no definitive methodology for their calculation (see Appendix A.3.3); and the SMC data are of central
importance, as an input to both our simulations and the conceptual and statistical analyses in Sections 2.5.1
and 2.5.2. On the other hand, we do depict capacity costs in the summary descriptions of the simulation
results in Sections 2.5.3 and 2.6.2.

40A second-best policy is a policy that is suboptimal, but optimal subject to some policy constraint under
consideration. Here, the constraint is that prices not vary, or not vary within each ToU period.

41We report Hogan (2014)’s figure for the seemingly favorable assumption that the price can differ for each
hour of the day, and that prices are updated annually (see his footnote 4). For hourly ToU prices updated
every month, the achievable welfare gains increase to about 20%. According to our data, conditioning on
year and ToU period can achieve about a 2-3% reduction in deadweight loss.

42See Borenstein and Holland (2005) p. 475, or Joskow and Tirole (2006).
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infeasible, so that a substantial portion must be recovered through volumetric adders to the
tariff (Borenstein, 2016). In fact, we observe that the average markups embedded in PG&E
tariffs are large enough that, according to standard time-separable consumption models,
they account for the great majority of the deadweight loss, so that the failure to co-vary
dynamically with social costs pales in comparison.43

However, we describe in Section 2.5.2 that when we allow for intertemporal consump-
tion substitution, the importance of the average markup is diminished, and our results are
more consistent with the arguments of economists mentioned above, including their lack of
emphasis on average markups.44

Jacobsen et al. (2016) present a general formula for Harberger (1964)’s standard charac-
terization of DWL as a function of the mis-pricing “errors,” in a system with linear demand
and constant marginal costs:

−2×DWL =
J∑
j=1

J∑
k=1

ejek
∂xj
∂ek

=
J∑
j=1

e2
j

∂xj
∂ej

+
J∑
j=1

∑
k 6=j

ejek
∂xj
∂ek

(2.6)

In general, the “error” ei is the difference between the retail price and the social marginal
cost for commodity i, and xj is the demand for commodity j, for i, j ∈ {1, . . . , J}. In our
setting, the commodities are electricity delivery in particular hours, and the “errors” are the
hourly markups, which we also refer to as “volumetric adders.”45

In the time-separable consumption model, the second term on the right hand side of
(2.6) is zero, and the DWL is a weighted least squares objective, with the weights being the
demand derivatives. Treating the retail price as a statistical predictor of the social cost, we
can decompose this mean-squared-error loss function into bias and variance components.46

The bias component of a tariff’s DWL is the mean tariff error: the average markup, less
externality costs. The variance component is the average squared difference between the
error and the bias. The variance component is zero if and only if the tariff differs from the
SMC by a constant, namely, the bias. Such a tariff is an RTP tariff (reflecting both internal
and externalized costs) with a constant volumetric markup.

43Borenstein (2005) addresses this issue, arguing that disregarding the volumetric adder is unlikely to have
a substantial effect (see his page 5). One factor explaining the discrepancy between Borenstein’s conclusions
and our own is that he considers markups on the order of 10% or 20% of wholesale prices, whereas the
markups we observe are on the order of several hundred percent, and none as small as 100% (see Table 2.2).

44The reader should bear in mind the caveat that in the present section, we consider only short-run costs,
and ignore the cost of peak capacity. We incorporate capacity costs into the social welfare measures in
Sections 2.5.3 and 2.6.

45We should note that equation (2.6) only holds when nonnegativity constraints are not active for the
consumer’s optimal consumption vector. This condition does not hold for our QU consumer under the A-6
ToU PDP tariff with elasticity Ed ≥ 0.2, since the resulting energy prices are about four times the prices on
which that consumer model is calibrated.

46Technically, a bias-variance decomposition requires scaling the demand derivatives so that they sum
to one, thereby scaling the DWL as well, and then treating them as a notional probability measure (see
Appendix A.3.1 for details). Whenever we refer to expectations or variances, the corresponding probability
measure incorporates demand-derivative weighting.
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In a ToU tariff, the variance component is a weighted average of the SMC variance within
each ToU period:

∑
iwi · Var(SMC|ToU = ToUi), where ToUi ranges over the ToU period

types (i.e. summer peak, summer part-peak, summer off peak, winter part-peak, winter off
peak), and wi incorporates both the frequency of ToU periods and their average demand
derivatives. The law of total variance implies that E[Var(X|Y )] ≤ Var(X), which guarantees
that the optimal ToU tariff reduces DWL as compared to the optimal flat tariff, as both have
only variance components. In this zero-average-markup second-best setting, the fraction of
welfare gained from the optimal ToU tariff, compared to the optimal RTP tariff, is equal
to the R-squared from a linear regression of the SMC on ToU indicator variables. This
R-squared is the fraction of SMC variance “explained” by the ToU, and when demand-
derivatives are the same for all time periods, it is Hogan (2014)’s index, mentioned above.47

In Table 2.1 we see that using this decomposition, for a time-separable consumption model
on a PG&E tariff, the average markup makes a much larger contribution to deadweight loss
than does the failure of retail prices to covary with the SMC.48 In the A-1 and A-1 ToU tariffs,
the bias component contributes approximately 90% of the DWL. In the A-6 ToU tariff, whose
price difference between summer peak and winter off peak ToU periods is approximately 10
times the average summer peak LMP, both the bias and the variance contributions are much
greater than those of the A-1 tariffs.49

Tariff DWL Bias Portion Variance Portion

A-1 $112 $98 $14
A-1 TOU $115 $101 $14
A-1 TOU PDP $137 $104 $33
A-6 TOU $278 $166 $112
A-6 TOU PDP $320 $154 $165
A-1 RTP $45 $44 $1
Opt Flat $7 $0 $7
SMC RTP $0 $0 $0

Table 2.1: Bias-variance decomposition of time-separable DWL (Ed = −0.1, A-1 load)

In Table 2.2, we display the mean NP-15 pricing node SMC, as well as prices under two
tariffs, to give an idea of the magnitude of the average markup.

47Some of these statements are made somewhat more nuanced by demand-weighting, but the same intu-
itive principles apply.

48Table 2.1 assumes a constant elasticity of -0.1, and calibrates demand derivatives based on historical
load data from the A-1 tariff. These quantities are linear in elasticity.

49The A-1 RTP tariff’s nonzero variance component reflects the fact that the volumetric adders equal
to PG&E’s non-generation-rate, which are used as volumetric adders on top of an LMP pass-through, are
different in the summer and the winter.
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2012 2013 2014 A-1 A-1 ToU A-6 ToU

Summer peak 60 56 67 242 262 612
Summer part-peak 50 52 61 242 253 286
Summer off peak 40 44 55 242 225 158
Winter part-peak 47 54 66 164 175 181
Winter off peak 40 48 59 164 155 148

Table 2.2: PG&E load-weighted average NP-15 SMC for three years, and retail prices, all in
$/MWh, by ToU period

2.5.2 Substitution Effects Under Linear Energy Pricing

In this section, we focus on incentives that result from linear energy prices – that is, per-unit-
energy prices, rather than demand charges or Demand Response – particularly in models like
our QU and HVAC models, in which consumers are able to substitute intertemporally. First
we explore how the relative contributions of the average markup vs. time-invariance change
as substitution capacity changes, either “directly,” via cross-price elasticity, or “indirectly,”
by load-shifting using either existing means of storage (HVAC model) or a battery (QU
model).50 Then we draw a distinction between “level effects” and “load shifting effects” of
tariffs on consumption patterns, which helps us explain why some tariffs have the efficiency
effects that they do.

For a consumer with the ability to intertemporally substitute, the bias-variance decom-
position introduced above no longer exhausts the deadweight loss. Nevertheless, we can still
consider markups and a lack of Real-Time Pricing as two principal factors impacting tariff
efficiency, and compare their effects. We present two arguments to demonstrate that, as we
increase cross-price elasticity directly or indirectly, the high level of markups diminishes in
importance, and the lack of Real-Time Pricing – which is in a sense the same thing as high
markup variance – becomes more important.

First we consider changing cross-price elasticity directly in a linear demand model. Ex-
amining the cross terms in (2.6), we see that, roughly speaking, the more highly correlated
tariff errors are for pairs of periods which serve as substitutes (i.e., have large positive cross-
price elasticities), the more the substitution effect reduces deadweight loss. On the other
hand, if two pricing errors have opposite signs in substitute hours, then they induce inef-
ficient substitution between their respective hours. Using (2.6), we can derive a condition
for a two-good linear demand system under which, even if both pricing errors are positive,

50In our QU model, we use the battery model as an indirect means of introducing cross-price elasticity.
The QU-with-battery demand system is piecewise linear, rather than linear, and so equation (2.6) is only
an approximation to the DWL. For the HVAC model, if there were no heat dissipation, then as long as
constraints are not binding, the consumer will shift consumption to the cheapest period. This means that,
effectively, the cross price-elasticity would be infinite between two periods with different price as long as
consumption can be shifted without violating the constraints. In reality, heat dissipation renders it finite,
although potentially very high.
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increasing the smaller of them can reduce deadweight loss:51
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This inequality shows that, if the markup of good 2 is high compared to that of good 1,
and the cross-price elasticities are large compared to good 1’s own-price elasticity, then in-
creasing the magnitude of e1 can actually reduce deadweight loss, by diminishing exaggerated
incentives to substitute good 1 for good 2 (recall that ∂x1/∂e1 < 0, and generally, the cross-
price elasticities are positive). The lesson is that equalizing markups across time becomes
more important as cross-elasticity increases.52

Now we consider the effect of changing cross-price elasticity “indirectly,” by varying the
size of the Quadratic Utility consumer’s battery between None, Medium, and Large.53 We
see how this variation in elasticity affects the relative contributions of average markup and
correlation with RTP change by comparing the DWL under two hypothetical tariffs. The
A-1 RTP tariff has a constant markup (no markup variance), so that its DWL is entirely
attributable to markups.54 On the other hand, the “Opt Flat” tariff does not track SMC
variation at all, but has an average markup of zero, so that its DWL is entirely attributable
to the lack of Real-Time Pricing.55

In Figure 2.1, we present the result of this analysis, for demand elasticity Ed = −0.1.
On the x-axis, we plot the deadweight loss in each tariff that results from a time-separable
model, such as those assumed by Borenstein and Holland (2005) and Hogan (2014); this
is calculated directly from equation (2.6), without intertemporal cross-terms, using tariff
data and utility function parameters. On the y-axis, we plot the deadweight loss from our
simulation results relative to the social surplus under the SMC RTP tariff, with the same
elasticity and battery technology.56 In Figure 2.1, circle markers represent no substitution (no
battery), diamond markers represent moderate substitution (Medium battery), and inverted
triangle markers represent high substitution (Large battery). Each tariff is represented as
a vertical stack of three markers, one of each shape, because the x-axis quantity does not

51The derivation relies on the linearity of the demand system, i.e., the fact that higher-order derivatives
of demand quantities with respect to price are zero.

52The argument that substitution between goods drives their optimal markups together has a long history
in the taxation literature. Hatta and Haltiwanger (1986), for example, give sufficient conditions on the
“strength” of substitutes, which guarantee that “squeezing” their tax rates toward each other would be
welfare-improving.

53See Appendix A.2.1 for details on the battery parameters.
54The tariff rate is the SMC, plus a constant volumetric adder equal to the A-1 non-generation rate.
55The optimal flat tariff, assuming time-separable consumption utility, weights SMCs by their demand

derivatives: see eq. (5) in Borenstein and Holland (2005). However, as we use the same tariffs for several
different consumer types, we reflect our agnosticism about demand by using an arithmetic average. This
discrepancy accounts for the fact that the bias component is not exactly zero. Another reasonable choice
might be to use system load weighting, to assure that energy costs are recovered by the LSE.

56This comparison assumes that technology is fixed. If we interpret the battery as a proxy for other kinds
of substitution preferences, then the comparison would hold those constant as well.
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account for substitution capability. The fact that the circle markers lie on the y = x line
shows that our consumption model is correctly calibrated.57

In the left portion of the figure, we see that without intertemporal substitution, the Opt
Flat tariff has a much lower DWL than the A-1 RTP (see also Table 2.1). But as we allow for
substitution by introducing and increasing the size of the physical battery model, the Opt
Flat tariff induces much larger DWLs. This is because the Opt Flat tariff fails to encourage
efficient intertemporal substitution, while the A-1 RTP tariff promotes it. The corresponding
results for several actual PG&E commercial tariffs appear in the right portion of Figure 2.1.
These tariffs are less efficient than the hypothetical tariffs described so far.

Figure 2.1: Simulation DWL (y-axis) vs. time-separable DWL (x-axis) for actual and ideal-
ized tariffs, for three battery sizes.

The A-1 tariff is also flat throughout the day, with a price depending only on season, and
therefore provides essentially no incentive to use battery storage.58 Its pattern of results is
the same as the Opt Flat, except for a translation representing lower efficiency overall, due
to consumption-suppression effects because of the higher price level of A-1. The effect that
the deadweight loss increases with battery size for all tariffs is primarily due to the reference
value: the larger the battery, the more efficient consumption under the SMC RTP becomes,
which means that more social value is “left on the table.”

57However, if we displayed the same plot for Ed ≤ −0.2, the DWL predicted by equation (2.6) would
overstate the actual DWL for PDP tariffs, because that equation is only valid for “interior solutions,” whereas
PDP prices get so high that they drive the optimal unconstrained consumption quantities negative for elastic
consumers. See also footnote 45 in this chapter.

58Except for a few hours each year when the price levels changes between seasons.
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The A-6 ToU tariffs, on the right, show a much different pattern: the DWL for the large
battery is less than that for the medium battery. This reflects the fact that, in the A-6 ToU
tariff, the medium battery provides little or no welfare benefit, while the marginal benefit
of switching to the large battery is even greater in the A-6 ToU tariff than it is in the SMC
RTP. This pattern is displayed in Figure 2.2, in which we plot the effect of increasing battery
size on social welfare, for several elasticities. Since the y-axis values for the A-6 ToU tariff
in Figure 2.1 are scaled differences between the SMC RTP values and the A-6 ToU values in
Figure 2.2, the fact that the marginal benefit of the large battery is greater in the A-6 than
in the RTP explains the decrease in DWL mentioned above.

Figure 2.2: Quadratic Utility: Normalized social surplus (disregarding capacity costs) for
battery size = (N)one, (M)edium, and (L)arge, for 9 tariff × DR type combinations (social
surplus normalized by value for SMC RTP, no battery)

In Figure 2.2 we omit plots for tariffs, such as the A-1, where the figure would be indis-
tinguishable from constant; but we retain some that one may expect to show variation, but
do not. Under RTP tariffs, the welfare increases nearly linearly. A large battery increases
social surplus by $435-$441 annually in the SMC RTP tariff, and $340-$345 in the A-1 RTP
tariff, as compared to an annual bill of $4,010 (or surpluses between $9,000 and $40,000,
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depending on elasticity). We see that the battery makes very little difference in the A-1
ToU tariff. Counterintuitively, the social surplus slightly decreases when a medium battery
is added under the A-6 ToU tariff, for elasticities -0.1 (circles) and -0.05 (not pictured), by
$10 and $13 respectively.59

One observation we can make from Figure 2.2 is that the battery does not raise social
welfare to very high levels, except in the RTP tariffs. In fact, we will now give an argument
that even the substantial social welfare gains from increasing battery size in the A-6 ToU
tariff are not due to efficient use of the battery itself.60

To make this argument, we decompose the deadweight loss into “level effects” and “load-
shifting effects.” That is, we distinguish between (i) whether the consumption levels in each
period are efficient, and (ii) whether, given those levels, the use of the battery is efficient.61

This decomposition is expressed in the equality between (2.8) and (2.9) below.
Defining the “virtual social energy arbitrage revenue” (VSEAR) as the social benefit

from shifting energy across time without changing consumption levels,62 the inefficiency of
suboptimal use of storage can be expressed as the efficient VSEAR, minus the VSEAR under
individually optimal behavior, resulting in the equality between (2.9) and (2.10) below:

DWL = Efficient Surplus− Actual Surplus (2.8)

= (Efficient Surplus− Actual Levels Efficiently Sourced︸ ︷︷ ︸
DWL from consuming at inefficient levels: ≥0

)

+ (Actual Levels Efficiently Sourced− Actual Surplus︸ ︷︷ ︸
DWL from inefficient battery use given actual consumption levels: ≥0

) (2.9)

= (Efficient Surplus− Actual Levels Efficiently Sourced︸ ︷︷ ︸
DWL from consuming at inefficient levels: ≥0

)

+ (Actual Levels Efficiently Sourced− Actual Levels No Battery︸ ︷︷ ︸
VSEAR given actual consumption but socially optimal shifting: ≥0

)

+ (Actual Levels No Battery− Actual Surplus︸ ︷︷ ︸
−VSEAR under individually optimal behavior

) (2.10)

The first two summands in (2.10) are nonnegative by construction, but their calculation
requires an auxiliary optimization which we do not perform. The last term is, in a sense,
the impact of actual (individually optimal) battery use on economic efficiency.

59This trend is too small to see in the plots, but the reader can refer to the tables in Appendix A.5.
60Neubauer and Simpson (2015) make a similar argument, that demand charges give consumers inefficient

incentives to exploit on-site storage.
61These are features of consumption decisions given the ability for intertemporal substitution, rather than

tariffs, and are distinct from the bias-variance decomposition of DWL that is applicable for time-separable
consumption models.

62 i.e., VSEAR =
∑
t(u2,t − u1,t)SMCt according to the notation from Section 2.3.2. Similarly, VPEAR,

defined below, is VPEAR =
∑
t(u2,t − u1,t)pRt .
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For intuition about the cause of inefficient substitution, consider a consumer that will
consume a unit of energy in hour i, and has the option of drawing that unit from the grid
either in hour i, or drawing a slightly larger quantity to provide for that consumption in
hour j < i (that is, we hold the consumption quantity constant, as in the latter components
of the decompositions above). The consumer’s battery has charge, discharge, and leakage
inefficiencies, ηc, ηd and Tleak respectively. Using the parameter values from Appendix A.2.1,
the consumer saves the following dollar quantity per unit if it chooses to draw the power in
period j < i:

pRi −
pRj

ηd ηc e(i−j)/Tleak
≈ pRi − 1.11 · 1.01(i−j)pRj ≈ pRi − (1.11 + 0.01(i− j)) pRj (2.11)

We refer to (2.11), summed over time indices, as the virtual private energy arbitrage rev-
enue, or VPEAR.63 The middle expression of (2.11) plugs in our battery model parameters.
Because (1.01)k ≈ 1 + .01 k for small k, battery storage effectively increases the price and
cost by a fixed 11% for a charge-discharge cycle, plus 1% per hour in storage, compared to
the price and cost in the actual production hour.

The social cost savings from that substitution is the same expression with the corre-
sponding social marginal costs in place of retail prices:

SMCi −
SMCj

ηd ηc e(i−j)/Tleak
(2.12)

The summation of (2.12) over time is the VSEAR, introduced above. When (2.11) > 0 >
(2.12), the consumer is given a socially inefficient incentive to substitute intertemporally
with storage, and for each unit of energy drawn in j and consumed in i, the quantity (2.12)
is incurred as deadweight loss.

The price statistics in Table 2.2 suggest that the consumer is often given inefficient
substitution incentives. In particular, the ratio of summer peak to part- and off peak prices
is exaggerated in the A-6 ToU tariff (although the consumption-suppression effects are much
greater). The fact that wholesale prices have very high variance implies that the static tariffs
generate inefficient substitution incentives more often than the means would suggest.

In Figure 2.3, we plot the virtual social energy arbitrage revenues (VSEAR) under three
tariffs, as well as the corresponding private arbitrage revenue (VPEAR). Elasticity has very
little effect on the results, so we only display the result for elasticity of demand Ed = −0.1.
We can see that the use of the battery itself is on average destructive of value in the A-6
ToU tariff. This is surprising, when contrasted with the increases in social surplus between
the medium and large battery (Figure 2.2). The implication is that the battery increases
efficiency in the A-6 ToU tariff by encouraging the consumer to consume more, but not
by getting the consumer to draw power at more socially efficient times. The “load-shifting”

63This measure only includes energy charges, and is thus not an accurate measure of expenditure savings
for tariffs with DR or demand charges. However, it is valid for Peak Day Pricing, since we model PDP as
part of the energy charge of the tariff.
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effect increases generation costs, but its effect on social surplus is outweighed by the beneficial
level effect. Society would be even better off if the consumer’s consumption quantities were
held at the levels chosen when it has a battery, without it actually using the battery.

Figure 2.3: Virtual social energy arbitrage revenue (VSEAR) and virtual private energy
arbitrage revenue (VPEAR) for 6 tariffs, for Battery Size = (N)one, (M)edium, and (L)arge.

Under existing RTP tariffs, the VSEAR is quite large, whereas under existing ToU tariffs,
it is negative, and quite small. In the A-1 ToU case, this is also reflected in the fact that
the private benefits from load shifting, as captured in the VPEAR, are also quite small. But
in the case of the A-6 ToU, the customer realizes extremely large private benefits – about
$1,300 annually – from load shifting which is in itself socially destructive. This pattern of
results helps explains the trends in social surplus depicted in Figure 2.2 above.

These observations, that existing retail tariffs do not align private incentives with social
welfare, make us skeptical of the case for public subsidization of on-site battery storage.
Noting the often small, mixed or unpredictable effects of battery storage in existing tariffs,
we believe that any subsidies should be conditioned on the development of retail tariffs that
give consumers reliably efficient price signals.

2.5.3 Simulation Results: Comparison Across Tariffs

Building on the preliminary analysis above, in this section we summarize the cross-tariff
comparison of welfare measures.

Quadratic Utility Consumption Model

First we continue discussing the results for the Quadratic Utility model. In Figures 2.4
and 2.5, we plot dollar changes in economic surpluses, under real and hypothetical tariffs
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respectively, using the A-1 tariff as a benchmark. The social surplus under the A-1 tariff
does not depend on battery size, and is $8,855 for elasticity Ed=−0.3, $12,000 for Ed=−0.2,
$21,435 for Ed =−0.10, and $40,305 for Ed =−0.05. For a more concrete benchmark, the
consumer expenditure is $4,010, and the total of SMC and capacity cost is $1,209, regardless
of elasticity or battery size.64 All simulation data is presented in Tables A.3 - A.14. We plot
the changes in social surplus (thick black arrows) as the sum of three components: change
in consumer surplus on top (blue arrows), change in retailer surplus ignoring capacity costs
(“retail energy surplus” – red arrows), and negative change in capacity costs on the bottom
(purple arrows). We represent the summation of these components into the total change in
social surplus in the style of “tip-to-tail” vector sum diagrams.

We do not simulate the Quadratic Utility model under tariffs with demand charges (the
A-10 and E-19 tariffs), as calibrating their utility parameters by assuming the optimality of
historical load data is much more complicated under such tariffs. Moreover, the consumer
classes associated with these tariffs seem quite different from those associated to the A-1 and
A-6 tariff. For the sake of completeness, we also plot the effect of DR under “baseline-taking
equilibrium” (we explore the effects of DR in greater detail in Section 2.6).

The most salient trends in the results reported in Figures 2.4 and 2.5 are that with
low elasticities, efficiency effects are quite small, because prices have smaller effects on con-
sumption levels;65 and that the larger efficiency effects are typically across tariffs, rather
than between the various dynamic variation of each tariffs (except for PDP in the A-6 ToU
tariff). As discussed in Section 2.5.1, with consumption substitution the Real-Time Pricing
tariffs are generally much more efficient than all other tariffs, particularly with intertemporal
substitution. The efficiency effects of DR under “baseline-taking equilibrium” are generally
positive but often small.

A-1 and A-1 ToU

The A-1 tariff without DR is not represented in Figure 2.4, because it is the baseline against
which other tariffs are compared. The “vanilla” settings of the A-1 and A-1 ToU tariffs have
nearly the same results, and are within $10 of each other for every metric, for every elasticity
and battery size.

With no battery, the various settings of the A-1 and A-1 ToU tariffs make almost no
difference, particularly in terms of total welfare. The largest difference in total surplus
between any two such settings is nearly proportional to elasticity, with $5 annually at elas-
ticity Ed = −0.05, and $30 annually at Ed = −0.3 (recall that for the QU model without
intertemporal substitution and with a linear tariff, DWL is linear in elasticity).

With a medium battery, DR and PDP start to have beneficial effects. DR increases social
surplus by about $57 annually in the A-1 tariff, and $74 annually in the A-1 ToU. Elasticity

64Expenditure and cost are constant because the consumer parameters are calibrated to reproduce a given
reference consumption trace for each elasticity, and the battery plays almost no role under the A-1 tariff.

65The Harberger equation for DWL, (2.6), shows that without intertemporal substitution, deadweight
loss is linear in elasticity.
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Figure 2.4: QU model, changes in surplus from A-1 tariff benchmark; actual tariffs

does not change these tariff effects by more than a dollar within the range we simulate. The
effect of PDP is much smaller and typically less than $20 annually, except with elasticity
Ed =−0.3, in which it is $56 annually. Also, more of the benefits from DR accrue to the
consumer (with all parties benefiting when capacity costs are accounted for), which may
make DR more viable than PDP as a voluntary program.

With a large battery, the effect of DR is the same as it is in the Medium battery, plus or
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minus two dollars. However, PDP becomes more efficient, resulting in social surplus benefits
$30-$40 greater than DR. In this case, the benefits mostly accrue to the consumer, and the
retailer sees a reduced energy surplus, but after accounting for capacity costs, all parties are
better off.

A-6 ToU

With no battery, the A-6 ToU tariff is strikingly less efficient than the A-1 tariffs. We dis-
cussed this above in Section 2.5.1: the very high markups during peak ToU periods suppress
consumption during those periods; and without load shifting, the A-6 ToU’s consumption-
suppression effect outweighs the effect of the lower prices during the off-peak ToU periods.
At elasticity Ed = −0.1, the difference is about $150 annually, and this effect is linear in
elasticity. With low elasticities, the price increase in the A-6 ToU causes a large monetary
transfer from the consumer to the retailer ($140 with Ed=−0.1), but as elasticity increases,
the consumer cuts back, and the size of the transfer diminishes.

With a medium battery, the efficiency effects of the A-6 ToU are similar as without a
battery, but the allocation of surplus is much more favorable to the consumer. The effects
of elasticity on the allocation of these losses are similar as above, except that the retailer
shares in the losses for larger elasticities.

With a large battery, the A-6 ToU becomes more efficient than the A-1, by approximately
$110 annually. We have discussed part of the explanation above, particularly in connection
with Figures 2.2 and 2.3: disregarding capacity costs, the beneficial effect is due to the
fact that the consumer consumes greater amounts, enjoying higher consumption utility, not
because the battery usage is itself efficient. However, we also see that the A-6 ToU generates
substantial capacity cost savings with the large battery, since most system peak hours occur
in the peak ToU period. We note that elasticity has very little effect with the large battery.

Peak Day Pricing has a much more pronounced effect in the A-6 ToU tariff than in the
A-1 tariffs with the small and medium batteries, although the resulting efficiency is still
much less. PDP results in substantial capacity cost savings, as well as smaller consumer
losses.

With no battery and with the medium battery, DR has a smaller effect in the A-6 ToU
tariff than it does in the A-1 tariffs. With a large battery, neither PDP nor DR has an
appreciable effect in the A-6 ToU tariff.

Hypothetical Tariffs

The social surplus results for the hypothetical tariffs is largely explained in Sections 2.5.1
and 2.5.2: with no battery, the Opt Flat tariff is more efficient than the A-1 RTP. However,
as the consumer becomes able to intertemporally substitute, the Opt Flat tariff is greatly
surpassed by the RTP tariffs.

The SMC RTP and Opt Flat tariffs induce huge transfers from the retailer to the con-
sumer, because they do not include volumetric adders. This prevents us from plotting the



CHAPTER 2. WELFARE EFFECTS OF DYNAMIC ELECTRICITY PRICING 35

hypothetical tariff results on the same scale as the real tariffs above. The A-1 RTP tariff also
transfers money to the consumer, but less than the others do, reflecting the fact that the im-
plied generation rate that is subtracted off from the A-1 to arrive at the A-1 non-generation
rate is actually much greater than the average LMP.

In all cases, the Real-Time Pricing tariffs are much more efficient than actually exist-
ing tariffs. It is easier to compare the efficiency of real and hypothetical tariffs above in
Figure 2.1, where they are all on the same scale.

Figure 2.5: QU model, changes in surplus from A-1 tariff; hypothetical tariffs

HVAC consumption model

The comparison across tariffs is less daunting for the HVAC case, since we only consider a
single consumption model. In Figure 2.6, we display changes in welfare relative to the bench-
mark of the A-1 tariff. The A-1 tariff induces a social surplus of -$68,100, which is negative
because the value of meeting the comfort constraints is normalized to zero. Consumer ex-
penditure under the A-1 tariff is $146,795.66 This data is also presented in Table A.15.

In the HVAC consumption model, the decompositions we introduced above, distinguish-
ing between level effects and load shifting effects, do not apply. Nevertheless, it is clear from

66For ease of reading, we truncate the plot at $35,000. The increase in consumer surplus from changing
to the SMC RTP tariff is $113,491, and for changing to the Opt Flat tariff, that increase is $107,534.
These tariffs entail huge transfers to the consumer, because they do not include volumetric adders. Any
realistic implementation would need to include some kind of lump-sum transfer from the consumer, which
would arbitrarily change the right endpoints which are not visible here. Also note that by construction, the
endpoint of the red arrow is the change in energy generation cost from the A-1 benchmark.
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Figure 2.6: HVAC model, changes in surplus from A-1 tariff

the problem formulation that this demand system is subject to load shifting effects but not
level effects, in the sense that multiplying all tariff prices by a positive scalar has no effect
on the consumer’s optimal solution.67

The HVAC model results are very different from those for the Quadratic Utility consumer,
presumably largely because of the absence of level effects. The A-1 ToU tariff is very similar
to the flat A-1, but with Peak Day Pricing, the A-1 ToU achieves large cost savings, of about

67This is because the consumer’s optimization problem is to minimize expenditure, subject to comfort
constraints. This problem can be reformulated so that the objective is linear in the vector of retail prices,
with no prices showing up in the constraints. Then scaling the vector of prices scales the objective function
(by linearity) without affecting the constraints, so that the optimal solution is unaffected. If a tariff includes
complicated elements like demand response or demand charges, prices show up in auxiliary constraints. But
these constraints can be eliminated by substitution into the objective, at the cost of no longer having a
standard-form LP or MIP, which only matters for computational reasons.



CHAPTER 2. WELFARE EFFECTS OF DYNAMIC ELECTRICITY PRICING 37

$12,500. Every other tariff induces a substantial improvement over the A-1 tariff, mostly
because of large capacity savings. This is especially the case for the A-6 and E-19 tariffs,
which have very aggressive ToU pricing. Demand Response (without baseline manipulation)
is always beneficial, with the effects are largest in the A-1 and A-1 ToU tariffs. In all tariffs,
PDP has positive effects – by far the most beneficial in the A-1 ToU tariff, where it saves
approximately $12,500 in capacity costs.

SMC RTP is, reassuringly, the most efficient tariff. But it is striking, and surprising, that
the A-6 ToU tariffs are more efficient than the hypothetical A-1 RTP, and that the E-19
tariffs are only slightly less efficient than the A-1 RTP. The benefits from these aggressive
ToU tariffs are primarily due to reductions in capacity costs, which more than compensate
for less beneficial energy cost effects (as compared to A-1 RTP). This can be seen by noting
that the endpoint of the red arrow represents the change in social energy costs, and the
length of the purple arrow represents the reduction in capacity costs. The A-10 tariff has
similar energy costs as the A-1, but, presumably due to demand charges, has lower capacity
costs. The E-19 tariff has consistently higher generation costs than the A-1 benchmark, but
the capacity cost savings more than compensate, so that it is also more efficient than A-1.

The fact that the hypothetical A-1 RTP tariff does not compare as favorably against
realistic tariffs as it does in the Quadratic Utility model, due to its smaller reductions in
capacity costs than those achieved by the realistic tariffs, probably indicates that RTP
tariffs should include contribution to capacity costs, as our simulated RTP tariffs do not.
It appears that LMPs alone do not provide a sufficient incentive to reduce system capacity
costs, particularly when their effect is diluted by flat volumetric adders. However, we should
note that our methodology for computing capacity costs is subject to noise, being derived
from such small “samples” of hours, and is based on a public available dataset which we do
not regard as a particularly reliable measure of actual capacity costs.68

The most dramatic pattern in private expenditures in the comparison of real tariffs is
that the A-6 ToU and E-19 ToU tariffs are the cheapest for the consumer. This is because
our HVAC system is very capable of intertemporal substitution, perhaps particularly in the
weather regime we consider, so that the tariffs with the lowest off-peak price are the cheapest.
This substitution entails a loss of retailer energy surplus, because the retail price differences
are greater than the average wholesale price differences. The hypothetical tariffs all induce
large transfers from the retailer to the consumer, because actual tariffs include such high
markups over LMPs.

68One way to reduce the variance of capacity cost estimates would be to average effects across heterogenous
consumers. Another would be to adopt something like the “probabilistic” capacity charge allocation from
Boomhower and Davis (2016).
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2.6 The Effects of Demand Response and DR

Distortions

In this section, we examine the welfare effects of Demand Response, with a focus on two
economic distortions commented on in the literature: “baseline manipulation” and “double
payment” (Chao and DePillis, 2013; Hogan, 2010; Borlick et al., 2012).

2.6.1 Theoretical Overview

Baseline Manipulation

A fully rational consumer who understands the method used for determining the DR baseline
may have an incentive to artificially inflate her consumption during certain periods in order to
increase the rewards from DR “reductions” during periods of high reward pDRt . In our model
the baseline values are determined endogenously as part of the optimization problem, so these
incentives are captured correctly and we can indeed observe this behavior in our simulations
(see below for examples). To evaluate the effects of baseline manipulation compared to the
behavior of a non-strategic customer, we consider a no-manipulation benchmark that we
refer to as “baseline-taking equilibrium”:

Definition 1 (Baseline-Taking Equilibrium). Let β : q 7→ qBL denote the function map-
ping a consumption sequence q = (q1, . . . , qT ) to a sequence of baseline values qBL =
(qBL1 , . . . , qBLT ), and let C denote the set of constraints on state and control variables of
the consumer. Then (x∗,u∗,q∗) is a baseline-taking equilibrium if q∗ = β(q∗) and (x∗,u∗) ∈
arg maxx,u∈C V(x,u; q∗).

In words, a baseline-taking consumer regards the DR baseline values as exogenously
given data, rather than decision variables as in the “fully rational” model. In equilibrium,
the consumer’s optimal response to these baseline values results, as computed by the given
baselining methodology (in our case, CAISO “10 in 10”), in the given DR baseline. That
is, the vector of baseline quantities is a fixed point of the operator β(·) in Definition 1.
Algorithm 5 in Appendix A.1.2 describes the fixed-point iteration we use to compute a
baseline-taking equilibrium.

The contrast between such a baseline-taking equilibrium and the strategic, or “baseline-
manipulation” optimum is analogous to the contrast between a price-taking equilibrium on
the one hand, and monopoly or Cournot oligopoly pricing outcomes on the other.69

69To solve for a price-taking equilibrium, the economist characterizes producers’ optimal quantity response
as a function of an exogenously determined price over which the producer has no strategic control. Then
the economist uses a market-clearing condition relating prices and total production quantities to determine
the equilibrium price that supports these quantity decision. By comparing prices and quantities in both
economic environments, one can, arguably, capture the effects of strategic “manipulation” of baselines, and
prices, respectively.
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To illustrate some of the baseline manipulation resulting from the distorted incentives
we show some simulation results that highlight the effect of DR with and without baseline
manipulation. These plots show how a fully rational (i.e. strategic) DR participant would
behave with advanced knowledge of DR event days. They also demonstrate that optimal
behavior in baseline-taking equilibrium corresponds to an intuitive understanding of how a
boundedly rational DR participant, who ignores the incentive to inflate the baseline, would
behave instead.

Baseline manipulation in the QU model A sample solution from our simulation of
the Quadratic Utility model under the Opt Flat tariff with elasticity Ed=−0.3 is shown in
Figure 2.7 for the strategic agent (“CAISO”), the baseline-taking agent (“BLT”), and the
“Nominal” agent, who is not exposed to any DR incentives. We highlight the DR event
as well as the associated “BL-relevant” periods, i.e. the periods that are considered for
determining the baseline value for the DR period.

The top panel of Figure 2.7 shows the charging (u1) and discharging (u2) rates of the
consumer’s battery.70 We see that immediately before and during the DR event, both the
strategic agent and the BLT agent act the same: before the event they charge the battery,
and then they consume from the battery during the event. The middle panel shows the total
energy drawn from the grid (u1 + u3). From this we see that during the DR event both the
strategic and BLT agent in fact consume exclusively from their battery and draw no power
from the grid (the Nominal agent ignores the event). But at 24 and 48 hours before the
event, the BLT agent acts the same as the Nominal agent, while the strategic agent charges
its battery as rapidly as possible during the baseline-setting hour, and discharges during the
subsequent two hours. The evolution of the battery charge,71 shown in the bottom panel of
Figure 2.7, reflects the behaviors described above.

Baseline manipulation in the HVAC model We present a similar sample solution for
the HVAC model under the A-1 ToU tariff in Figure 2.8. The top panel shows the cooling
power, while the bottom panel shows the evolution of the temperature in the building. Since
this is a hot summer day, the building has to use a significant amount of energy to cool the
building in order to satisfy the comfort constraints.

In the 12 hours leading up the DR event, the strategic and the BLT agent both behave
in the same way: they pre-cool the building considerably, so that during the DR event,
they can forgo the use of cooling. In the temperature evolution we can see that after the DR
event the temperature hits the upper constraint. This can be contrasted with the behavior of
the Nominal agent, who does not pre-cool the building and hence needs to use considerable
cooling power during the DR event in order to satisfy the comfort constraint. 24 hours

70We do not include the respective inputs of the nominal agent, who under the OptFlat tariff does not
utilize the battery and exclusively consumes energy directly from the grid.

71Note that in our discrete-time model the charging and discharging during period t is reflected in the
battery charge only in period t+ 1.
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Figure 2.7: Baseline manipulation behavior in the QU model, OptFlat, medium battery

before the DR event, the BLT agent’s behavior is indistinguishable from that of the Nominal
agent, while the strategic agent “overcools” for an hour by running the HVAC at a higher
power level than necessary for satisfying the comfort constraints (we can see this because the
associated temperature trace drops slightly below the other temperature traces in the hour
after the baseline-relevant hour, whereas at other times it is mostly hidden behind them).
Then the strategic DR participant allows the temperature to drift back up to the upper
constraint. Given our modeling assumption that the building’s occupants are indifferent
to temperature as long as it satisfies the comfort constraints, this overcooling behavior is
wasteful, because the energy needed to maintain a certain temperature level is greater the
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Figure 2.8: Baseline manipulation behavior in the HVAC model

further it is from the temperature the building would be without actuation.72

Double Payment

The other economic distortion we consider is “double payment.” Under the compensation
scheme mandated by FERC Order 745 (FERC, 2011b), providers of Demand Response
are to be paid for reductions from their historical baseline at the LMP. But by reducing
consumption, the DR participant also avoids paying the retail price pRt . The retail price can
be decomposed into a component that reflects the average cost of energy procurement, plus a
markup intended to recoup the retailer’s additional costs, particularly their fixed costs. We
can write this decomposition as pRt = E[pWt ]+T&Dt, where the first term denotes the average
wholesale price, and the second denotes fixed costs such as Transmission and Distribution.

72If the only exogenous determinants of building temperature were outside temperature, this would be the
simple result of Newton’s law of cooling, which states that the rate at which a body dissipates heat into its
surroundings is proportional to the difference between the body’s temperature and that of its surroundings.
In a model with higher order terms relating power draw and HVAC cooling output, overcooling might be
wasteful also because it would encourage the building to run the HVAC at an inefficiently high level; but in
our linear model, this is not an issue.
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The result is that, in a DR hour, the avoided expenditure, or effective “net price” per MWh
reduced, is pRt + pWt , which exceeds the efficient price by pRt . But in an average hour, the
retail price exceeds the efficient price by only T&Dt.

73

Many economists have concluded on the basis of this and other arguments that this
effective price is too high (Borlick et al., 2012; Chao and DePillis, 2013), and that if baseline-
dependent DR is to exist, the DR payment should be the LMP minus some quantity, usually
referred to as “G” (for “generation”), to correct the effective net price. However, there is
a lack of clarity in the literature about what exactly this “G” should be. Some authors
take it to be the retail rate (Chao and DePillis (2013); Borlick et al. (2012); Borlick (2010);
Shanker (2010)), so that the effective price is pWt in DR hours. This is the efficient price
for a single hour considered alone. But Hogan (2010) (also approvingly cited by Chao and
DePillis (2013)) argues that “G” refers to “the imputed generation portion of retail rates.”
If the imputed generation component E[pWt ], then the LMP-minus-G payment is pWt −E[pWt ],
and the effective net price is T&Dt + pWt .

When we simulate the elimination of the double payment distortion by making LMP-
minus-G payments in our study, we adopt a variant of this latter approach subtracting
an imputed generation component of the retail price from the LMP payment. This seems
sensible because it equalizes average markups across DR and non-DR hours (see Section
2.5.2), and DR does not necessarily abate fixed costs (although that point is arguable).

To derive the imputed generation component of a retail tariff, we subtract the “non-
generation rate” for that tariff from the tariff itself. The non-generation rate is a surcharge
paid to PG&E by customers of Community Choice Aggregation customers, to cover PG&E’s
infrastructure costs (see Table 2.3, which includes data from Pacific Gas and Electric Com-
pany (a)). In our hypothetical Opt Flat tariff, we take the imputed generation component to
be the average LMP itself, since the Opt Flat tariff represents the average generation rate.

Tariff Non-Gen Imputed Gen Average SMC

Summer peak 262 128 134 61
Summer part-peak 253 128 125 55
Summer off peak 225 128 97 46
Winter part-peak 175 97 77 55
Winter off peak 155 97 58 48

Table 2.3: Load-weighted average A-1 ToU prices, non-gen component, and NP-15 SMC, all
in $/MWh

While we consider this to be a reasonable and realistic way of decomposing PG&E’s tariffs
into generation and non-generation components, this decomposition results in generation

73This analysis disregards externality costs. To account for externality costs, the reader can subtract them
from T&Dt in what follows. This is straightforward in our setting, because externality costs are essentially
time-invariant in California, as natural gas is the marginal fuel in the majority of hours (see Appendix A.3.2
and Callaway et al. (2015)).
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components that are much higher than the average LMP.74 The resulting value of “G”
is a sort of compromise, intermediate between the retail rate itself endorsed by Chao and
DePillis (2013) on the high side, and the average wholesale price, which is perhaps the lowest
value suggested by Hogan (2010), on the low side. It seems the fact that PG&E’s imputed
generation component is so much higher than the average LMP is accounted for by CPUC
mandates to procure various expensive renewable resources, such as wind, solar, and biogas
energy, using out-of-market feed-in tariffs.75

2.6.2 Simulation Results: DR Distortions

We now present our findings on the effects of DR with and without the two economic dis-
tortions just introduced, for both the Quadratic Utility model and the HVAC model.

In Figures 2.9 and 2.10, we plot, for both consumption models, the welfare effects of
the four DR variants: standard DR with both the manipulation and double payment distor-
tions (“DR”); DR without double payment (“LMP-G”); DR in a baseline-taking equilibrium
(“BLT”); and DR without double payment and in a baseline-taking equilibrium (“BLT &
LMP-G”). The welfare effects are represented in terms of their changes (in $) from the no-DR
benchmark, as in the previous figures.

We explore the welfare impacts of these different demand response environments under
two tariffs: A-1 ToU and Opt Flat. We choose the A-1 ToU tariff as representative of extant
tariffs, as flat tariffs such as the A-1 are being phased out for commercial and industrial tariffs,
and are not available to customers with smart meters (Pacific Gas and Electric Company,
b). We choose the Opt Flat tariff because it is common in the DR and dynamic pricing
literature to treat DR as superimposed on a second-best tariff, i.e. in which the retail price
is the average social marginal cost (Chao and DePillis, 2013, Appendix A).

Note that, in our model, DR can never have a detrimental effect on the consumer surplus,
because participation is voluntary and we assume that the consumer has perfect foresight.

Quadratic Utility Model

In general, the changes in surplus due to DR for the Quadratic Utility consumption model
are on the order of several hundred dollars at most. This is very small as a fraction of
total social surplus since calibration of inelastic utility functions results in very large social
surpluses (ranging from $8,855 for elasticity Ed = −0.3 to $21,435 at elasticity Ed = −0.1).
However, in absolute terms, or as a fraction of the annual electricity bill (calibrated to be
equal to $4,013 annually in the A-1 case), the changes are more substantial.

74A reasonable alternative would be some kind of load-weighted average LMP. Since PG&E publishes
representative consumption data for each customer class (Pacific Gas and Electric Company, 2016a), a
separate load-weighting measure could be used for each tariff.

75See Senate Bill 1122 (California State Senate, 2012), as well as Pacific Gas and Electric Company
(2016d).
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In Figure 2.9, we plot the results for a demand elasticity of Ed=−0.1.76 Since the effects
of DR are almost negligible without battery storage, this lack of dependence on demand
elasticity suggests that the economically significant effects of DR are a result of battery
storage arbitrage, and are mostly financial from the consumer’s perspective, without much
effect on end-use consumption quantities.

Figure 2.9: Quadratic Utility social surplus changes, DR and distortions, Ed=−0.1

DR has an appreciable effect on the surpluses whenever there is battery storage. In these
cases, manipulation of the DR baseline has a comparatively large and detrimental effect
on social surplus. That is, “BLT” always has a higher surplus than “DR,” and “BLT &
LMP-G” always has a higher social surplus than “LMP-G.” Whenever DR with baseline
manipulation has a non-negligible effect, the consumer benefits are much greater than for
the corresponding BLT case, but the aggregate social benefits are smaller, which implies
a financial transfer from the retailer (really, the rest of society) to the consumer, which is
sometimes quite large.77 In baseline-taking equilibria, the retailer surplus increases under

76The plots for elasticities in the range from -0.05 to -0.2 are very similar for both tariffs, so we only
include one. In the tables in Appendix A.5 we also present results for Ed = −0.3, but this case is more
extreme, and perhaps not very realistic.

77Ignoring capacity costs, this transfer is the length of overlapping blue and red arrows. Accounting for
capacity costs, one would replace the red arrows with the sum of the red and purple arrows. Note that for
any tariff, the transfer between the consumer and the retailer could be changed to any desired values by
changing the fixed charges, i.e., the meter charges.
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the A-1 ToU tariff, and is unaffected under the Opt Flat tariff. The retailer benefits are
entirely due to reduction in capacity costs (purple arrows).

Without a battery, DR is beneficial to society, but the scale is negligible: at most $15
annually (a little over $1 a month) under the very high elasticity Ed = −0.2, and at most
$3 annually under the more plausible elasticity of Ed = −0.05. The largest effect of DR
without a battery (and the only one greater than $15 annually) is a reduction in generation
cost of $36 annually, when Ed = −0.3.

With a medium battery, all DR variants increase social surplus, with an increase between
$50 and $75 in the A-1 ToU tariff, and between $19 and $60 in the Opt Flat tariff. The
lower ends of these ranges come from the baseline manipulation cases, and the upper ones
are from baseline-taking equilibria. Eliminating the double payment distortion (“LMP-G”
vs. “DR,” and “BLT & LMP-G” vs. “BLT”) has a small positive effect (sometimes none) on
total surplus, and has a more substantial effect of redistributing part of the change in social
surplus from the consumer to the retailer (reducing the size of the transfer from the retailer
to the consumer in the baseline manipulation case, and magnifying the retailer’s revenue
increase under baseline-taking). In the basic DR setting (with both manipulation and double
payment), DR increases the social surplus by $20 annually, but involves a transfer from the
retailer to the consumer of $60 to $65 in the A-1 ToU and $140 in the Opt Flat tariffs,
annually. In the real world, much of such a transfer would likely involve cross-subsidization
from consumers who do not participate in DR. But without baseline manipulation, both the
retailer and the consumer see improvements from DR, which is what one would hope for
from a DR program.

With a large battery, the effects of DR are quite large and mixed. Strikingly, increasing
the battery size from Medium to Large has a negligible effect on total surplus in baseline-
taking equilibria, and has a large negative effect when manipulation is possible (comparing
results for the Large vs Medium battery). With both manipulation and double payment,
DR has a small negative effect on social surplus in the A-1 ToU tariff ($10 annually), and
a larger negative effect in the Opt Flat tariff ($190 annually). These totals include large
transfers from the retailer to the consumer: about $220 and $380 respectively. Without
manipulation, society gains $60 to $70 annually from DR, and the retailers revenues either
increase or are unaffected, as compared to no DR.

These results compare DR tariffs against the A-1 ToU benchmark, which changes slightly
with battery size. So we also summarize the effects of increasing the battery size on social
surplus in DR tariffs: With Demand Response, increasing battery size can increase social
welfare by between $23 and $36 annually in the A-1 tariff, and $44-$48 in the A-1 ToU (the
high end of the ranges are from lower elasticities). The private gains are smaller. With
baseline manipulation, a medium battery realizes a value to society of $14-$26, but with a
large battery, the surplus decreases by $21-$26 annually. In conjunction with our discussion
above, this suggests that under our modeling assumptions RTP tariffs may make battery
investments worthwhile, but DR programs do not justify them, and may even make the
operation of a battery economically destructive.

To sum up, in the Quadratic Utility model, the effects of DR on total surplus are highly
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dependent on the base tariff (A-1 ToU vs. Opt Flat), the size of the battery, and the type of
economic distortions allowed for, but are not dependent on elasticity. Baseline manipulation
is always worse for society than baseline-taking behavior, and can in fact make the net social
effects of DR deleterious. DR with baseline manipulation results in large transfers toward the
consumer whenever there is any effect on efficiency. Double payment has smaller efficiency
effects, mostly redistributing changes in surplus from the retailer to the consumer.78 A large
battery as compared to a medium battery is good for the consumer, but neutral for society
in baseline-taking equilibrium, and bad for society when baseline manipulation is possible.

As a side-note, the non-monotonicity of the effect of the battery size on social surplus
reflects the complexity of tariff incentive effects when consumers can intertemporally sub-
stitute, an issue we explored earlier in Section 2.5.2, particularly Figures 2.2 and 2.3, with
respect to the A-6 ToU tariff.

HVAC Model

Figure 2.10 shows the changes in surpluses for the HVAC model, from the no-DR benchmarks
for the A-1 and Opt Flat tariffs respectively. For the A-1 tariff, the benchmark social surplus
(negative generation cost minus capacity cost with no DR) is -$68,100, and the individual
expenditure is $146,795. For the Opt Flat tariff, the social surplus benchmark is nearly same
as that of the A-1 tariff (-$68,097), and the individual expenditure is $39,261.79

Under the A-1 ToU tariff, the effect of Demand Response is always beneficial for society
in aggregate. It is also beneficial in every component of social surplus, except in the case with
both DR distortions, in which case the retailer is negatively impacted in terms of energy costs,
but in turn sees a larger benefit in terms of reduced capacity costs. The pattern of results
stemming from distortions is hard to explain: eliminating baseline manipulation is good for
society in the presence of the double payment distortion, but it is deleterious for society under
LMP-G compensation. Similarly, eliminating double payment is beneficial under baseline
manipulation, but it is harmful in baseline-taking equilibria. And the “undistorted” outcome
with baseline-taking and LMP-G, is the worst of all four combinations of distortions.

In the Opt Flat tariff, the effects are much more concordant with economic intuition.
This might be expected, since the Opt Flat tariff is the standard setting under which DR is
studied, and we do not have to worry about the interaction of the DR incentives with high
markups and potentially distorted time-of-use price ratios. Demand Response is deleterious
for society with baseline manipulation, but beneficial in baseline-taking equilibrium. What
is striking is the extremely high transfer from the retailer to the consumer under baseline

78The notable exception to this is in the A-1 ToU tariff, with the large battery and baseline manipulation,
where eliminating double payment creates a $25 annual gain for society, transforming effects that were slightly
or negligibly deleterious into effects that are noticeably positive.

79Since the A-1 tariff is also flat, the only difference in incentives between the two tariffs is the incentive
to substitute between summer and winter seasons in the A-1 tariff, which is only possible for a few hours
annually. The Opt Flat individual expenditure is lower than the social cost of generation because the Opt
Flat tariff does not reflect capacity costs.
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Figure 2.10: HVAC social surplus changes, DR and distortions (benchmark social cost of
generation and capacity: $68,100)

manipulation (note though that reduced capacity costs still have a significant positive effect
on retailer surplus). Eliminating the double payment distortion is beneficial under baseline
manipulation. In baseline-taking equilibrium, it has a small effect on total welfare, which is
almost entirely a redistribution of revenue from the consumer to the retailer. This suggests
that double payment does not have a large effect on consumption behavior in baseline-taking
equilibrium.

2.7 Discussion

Throughout this chapter, we have observed that, not all too surprisingly, the efficiency effects
of different tariffs depend strongly on the underlying consumption model. Moreover, they are
subject to some rather unintuitive interactions of various aspects of the tariffs (in particular
PDP and DR) that are hard do explain, yet alone to foresee. This provides an argument for
policymakers to design simple tariffs whose efficiency properties can be easily understood,
rather than trying to address specific shortcomings of tariffs by complicated designs.

The main limitation of our approach is that it considers data – LMPs, periods eligible
for DR, and weather – to be known to the consumer in advance. This perfect knowledge
assumption is clearly restrictive, and we would expect consumer behavior in DR tariffs to be
somewhat different in a more realistic setting with limited information about future wholesale
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market prices and DR events.80 A central concern of ours are the efficiency effects of baseline
manipulation. Intuitively, we would expect that perfect foresight gives the consumer the
greatest ability to artificially inflate her baseline, and hence expect that our estimates of
the social cost of baseline manipulation over-estimate the true cost. We view the current
investigation as a first step in this direction.

Ideally, we would be able to extend our formulation to such more realistic cases by adopt-
ing methods such as approximate dynamic programming (Powell, 2011), stochastic multi-
stage programming (Defourny et al., 2011), or stochastic MPC (Mesbah, 2016). However,
if the goal is to retain the ability to treat complex consumption models and to formulate
the DR baseline endogenously as part of the optimization problem, the extension to such
methods poses very significant challenges, at least if the resulting algorithm should be of
any reasonable computational complexity.81 The “perfect information relaxation” that we
examine in the present work would be an important first step in benchmarking any such
approximately optimal policies under more realistic information structures (Brown et al.,
2010).

We hope that our open source software package pyDR (Balandat et al., 2016a) provides
other researchers with a useful tool to study welfare effects of dynamic electricity pricing
under a broad range of consumption models and tariffs.

80For standard tariffs without DR (including ToU and PDP variants), information about LMPs is irrele-
vant to the consumer except for their correlation with CPP events.

81Our baseline-taking equilibrium concept and associated fixed-point algorithm translate to the stochastic
multistage programming setting in a relatively straightforward way. However, the combination of hourly
consumption decisions and the long-range dependence of the DR baseline on consumption decisions would
result in prohibitively large scenario trees, with or without baseline manipulation. Perhaps heuristic methods
could be applied to generate tractable scenario trexes with a satisfactory level of modeling fidelity.
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Chapter 3

Contract Design for Provision of
Frequency Regulation Capacity via
Aggregation of Commercial Buildings

The dynamic retail tariffs we investigated in the previous chapter aim to help load serving
entities to balance supply and demand on a relatively slow time-scale, where imbalances
are typically resolved in energy markets. These markets run on different time-scales (day-
ahead, hour-ahead, real-time) in oder to benefit from the increasingly accurate demand and
supply forecasts as lead time decreases. At some point, however, running such an energy
spot market becomes impractical. Instead, the grid operator procures generation capacity,
so-called Ancillary Services (AS), that can be dispatched on much faster time-scales. The
highest quality AS is frequency regulation (up and down), over which the operator has near
real-time control.

Traditionally, these frequency control reserves have been provided by conventional gener-
ators, primarily hydro and natural gas fired power plants. Due to the increasing penetration
of renewables, more and more generation is becoming uncertain and intermittent, which re-
sults in an increasing need for frequency regulation reserves (Halamay et al., 2011; Makarov
et al., 2009). Instead of providing these capacity reserves solely using conventional genera-
tors, the mitigation of frequency deviations can also be supported by demand-side resources.
Compared to rather crude approaches such as load shedding during DR periods, the perfor-
mance requirements for a demand side resource to serve as a AS resource are much stricter.

As we have argued in the previous chapter, buildings have temporal flexibility in parts
of their power consumption due to their inherent thermal storage capacity. In this chapter
we consider the problem of grouping several mid-to-large size commercial buildings together
by an aggregator, which uses the buildings’ inter-temporal consumption flexibility in order
to provide frequency regulation capacity in the AS market. As Hao et al. (2013) point out,
commercial buildings seem particularly well suited for this task due to their comparatively
large power consumption, advanced building management systems, and their HVAC systems’
potential to follow a high-frequency regulation signal.
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In order to avoid load shedding or violating user comfort one generally needs to plan
ahead, i.e., back off from comfort and actuator constraints to increase flexibility in power
consumption. This can for example be achieved by using Model Predictive Control (MPC),
see (Henze et al., 2005; Oldewurtel, 2011; Ma et al., 2012) and references therein. The
idea of using MPC to have commercial buildings provide frequency regulation has been
proposed earlier by Vrettos et al. (2014) and Maasoumy et al. (2014). Like most of the
initial work in this domain, Vrettos et al. (2014) assumes that the objectives of aggregator
and buildings are perfectly aligned. However, unless aggregator and buildings are under the
same ownership, this will usually not be the case. Indeed, having buildings provide regulation
capacity typically requires less aggressive control strategies and hence results in a more costly
operation. An aggregator therefore will need to compensate the building for the service it
provides. Hence, while there may be significant potential for using buildings to provide
frequency regulation, a large part of this potential can only be tapped by providing the
correct financial incentives. While Maasoumy et al. (2014) take some steps in investigating
this problem, they do so in a rather ad-hoc way, and do not provide a structured approach
to determining incentives that are optimal in some sense.

In this chapter, we formulate the aggregator’s optimal contract design problem. For
simplicity, we limit ourselves to the case without information asymmetries between buildings
and aggregator. We propose a contract structure in which a building agrees to adjust its
power consumption according to a regulation signal within time-varying capacity bands
around a nominal power schedule. In exchange, the building receives a monetary reward from
the aggregator. The financial risk for the building due to following the regulation signal can
be absorbed by the aggregator by charging the building for its energy consumption according
to its nominal schedule. The resulting problem is a bilevel optimization problem, in which
the aggregator jointly optimizes over nominal schedule, capacities and rewards in order to
maximize its expected profit, subject to the buildings’ individual rationality constraints.
Using techniques from integer programming we cast this bilevel problem as an equivalent
mixed-integer program. Moreover, we show that if buildings do not impose externalities
on the aggregator, determining the resulting “first-best contract” (Laffont and Martimort,
2002) reduces to solving a Linear Program.

3.1 Preliminaries

Wholesale Markets for Ancillary Services

We consider Ancillary Services (AS) markets in deregulated wholesale electricity spot mar-
kets. Specifically, we focus on the frequency regulation capacity market run by CAISO.1

The market rules specify bidding, clearing and settlement processes. Certified market par-
ticipants, called Scheduling Coordinators (SC), bid into the AS market and commonly rep-

1While details of the implementation vary, the basic market setup is quite similar among different ISOs
in North America, so our formulation can easily be extended to other markets.
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resent multiple resources (generators or participating loads). For simplicity we will in the
following speak of resources bidding in the market, with the understanding that is in fact
the associated SC who places the bids.

Like energy markets, frequency regulation capacity markets run on different timescales,
namely the Day-Ahead Market (DAM) and the Real-Time Market (RTM). Each market
operates as follows: After submitting its bids (consisting of maximum capacities and prices
for both regulation up and regulation down), a resource gets awarded a regulation capacity
schedule based on a uniform price auction conducted by the ISO. The market clearing process
is a large-scale optimization problem, in which capacity prices are determined from the dual
variables (commonly referred to as “shadow prices”). At run-time, the resource then receives
a Load Frequency Control (LFC) signal ω from the ISO, specifying how much it should
deviate from its nominal power schedule (which is determined in the energy market). The
LFC signal is constrained to the awarded regulation capacities. The ISO has direct access
to measurements of the power output of the resource, and hence can verify whether it has
fulfilled its obligations. If that is the case, then the resource receives a capacity payment
according to the market clearing price.2

The Role of the Aggregator

We are interested in using the temporal flexibility that buildings have in terms of their
HVAC power consumption in order to offer regulation capacity to the grid. The role of
the aggregator is to provide an interface between the electricity spot market on one side
and the individual buildings on the other, as illustrated in Figure 3.1. There are many
reasons why individual buildings cannot easily participate as resources in the wholesale
market themselves. Firstly, some markets have minimum bid size requirements (Cutter et al.,
2009) that often exceed the power consumption of single buildings. Moreover, participating
in the market creates additional overhead — not only does it involve acquiring the necessary
certifications from the ISO (California Independent System Operator Corporation, 2015a),
but it also requires understanding market processes and developing bidding strategies, tasks
that building managers are typically not familiar with.

An aggregator with expertise in these areas, on the other hand, can aggregate different
buildings and bundle their individual flexibilities in such a way that the resulting product
is suitable for sale in the spot market. In order for the individual buildings to be willing
to participate in such a scheme, the aggregator must provide financial incentives. While
the market interface is well defined and clearly specified, the aggregator has large freedom
in choosing this incentive structure.3 Here we take a contract-theoretic point of view and

2Recently, ISOs have been ordered by the federal regulator to implement “pay for performance” compen-
sation (FERC, 2011a), which rewards resources for performance (e.g. mileage payments or signal tracking
accuracy) in addition to capacity. For simplicity we will restrict our attention to capacity payments.

3This situation is the same as in residential DR programs, in which DR providers can decide relatively
freely how they want to dispatch and reward their customers.
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Figure 3.1: The aggregator as an interface between AS market and buildings

consider the problem of maximizing the aggregator’s profit over all contracts within a certain
class. It should be noted that the resulting scheme is generally not an energy-saving solution.

The Basic Contract Structure

The basic structure of the contract we propose between aggregator and an individual building
is the following: For a given scheduling horizon,4 the building agrees to adjust its HVAC
power consumption with respect to a nominal power schedule, based on a regulation signal w̃
it receives from the aggregator that is guaranteed to lie within certain bounds. The building
is charged for its energy consumption according to this nominal schedule, and the aggregator
pays the building a one-time monetary reward R. Nominal schedule, capacity bounds and
reward are all part of the contract specification.

Importantly, such a contract need not directly involve the building’s power provider, e.g.,
the local electric utility.5 In fact, the provider simply bills the building for its actual energy
consumption under the regulation signal and need not even know of the contract.6 The
difference between the realized cost and the hypothetical cost under the nominal schedule
can then be settled ex-post between building and aggregator. Charging the building only for
its nominal consumption is an important feature of our contract, as it does not expose the

4Since the aggregator is bidding in the spot market the scheduling horizon will not exceed 24 hours.
5The legality of retail customers interacting directly with an aggregator depends on the local legislation.

For example, nonresidential customers in California can enter such contracts (California State Senate, 2011).
6Here we assume that the power provider is either oblivious or indifferent to the relationship between

aggregator and customer. Without this assumption the question of incentives would become much more
challenging in this context.
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building to any financial risk associated with the randomness of the regulation signal. That
is, such a contract is ex-post individually rational by design.

Addressing the Different Timescales of the Problem

An interesting characteristic of the multi-level problem we consider here is that it takes
place on three different timescales, as illustrated in Figure 3.2. On the market level, bids,

Figure 3.2: Different time scales of the aggregation problem

prices and awarded AS capacities are determined for market intervals of length TM (typically
TM =1 h for DAM and TM =15 min for RTM). On the other extreme, at the level of frequency
control, the ISO sends a LFC signal ω that is piece-wise constant over intervals of length
TR � TM (TR = 4 s in CAISO AS regions). Given that the time constants of building
temperature dynamics are typically much larger than TR, it is not necessary to schedule
the nominal control on the timescale of the regulation signal. Moreover, the associated
optimization problem would be computationally challenging, if not intractable. Therefore
the control schedule for a building is determined for an intermediate interval length TS
which depends on the time-constants of the building, the frequency with which set points
can be changed, and the possible computational challenges with the solving the resulting
optimization problem. Commonly, TS will lie in the range of 5-15 minutes. Here we make
the following Assumption:

Assumption 3. There exist constants K,K ′ ∈ N such that TS = KTR and TM = K ′TS,
respectively.

We consider a contract design problem over a scheduling horizon of NM market periods
(e.g., NM = 24 for the Day-Ahead market) and let NS = K ′NM , NR = KNS and

TS(t) =
{
τ ∈ NS : t TM ≤ τTS < (t+ 1)TM

}
TR(τ) =

{
θ ∈ NR : τ TS ≤ θTR < (τ + 1)TS

}
We also write tτ = T−1

S (τ) and τθ = T−1
R (θ).

Our contract will be based on a robust scheduling problems solved for the sampling
time TS. This implicitly assumes that the regulation signal w̃ for a building, derived by the
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aggregator from the ISO’s LFC signal ω, is constant over intervals of length TS. However, in
reality the signal ω varies with frequency 1/TR. We thus need to make sure that the obtained
schedule is robust also for the actual building model on the faster time-scale. Fortunately,
this is the case for most building models, as we will show in the following section.

3.2 A Building’s Scheduling Problem

The Building Model

Consider a building b whose HVAC dynamics for sampling time TS are described by the
discrete-time LTI system7

xb
τ+1 = Abxb

τ +Bb(ub
τ + w̃b

τ ) + Ebvb
τ (3.1a)

yb
τ = Cbxb

τ +Db(ub
τ + w̃b

τ ) + F bvb
τ (3.1b)

with known initial condition xb
0 ∈ Rnbx. Here ub

τ ∈ Rnbu represents the control inputs to the
HVAC system, yb

τ ∈ Rnby is the system output and vb
τ ∈ Rnbv is the effect of weather and

occupancy in time interval t. The signal w̃b
τ ∈ Rnbu is a proxy for the regulation signal wb

θ

received by the aggregator. We write ub = (ub
0, . . . , u

b
NS

) and will use analogous notation for
other variables throughout this chapter.

Under some mild conditions, which are satisfied by most building models, one can show
that robustness of (3.1) with respect to w̃b

τ ∈ [−rb↓
τ , r

b↑
τ ] implies robustness of the “true”

fast-sampled system with respect to wb
θ ∈ [−rb↓

τθ
, rb↑
τθ

]. Specifically, suppose the model of a
building is given by the continuous-time LTI system

ẋ(t) = Acx(t) +Bc(u(t) + w(t)) (3.2a)

y(t) = Cx(t) +D(u(t) + w(t)) (3.2b)

Sampling this system with sampling times TR and TS using zero-order hold yields the discrete-
time LTI systems

x̃θ+1 = Ãx̃θ + B̃(ũθ + w̃θ) (3.3a)

ỹθ = Cx̃θ +D(ũθ + w̃θ) (3.3b)

xt+1 = Axt +B(ut + wt) (3.4a)

yt = Cxt +D(ut + wt) (3.4b)

For the remainder of this chapter, we will adhere to the following notational conventions:
For a matrix M let (M)i: and (M):j denote the i-th row and j-th column of M , respectively.
Further, define M+:= max(M, 0) and M−:= max(−M, 0) (element-wise). By × we denote
element-wise vector multiplication, and by πA(x) the Euclidean projection of x onto A.

7As in the previous chapter, the assumption of time-invariance is only made for notational convenience;
the extension to linear time-varying systems is immediate.
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Proposition 1. Let ũKt+j = ut for all t = 0, . . . , NR and j = 0, . . . , K−1. Then, if for
all i = 1, . . . , ny and k = 1, . . . , nu the sign of ηijk := (C)i:Ã

K−1−j(B̃):k is the same for all
j = 0, . . . , K−1, the robust schedule u determined for the system (3.4) is robust also for
system (3.3) at the corresponding time instances.

Proof. See Appendix C.1.

Intuitively, the conditions of Proposition 1 mean that the qualitative effect of a particular
(scalar) input signal on a particular (scalar) output signal is consistent over time. This is
commonly the case for temperatures dynamics of a building: For instance, decreasing the
supply air temperature should never lead to an increase of a room temperature. The linear
and linearized building models that we have worked with all satisfy the conditions of Propo-
sition 1.

We make the following additonal important assumption:

Assumption 4. For each building, the power consumption of each actuator is linear in the
associated control input.

Under Assumption 4, building b’s overall HVAC energy consumption Qb
t in interval τ

can be expressed as Qb
τ = (qb)>ub

τ =
∑ny

i=1 q
b
i u

b
τ,i, where qb

i ≥ 0 is the per-unit energy
consumption of actuator i over an interval of length TS.

As weather and occupancy effects are usually uncertain, we need to account for this
uncertainty in the scheduling problem. There are different ways of accomplishing this; here
we choose to formulate chance constraints that require the building’s comfort constraints to
be satisfied with given levels of probability. The weather and occupancy effect vb

τ can be
split into a known forecast v̂b

τ and the forecast error ṽb
τ := vb

τ − v̂b
τ . We assume that – based

on the analysis of historical data – a linear uncertainty model of the form

ṽb
τ+1 = Gbṽb

τ +Hbeb
τ (3.5)

has been identified, where eb
τ
d
= N (0, I) are i.i.d. Gaussian and ṽb

0
d
= N (0,Σb

0) with eb
τ and ṽb

0

independent for all τ .
Some elementary algebra allows us to write the system output yb

τ as

yb
τ = ŷb

τ (ub) +
∑

ι<τ W
b
τ−1−ιw̃

b
ι +Db

τ τ
b
τ + Gb

τ ṽ
b
0 +

∑
ι<τ Hb

τ,ιe
b
ι (3.6)

where

ŷb
τ (ub) = CbDbub

τ + CbF bv̂b
τ + Cb(Ab)τxb

0 +
∑

ι<τ C
b(Ab)τ−1−ι(Bbub

ι + Ebv̂b
ι

)
(3.7)

is the nominal system output, W b
τ = Cb(Ab)τBb, and

Gb
τ =

∑
ι<τ C

b(Ab)τ−1−ιEb(Gb)ι + F b(Gb)τ (3.8)

Hb
τ,ι =

∑
ι<θ<τ C

b(Ab)τ−1−θEb(Gb)θ−1−ιHb + F b(Gb)τ−1−ιHb (3.9)
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The Robust Optimal Scheduling Problem

Denote by rb↑ = (rb↑
0 , . . . , r

b↑
NS

) and rb↓ = (rb↓
0 , . . . , r

b↓
NS

) the sequences of non-negative vectors
of “regulation up” and “regulation down” capacities for building b, respectively.8 Suppose
that at each time τ , the building receives a regulation signal w̃b

τ ∈ [−rb↓
τ , r

b↑
τ ]. At this point

we do not assume anything about the signal other than these worst-case bounds. For the
purpose of this section suppose that the capacity vectors rb↑ and rb↓ are fixed and known.
It may be infeasible for a building to tolerate all possible sequences of the regulation signal
within [−rb↓, rb↑] without jeopardizing occupant comfort. Hence we allow the building to
shrink the interval within which it is required to robustly follow the regulation signal to
[−rb↑

τ + sb↑
τ , r

b↓
τ − sb↓

τ ], where sb↑
τ and sb↓

τ with

0 ≤ sb↓
τ ≤ rb↓

τ , 0 ≤ sb↑
τ ≤ rb↑

τ ∀ τ ≤ NS (3.10)

are the slacks. We define the effective regulation signal

w̌τ = π[−rb↑τ +sb↑τ , r
b↓
τ −sb↓τ ](w̃

b
τ ) (3.11)

In exchange for the reduced uncertainty resulting from this, the building pays a penalty
Pb(sb) to the aggregator, where sb = (sb↑, sb↓). Given rb and sb, the building seeks the
nominal schedule of minimum expected cost that ensures constraint satisfaction for all pos-
sible sequences of w̌b.

Input Constraints The actual control inputs ub
τ + w̌b

τ at time τ are restricted by physical
limits on the actuators, which translate into the following constraints9:

ub
τ ≤ ub

τ + w̌b
τ ≤ ub

τ ∀ τ ≤ NS (3.12)

Since the regulation signal wb
τ is unknown at scheduling time, the above constraints have to

hold for any regulation signal w̌b
τ ∈ [−rb↑

τ + sb↑
τ , r

b↓
τ − sb↓

τ ]. This can be achieved by imposing
the following robustified version of (3.12):

ub
τ + rb↑

τ − sb↑
τ ≤ ub

τ ≤ ub
τ − rb↓

τ + sb↓
τ ∀ τ ≤ NS (3.13)

Importantly, (3.13) deals with the uncertainty introduced by w̌b in a robust fashion,
i.e., it accounts for the worst case, so the building need not make any assumptions on the
statistical properties of w̌b. This allows the building to make firm commitments on what
signals (regulation signal minus slack) it can tolerate.

8Our convention is to use the classic point of view of generation markets in which “regulation up” means
that a generator increases its power output and “regulation down” means that it decreases it. Thus, from
the point of view of a load, “regulation up” means a decrease while “regulation down” means an increase in
power consumption with respect to the nominal schedule.

9For simplicity we assume box constraints on the inputs, the extension to polyhedral constraints is
straightforward.
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Output Constraints The building aims to ensure that, for all possible sequences of the
signal w̌b, the output yb satisfies the building’s comfort constraints. Since small violations
of comfort constraints are usually non-critical, we assume the building formulates chance
constraints, which ensure that the constraints at any point in time are satisfied with a given
level of probability. Specifically, we suppose that, for all possible sequences of w̌b, the comfort
constraints yb

τ,i ≥ yb
τ,i

and yb
τ,i ≤ yb

τ,i are to be satisfied with a probability of at least 1− αb
τ,i

and 1− αb
τ,i, respectively.10

Let Wb
τ =

{
(w̃0, . . . , w̃τ ) : − rb↑

ι + sb↑
ι ≤ w̃ι ≤ rb↓

ι − sb↑
ι , ∀ ι ≤ τ

}
. The constraints on the

output then read

∀ τ, ∀ i,∀ w̃ ∈ Wb
τ ,

{
P
(
yb
τ,i ≥ yb

τ,i

)
≥ 1− αb

τ,i

P
(
yb
τ,i ≤ yb

τ,i

)
≥ 1− αb

τ,i

(3.14)

Using techniques from robust optimization and chance-constrained programming, the
above chance constraints for τ = 0, . . . , NS and 1 ≤ i ≤ nb

y can be expressed as

ŷb
τ,i(u

b) ≥ yb

τ,i
+
∑

ι<τ

[(
W b
τ−1−ι

)+
i:
(rb↑
ι − sb↑

ι ) +
(
W b
τ−1−ι

)−
i:
(rb↓
ι − sb↓

ι )
]

+ (Db)+i:(r
b↑
τ − sb↑

τ ) + (Db)−i:(r
b↓
τ − sb↓

τ )+ σb
τ,i Φ

−1(1−αb
τ,i)

(3.15a)

ŷb
τ,i(u

b) ≤ yb
τ,i −

∑
ι<τ

[(
W b
τ−1−ι

)+
i:
(rb↓
ι − sb↓

ι ) +
(
W b
τ−1−ι

)−
i:
(rb↑
ι − sb↑

ι )
]

− (Db)+i:(r
b↓
τ − sb↓

τ )− (Db)−i:(r
b↑
τ − sb↑

τ )− σb
t,i Φ

−1(1−αb
τ,i)

(3.15b)

where (σb
τ,i)

2 = (Gb
τ )i:Σ

b
0(Gb

τ )>i: +
∑

ι<τ (Hb
τ )i:(Hb

ι )
>
i: and Φ is the cdf of a standard normal ran-

dom variable. Note that, importantly, both (3.15a) and (3.15b) are linear in the control ub,
the capacities rb↑ and rb↓, and the slack variables rb↑ and rb↓, respectively, while all other
parameters are known constants.

The Robust Scheduling Problem for Fixed Capacities

Let cb = (cb
0, . . . , c

b
NS

) be the vector of electricity prices for the building over the scheduling
horizon.11 As discussed earlier in this section, in the contract we propose a building pays
only for its power consumption according to nominal schedule. That is, the energy cost
(excluding Pb) of building b is

ϕb
nom(ub) =

∑NS
τ=1c

b
τ (q

b)>ub
τ

In practice the building will still pay the power provider

ϕb
act(u

b, w̌b)=
∑NS

τ=1c
b
τ (q

b)>ub
τ+
∑NS

τ=1c
b
τ

(qb)>

K

∑
θ∈TR(τ)w̌

b
θ

10Here αb
τ,i, α

b
τ,i < 0.5 are given parameters, and typically αb

τ,i, α
b
τ,i � 1.

11We assume cb is known over the whole scheduling horizon, but may otherwise be arbitrary (i.e. cb can
describe both flat and Time-of-Use tariffs).



CHAPTER 3. CONTRACT DESIGN FOR PROVISION OF FREQUENCY
REGULATION CAPACITY VIA AGGREGATION OF COMMERCIAL BUILDINGS 58

for its actual consumption, while the difference

∆ϕb(w̌b) =
∑NS

τ=1c
b
τ

(qb)>

K

∑
θ∈TR(τ)w̌

b
θ

is settled ex post with the aggregator. Here the signal w̌b is the effective regulation signal
received with frequency 1/TR. The building’s overall robust scheduling problem for given
regulation capacity vectors rb↓ and rb↑ is therefore

(ub∗, sb∗)(rb↓, rb↑) = arg min
ub,sb

ϕb
nom(ub) + Pb(sb)

s.t. (3.10), (3.13), (3.15)
(3.16)

We make the following assumption:

Assumption 5. The building penalties Pb are of the form

Pb(sb)=
∑

b

∑NS
τ=1(p↑ls

↑
τ + p↑q(s

↑
τ )

2+ p↓l s
↓
τ + p↓q(s

↓
τ )

2)

where p↑l, p
↓
l ≥ 0 and p↑q, p

↓
q ≥ 0 are fixed coefficients.

Under Assumption 5, (3.16) is a Quadratic Program (QP).

3.3 The Optimal Contract Design Problem

We now formulate the aggregator’s optimal contract design problem for a given collection B
of buildings. To this end we require some additional assumptions.

Assumption 6. The aggregator is risk-neutral.

Assumption 7. The aggregator has no market power in the wholesale market for frequency
regulation capacity.

Assumption 8. Buildings do not possess any private information. That is, for each b ∈ B
the aggregator has full knowledge of the system model (3.1), constraints, energy consumption
rates qb and tariff cb. Moreover, it has access to measurements of the initial state xb

0 and
the HVAC power consumption on the frequency 1/TR of the LFC signal ω.

Assumption 6 is standard and made primarily for mathematical convenience. An exten-
sion to a risk-averse aggregator, while desirable, appears quite challenging. Assumption 7
holds if the total capacity that can be provided by all buildings is small enough that the
aggregator’s bid does not significantly affect the overall supply curve. Then the aggregator
acts as a price-taker and places its bid at true cost. Due to Assumptions 4 and 6 it suffices
that the aggregator has access to an unbiased estimate of the expected capacity prices over
the scheduling horizon. Assumption 8 is more restrictive. In practice, an aggregator will
not know the exact building models, which causes information asymmetries. It would be
interesting to analyze how much of a so-called information rent a building could earn in this
case, but this question is outside the scope of this chapter.
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Objective Function

Denote by rM↑t and rM↓t the regulation up and down capacities offered in the market in
period t, respectively. Furthermore, let rM = (rM↑, rM↓) and, similarly, R = {Rb : b ∈ B},
r = {(rb↓, rb↑) : b ∈ B}, and s = {(sb↓, sb↑) : b ∈ B}. The deviations εbθ := w̌b

θ−wb
θ of building

b’s control from the dispatch signal uτθ + wb
θ are given by

εbθ = (wb
θ + rb↑

τθ
− sb↑

τθ
)− − (wb

θ − rb↓
τθ

+ sb↓
τθ

)+

Observe that εbθ = 0 if the slacks sb↑
τθ
, sb↓
τθ

are zero. With

wMθ =

{
−ωθ rM↑tτθ

if ωθ ≥ 0

−ωθ rM↓tτθ
if ωθ < 0

(3.17)

denoting the aggregator’s regulation signal derived from the LFC signal ωθ ∈ [−1, 1], the
deviation εMθ of the buildings’ aggregate consumption from the ISO dispatch signal is

εMθ =
∑

b(qb)>wb
θ − wMθ +

∑
b(qb)>εbθ

Using the above we can write

E
[∑

b∆ϕb(w̌b)
]
=
∑

b

∑NS
τ=1c

b
τ

∑
θ∈TR(τ)

(qb)>

K
E
[
wb
θ + εbθ

]
Under Assumption 6 the aggregator aims to maximize its expected profit

ψ(rM, r, s, R)= E
[∑NM

t=1

(
ρ↑t r

M↑
t + ρ↓t r

M↓
t

)
− PM(εM)

−∑b

(
Rb+∆ϕb(w̌b)− Pb(sb)

)] (3.18)

which consists of the expected revenue generated in the spot market, a penalty PM(εM)
incurred for deviations from the market dispatch signal and, for each building, the reward Rb,
the cost difference ∆ϕb and the building’s penalty Pb. A typical market penalty would for
example be

PM(εM) =
∑NR

θ=1 ph(ε
M
θ )+ + pl(ε

M
θ )− (3.19)

where ph, pl ≥ 0 are the per-unit penalty factors.12

So far we have not discussed how the aggregator would determine the signals wb
θ from

the ISO’s LFC signal ωθ. While the question of how to do this in an optimal fashion is
intriguing,13 we for the purpose of this chapter make the following simplifying assumption:

12Alternatively, −PM can also be interpreted as a “pay for performance” payment (FERC, 2011a).
13The overall demand modulation must be split not only between the different buildings but also between

different actuators within the buildings.
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Assumption 9. The contributions of the different buildings to the provided overall mod-
ulation of the demand are determined in a “pro rata” fashion, i.e., proportional to their
respective contracted capacities. Specifically, we assume that

wb
θ =

{
−ωθ rb↑

τθ
if ωθ ≥ 0

−ωθ rb↓
τθ

if ωθ < 0
(3.20)

for all b ∈ B and θ = 0, . . . , NR.

Not surprisingly, the aggregator’s payoff will depend on the statistical properties of the
LFC signal ω. Since this signal depends directly on the mismatch of supply and demand
in the grid, which the ISO consistently tries to minimize, it is quite natural to make the
following assumption:

Assumption 10. For all θ = 0, . . . , NR the LFC signal ωθ is a random variable supported
on [−1, 1] with a continuous distribution that is symmetric around zero.

Using Assumptions 9 and 10 we can compute

E
[
wb
θ

]
= ζθ

(
rb↓
τθ
− rb↑

τθ

)
(3.21a)

E
[
εbθ
]

= E
[(

(1− ωθ)rb↑
τθ
− sb↑

τθ

)−
1{ωθ≥0}

]
− E

[(
−(1 + ωθ)r

b↓
τθ

+ sb↓
τθ

)+
1{ωθ<0}

]
(3.21b)

where ζθ := 0.5E[ωθ |ωθ ≥ 0]. Hence E
[
wb
θ

]
is linear in the capacities, and this is independent

of the distribution of ωθ. This is not the case for E
[
εbθ
]
, i.e., the effect of rb

τθ
and sb

τθ
on E

[
εbθ
]

on is distribution-dependent. E.g., if ωθ ∼ U [−1, 1] one can find that

E[εbθ ] =
1

4

[
(sb↑
τθ

)2/rb↑
τθ
− (sb↓

τθ
)2/rb↓

τθ

]
From now on we will assume for simplicity that ζθ = ζ for all θ, which is for example

the case if the ωθ are identically distributed. From (3.21) and Assumption 10 it follows that
E
[
wb
θ + εbθ

]
= 0 if capacities and slacks are symmetric.

Individual Rationality Constraints

Observe that for all buildings b ∈ B we have that

ϕb∗
oo := ϕb

nom(ub∗(0 , 0)) ≤ ϕb
nom(ub∗(rb↓, rb↑))

for any capacity vectors rb↓, rb↑. We refer to ϕb∗
oo as the value of the outside option of

building b, since it represents the minimum (nominal) energy cost without contract. The
aggregator must then ensure that the overall cost incurred by building b (including the
monetary reward Rb) when participating in the contract does not exceed ϕb∗

oo.
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The Aggregator’s Optimization Problem

The aggregator’s optimal contract design problem can now be stated as the following bilevel
optimization problem (Colson et al., 2007):

max
rM,r,u,s,R

ψ(rM, r, s, R) (3.22a)

subject to

rM↑t ≥ 0, rM↓t ≥ 0 ∀ t≤NM (3.22b)

rb↑
τ ≥ 0, rb↓

τ ≥ 0 ∀ b∈B, ∀ τ≤NS (3.22c)

(ub, sb) solves (3.16) ∀ b∈B (3.22d)

ϕb(ub, sb)−Rb ≤ ϕb∗
oo ∀ b∈B (3.22e)

In the above problem, (3.22d) requires each building to behave optimally with respect to
its capacity vectors rb↓ and rb↑. Participation of each building is ensured by the individual
rationality constraint (3.22e).

Observing that Rb does not affect (3.22d) and that (3.18) is strictly decreasing in Rb,
it is clear that the individual rationality constraint (3.22e) will be tight at the optimum.
Substituting the resulting equality into the objective we get

ψ̃(rM, r, s)= E
[∑NM

t=1

(
ρ↑t r

M↑
t + ρ↓t r

M↓
t

)
− PM(εM)

−∑bϕ
b
nom(ub)−ϕb∗

oo+∆ϕb(w̌b)
)] (3.23)

and with that (3.22) is equivalent to

max
rM,r,u,s

ψ̃(rM, r, s) s.t. (3.22b), (3.22c), (3.22d) (3.24)

If the nominal scheduling problems for all buildings are feasible, then (3.22) will always
have a solution: if rM = r = s = 0 and ub = ub∗(0 , 0) for all b then (3.22b) and (3.22c) hold
with equality, and (3.22d) holds by definition of ub∗.

3.3.1 Solution Methodology

The aggregator’s optimization problem (3.22a) is a bilevel optimization problem, for which
different solution approaches exist. These include vertex enumeration techniques, branch-
and-bound (BNB) algorithms, penalty function methods, descent algorithms and trust-region
methods (Colson et al., 2007). We focus on BNB techniques since they can provide certifi-
cates for global optimality of the solution based on duality theory.

The General Case

The basic idea of BNB methods for bilevel optimization problems is to replace the lower level
problem by a set of suitable optimality conditions. In our case the lower level problem is a QP,
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so the corresponding Karush-Kuhn-Tucker (KKT) optimality conditions are necessary and
sufficient. Hence the bilevel problem can be written equivalently as a standard optimization
problem in which the KKT conditions of the lower level problem appear as constraints, where
the dual variables of the lower level problem now appear as primal variables.

Since for QPs the primal feasibility, dual feasibility and Lagrangian stationarity con-
ditions are all affine constraints, the only challenge are the complementary slackness (CS)
conditions. For example, the corresponding CS conditions for the (upper) robustified input
constraints (3.13) are given by

λb
τ ×

(
−ub

τ + ub
τ + rb↑

τ − sb↑
τ

)
= 0, ∀ τ = 0, . . . , NS

where 0 ≤ λb
τ ∈ Rnbu are the dual variables.

There are two main ways of dealing with the CS conditions. One is to directly apply
a specialized BNB algorithm, the other one is to reformulate the problem by introducing
auxiliary binary variables and bounding primal constraints and dual variables. We take the
latter approach, which is the same “big-M” method we used in formulating the optimization
problem in Chapter 2. Introducing variables zb

τ ∈ {0, 1}n
b
u , we may express primal feasibility,

dual feasibility and CS conditions jointly by

−Mubτ
× zb

τ ≤ −ub
τ + ub

τ + rb↑
τ − sb↑

τ ≤ 0 (3.25a)

0 ≤ λb
τ ≤ (1− zb

τ )×Mλbu,τ
(3.25b)

where Mubτ
,Mλbτ

∈ Rnbu
+ are sufficiently large constants. All other CS conditions can be

handled analogously.
Thus, the bilevel problem (3.24) is equivalent to

max
rM,r,u,s,λ,z

ψ̃(rM, r, s) s.t. (3.22b), (3.22c), (CS), (LS) (3.26)

where (CS) denotes a set of constraints of the form (3.25), and (LS) represents the Lagragian
stationarity constraint, which is an affine equality constraint.

In general, (3.26) is a Mixed-Integer optimization problem with linear constraints and
nonlinear objective, the specific form of which depends on the kind of market penalty and
the shape of the distribution of the LFC signal ωθ. Note that (3.26) is highly structured. In
particular, the constraints are completely decoupled. This suggests that the problem should
be amenable to decomposition techniques that aim at separating the coupling term PM in
the objective. An important feature of this formulation is that, since the KKT conditions
of the buildings’ problems appear explicitly as constraints, any feasible solution of (3.26)
describes a situation in which all buildings behave optimally with respect to their regulation
capacities. Hence it is not necessary to find the global optimum in order to ensure individual
rationality.
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The First-Best Contract

In general, the buildings’ decisions impose externalities on the aggregator via their effect
on the distributions of εM and w̌b. If the aggregator wants to avoid being penalized for
deviations from schedule in the market and therefore insists that s = 0, i.e., that all buildings
are robustly providing their full capacities rb, then the problem can be transformed into a
single Linear Program.

Indeed, if sb = 0 for all b, then Pb(sb) = 0, w̌b = wb for all b, and εM = 0. Hence we
see from (3.23) that the only term in the objective that depends on building b’s decision
variables is ϕb

nom. Moreover, it is clearly optimal for the aggregator to commit all available
capacity in the market:

rM↑t =
∑

b(qb)>rb↑
τ

rM↓t =
∑

b(qb)>rb↓
τ

}
, ∀ t≤NM , τ ∈TS(t) (3.27)

Writing

Ub(rb) = {ub : (3.13), (3.15) hold with sb = 0}
R = {(rM, r) : rM, r ≥ 0, (3.27) holds}

we have

max
(rM,r)∈R

E
[∑NM

t=1

(
ρ↑t r

M↑
t + ρ↓t r

M↓
t

)
+
∑

b ϕ
b∗
oo

−∑b

(
minub∈Ub(rb) ϕ

b
nom(ub) + ∆ϕb(wb)

)]
= max

(rM,r)∈R
ub∈Ub(rb),∀b

[∑NM
t=1

(
E[ρ↑t ] r

M↑
t + E[ρ↓t ] r

M↓
t

)
+
∑

b ϕ
b∗
oo

−∑b

(
ϕb

nom(ub)+E
[
∆ϕb(wb)

])] (3.28)

where

E
[∑

b∆ϕb(wb)
]
=
∑

b

∑NS
τ=1c

b
τ

∑
θ∈TR(τ)

(qb)>

K
ζθ
(
rb↓
τθ
− rb↑

τθ

)
is linear in the decision variables. Finally R and Ub are described by a set of linear con-
straints, so (3.28) is a Linear Program. Economically speaking, there is no Moral Hazard,
so the aggregator is able to implement what is known as the first-best contract (Laffont
and Martimort, 2002) in contract theory.14 However, the first-best contract in this setting
need not necessarily be optimal for the aggregator. This is the case if the benefit from the
buildings’ reduced costs for adjusting their schedule under less strict robustness requirements
outweighs the expected deviation penalties incurred in the market.

14Note that there is also no Adverse Selection as there are no information asymmetries.
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3.3.2 A Numerical Example

We now apply our methodology for the first-best contract to a simple numerical example
with four buildings. For each building, we use a scaled version of a simple one-dimensional
model identified by Aswani et al. (2012b) using semiparametric regression techniques on a
testbed on the UC Berkeley campus.

We emphasize that our simulations are primarily for illustration and for showcasing
some important qualitative properties of the optimal contract. In order to get meaningful
quantitative results on the economic feasibility of such a contract scheme, a more thorough
study is necessary. For our example we consider a scheduling horizon of TM = 24 and
scheduling intervals of length TS = 15 min, so that NS = 96 and K ′ = 4.

Model Parameters

As in the previous chapter, we use PG&E’s commercial electricity tariffs in our simulation.
For simplicity, we assume that the monthly peak demand is not affected by the modified
schedules of the contract, which means the demand charge does not change.

We generate four slightly perturbed versions of the model identified in Aswani et al.
(2012b), where the disturbance v is given by a weighted sum of outside temperature and
heating load from occupants, equipment, and solar heating. Figure 3.3 shows the disturbance
forecasts we used, which reflect different outside temperatures and usage patterns.
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Figure 3.3: Disturbance forecasts

For each model we assume a maximum power consumption typical for mid-to-large size
commercial buildings, from which we determine the consumption factors q. For all models
we have C = E = 1 and D = F = 0, with the remaining parameters given in Table 3.1.
Comfort constraints are chosen so as to have a tight temperature band during common
working hours, and looser band outside common working hours. Finally, we assume that
αt,i = αt,i = 5%, Σ0 = 0.5, κ = 0 and u = 0 for all buildings.

Figure 3.4 shows CAISO DAM regulation up and down prices for August 2012, with the
respective mean for each hour across the whole month. We find that with these capacity
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b A B x0 [◦C] q [kWh] u G H tariff

1 0.640 −2.64 23.0 43.75 0.5 0.20 0.15 A10 TOU
2 0.680 −2.55 22.0 62.50 0.75 0.25 0.20 E19 TOU
3 0.635 −2.70 24.0 31.25 0.65 0.15 0.10 A10 TOU
4 0.620 −2.65 22.5 50.00 0.5 0.10 0.15 A10

Table 3.1: Building model parameters
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Figure 3.4: CAISO DAM regulation capacity prices for August 2012

prices the optimal strategy for the aggregator is to not bid any capacity in the market. This
is primarily because of the small thermal capacity and inefficient HVAC system of our simple
model. As a result the increased cost for deviating from the cost-optimal power schedule
outweighs the potential revenue in the capacity market. Under the HVAC model and one of
the benchmark tariffs with lower markups from Chapter 2 we would likely see the aggregator
bid capacity in the market. However, the point of this illustrative example is to show some
qualitative properties of the optimal contract, so we choose to simply scale the expected
capacity prices ρ↑ and ρ↓ by a factor 20 and 15, respectively, for our simulations. Finally, we
assume that the ISO’s LFC signal ωθ for each θ is uniformly distributed on [−1, 1], which
implies that ζ = 0.25.
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Simulation Results

The optimal contract design problem for the DAM for the above parameters is solved also
with GUROBI. The aggregator’s expected profit is $20.7, the rewards Rb are $28.4, $24.1,
$9.0 and $17.5 for buildings 1-4. Hence for the simple building model used in this simulation,
the aggregator must spend a large share of its revenue on incentivizing the buildings.

Figure 3.5 shows, using a stacked plot, how the individual buildings contribute to the
overall regulation capacities offered in the market. Observe how the contributions vary on
the faster scheduling frequency on the building level to provide capacity on the slower market
time scale in the most cost-effective way.
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Figure 3.5: Shares of the overall regulation capacities between buildings

Temperature evolutions and control inputs for Building 1 are shown in Figure 3.6, where
uoo and u∗ are the optimal schedules of outside option and optimal contract, respectively.
The regulation signal w has been sampled uniformly from within the contracted bounds. In
order to be able to clearly observe the behavior of the optimal control, we have set ṽ = 0 in
Figure 3.6. The shaded areas in the lower plot represent the amounts by which the actuator
constraints have been tightened in order to be able to ensure that the resulting nominal
control schedule is robustly feasible (observe that the control u∗ + w indeed never violates
the actuator constraints).

Figure 3.7 shows the temperatures for Building 1 for 30 randomly sampled errors se-
quences ṽ, again assuming a uniformly distributed LFC signal ω. The individual comfort
constraints are violated in 0.57% of all time intervals.

Finally, Figure 3.8 shows the strong dependency of the total amount of contracted ca-
pacity over the scheduling horizon and the aggregator’s expected profit on the parameter ζ,
and hence on the shape of the distribution of ω. Noting that higher values of ζ correspond
to a high variance of ω, this is not surprising. Indeed, when contracting regulation down
capacity this would result in the cost difference ∆ϕ(w) likely being large, so in expectation
the aggregator would need to pay a large amount to ensure that buildings are only charged
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Figure 3.6: Temperature and control for Building 1
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Figure 3.7: Sample temperature trajectories for Building 1

according to nominal schedules. For small ζ the distribution of ω is concentrated around
zero and this issue is less pronounced. The situation is mirrored for regulation up capacity;
in this case large values of ζ are beneficial for the aggregator. Figure 3.8 also shows that the
overall amount of capacity offered is much higher for regulation down. This is due to the
fact that in many cases regulation down capacity can be offered without having to deviate
from the optimal schedule of the outside option.
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3.3.3 Discussion

We made the simplifying assumption that a building’s power consumption is linear in the
HVAC control input ub

t , which is quite restrictive. For example, the power consumption of
a fan is often modeled as quadratic or cubic in its air mass flow. At the expense of having
to solve a harder optimization problem, our approach can be extended to the case when a
building’s total HVAC energy consumption per interval includes a convex quadratic of the
control signal. Notably, in this case the structure of the KKT conditions of the building’s
problems does not change, so the buildings’ individual rationality constraint can be incor-
porated in the same way. However, (3.22d) and (3.22e) now involve quadratic constraints
including bilinear terms between scheduled control ub and the capacity vectors rb↑ and rb↓.
The reason for this is that, unlike in the linear case, the amount of regulation capacity (in
terms of power, not control) now also depends on ub

t . By employing rank-relaxation tech-
niques (see e.g. Recht et al. (2010)), the problem can then be “lifted” to a mixed-integer
semidefinite program (SDP).

Under common simplifying assumptions many building models are bilinear,15 which can
be approximated by linearizing the model at various operating points to obtain a piece-wise
affine model. As we have remarked in the previous chapter, such models can be included
into mixed-integer programs in relatively straightforward fashion. However, while this poses
no major challenges to the building’s optimization problem from Section A.1, using the
same approach to reformulating the bilevel optimization problem would require explicit and
tractable toptimality conditions for the resulting MILP, which unfortunately are not known.

A higher-level question is whether the aggregator actually requires a fully detailed build-
ing model for the purpose of determining a nominal energy schedule. In order to be able to
aggregate a larger number of buildings, it would be preferable to use rather generic models
that are easily parametrized for different buildings. This approach would have the added
benefit of protecting the privacy of buildings by masking their true detailed models. Ideally,
models for this purpose are sufficiently detailed to capture the buildings’ temporal flexi-

15see e.g. Aswani et al. (2012a), Oldewurtel et al. (2012) and Anthony and Borrelli (2011).
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bilities, but simple enough so they are easily communicated and render the aggregator’s
optimization problem tractable. This raises questions pertaining to model reduction that go
far beyond this particular application.

Finally, our assumption that there is no private information at all will generally not hold
in practice. On the one hand, measuring HVAC power consumption at high frequency can
be achieved by using a dedicated meter, so our problem is one of perfect monitoring. On
the other hand, an aggregator in practice will not know the exact model of the building’s
dynamics, which causes information asymmetry. Therefore it is important to understand how
much a building could benefit from misreporting some of its private parameters. Determining
this information rent, however, seems quite challenging.
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Chapter 4

Machine Learning Methods for Causal
Inference on Time Series Data

4.1 Introduction

The goal of causal inference is to draw conclusions about a causal connection between vari-
ables, based on the conditions of the occurrence of some effect under a change of a subset
of the variables (the cause). For instance, in Chapter 5, we are interested in estimating the
causal effect of the rebate level during Demand Response events on the electricity consump-
tion of the program participants during those events.

The well-known phrase “correlation does not imply causation” rightly indicates that
causal inference can be a very challenging task, in particular if the variation in the cause is
not controlled by the researcher. Holland (1986) coined the maxim of “no causation without
manipulation,” emphasizing that it is impossible to perform causal inference without manip-
ulation of the cause. However, even if the cause is being manipulated, a basic issue remains:
the outcome of a unit of observation (an individual) is observed exactly under a single value
of the cause. The outcome under different values of the cause is necessarily unobserved. This
is commonly referred to as the “fundamental problem of causal inference” (Holland, 1986).

In order to estimate the causal effect, one therefore needs a good proxy for the missing
observations, usually referred to as the controls. Consider the simple example in which the
cause is a binary treatment (e.g. “prescribe drug” vs. “do not prescribe drug”). In an ideal
world, the researcher conducts a well-designed experiment, in which multiple individuals from
some experiment population are randomly assigned to two different groups (“treatment” and
“control”). Comparing the outcomes (in this case patient health) between treatment and
control groups then provides a causal estimate of the Average Treatment Effect (ATE), as the
randomization renders the two groups statistically comparable in every way. In other words,
the average outcome in the control group provides an estimate of the average counterfactual
outcome of the treated (i.e. the outcome of the subjects in the treatment group had they
not received treatment).
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Such an experiment is referred to as a Randomized Controlled Trial (RCT), and is at-
tractive in that it provides causal estimates under relatively weak assumptions (Angrist and
Pischke, 2008). If one is willing to make stronger assumptions, it is also possible to obtain
causal estimates through what is usually referred to as observational studies, in which the
cause is manipulated not by the researcher, but through some other mechanism that is po-
tentially unknown to the researcher. The problem in this case is of course that the value
of the cause may depend on inherent properties of the subjects, so that different groups are
not statistically comparable anymore. Under certain conditions, a proper re-weighting of the
observations of the subjects can still yield a causal estimate of the effect (see e.g. Rosenbaum
and Rubin (1983)).

Both in experimental and observational settings, causal inference is traditionally per-
formed by comparing observations of outcomes across different subjects.1 We will refer to
this approach as “across-subject matching” (ASM). The reason for across-subject match-
ing being the standard evaluation technique is simply that most studies have traditionally
involved only few (often only a single) observation of the outcome variable per subject.2

However, this situation is changing, and recently we have seen a growing availability of high-
frequency time series data on the level of individuals, for example in personalized health
and fitness tracking (with devices such as the fitbit), social networks, power systems (where
consumption data from smart meters on a 15 minute or hourly resolution has become the
norm), and many other domains whose future importance we are likely not yet aware of (e.g.
autonomous driving). If such high-frequency data includes periods of repeated exposure to
some treatment, it potentially can be used to perform causal inference on the level of in-
dividuals. Specifically, it may be feasible to estimate an individual treatment effect (ITE)
by essentially comparing the outcomes in treatment periods with those in non-treatment
periods, an approach we will refer to as “within-subject matching” (WSM). While such an
approach does address some of the problems of conventional techniques (primarily that of
implementing a randomized experiment), it also raises a number of new challenges.

This chapter develops a two-stage estimation framework for estimating individual treat-
ment effects, by combining techniques from econometrics, Machine Learning, and computa-
tional statistics to perform within-subject matching. The basic idea of these methods is the
following: Assuming a scalar outcome variable, we first split the observations on an indi-
vidual in treatment (“estimation”) and non-treatment (training or “control”) periods. On
the training data, the problem reduces to a standard supervised learning or prediction prob-
lem. Using cross-validation, we train a Machine Learning model on the training data, which
can be thought of as capturing the behavior of this individual in the absence of treatment.

1A subject here generally refers to a unit for which one observes outcomes, and could be an individual
person, a group, a state, a country, etc. For the purpose of this thesis we will consider as subjects individual
economic actors.

2Data with repeated observations per individual are usually referred to as “panel data.” Typically, panel
data in econometrics is of relatively low frequency. The most important exception is financial data (Andersen
et al., 2003), but there has been work on inference on high-frequency data also in other fields, such as
neuroscience (Valdés-Sosa et al., 2006) and energy (Jessoe et al., 2015).
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Our framework is model-agnostic, and allows for choosing basically any prediction model
(ranging from simple Generalized Linear Models over Decision Trees and Neural Networks
to ensemble methods), whichever is best suited for the task at hand. For each treatment
observation, we then generate an estimate of the counterfactual outcome in the absence of
treatment by generating a prediction from our trained model using the respective covariate
vector. This completes the first stage of our procedure. In the second stage, we then compare
the predicted counterfactuals with the observed outcome under treatment and characterize
the individual treatment effect. In the simplest case we just compute the sample mean to
obtain the marginal ITE. With sufficient treatment observations, we may also estimate the
conditional ITE as a function of the covariates or a treatment parameter in order to charac-
terize heterogeneity of the treatment effect on the level of individuals. Since in essence the
second stage estimation is just another regression problem, we can again employ a variety
of regression methods for this task, including both parametric and non-parametric models.
Finally, marginalizing over the individuals of the group we can also easily obtain an estimate
of what is known as the average treatment effect on the treated (ATT).

The methodology described above is modular, separating the causal inference problem
into a prediction and an estimation phase. This allows for using the prediction method best
suited to the problem, while still providing theoretical guarantees of the estimation procedure
under reasonable assumptions. Utilizing the massive amounts of data that are being collected
in today’s world, our methodology can be used to obtain estimates with causal interpretation.
In particular, it can provide a good proxy for treatment effect estimates whenever RCTs
are infeasible, and in some situations actually provide more precise causal estimates.3 It
is trivially parallelizable across individuals and hence avoids some of the computational
challenges of performing conventional analyses based on linear regression models with fixed-
effect specification. Most importantly, by characterizing the heterogeneity of the treatment
effect by means of the ITE estimates, it offers new opportunities for both economic analysis
and operational decision-making.

4.2 Background

The presence of heterogeneity in treatment effects has long been recognized by economists.
However, the majority of methods developed in the program evaluation literature that follow
the work by Rubin (1974) and Rosenbaum and Rubin (1983), while allowing for heterogeneity
in the treatment effect, do not attempt to test for or characterize this heterogeneity.

One type of heterogeneity investigated in the literature pertains to the the distribution
of the treatment effect across the population. For example, one may be interested in the
effect of a treatment on the dispersion of an outcome, or in its effect on the lower tail of
the outcome distribution. The quantity generally considered in characterizing this kind of
heterogeneity is the quantile treatment effect (QTE), first defined by Doksum (1974). It
corresponds, for any fixed percentile, to the horizontal distance between the cumulative

3See Jessoe et al. (2015) for a similar observation.
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distribution functions of outcomes of under treatment and non-treatment. Firpo (2007)
proposes an estimator for quantile treatment effects under the identifying restriction that
selection to treatment is based on observable characteristics. The estimator is based on a
two-step method that combines nonparametric estimation of the propensity score with the
computation of the difference between the solutions of two separate minimization problems.
The objective functions of these minimization problems involve the sum of so-called check
functions, an approach that was first suggested by Koenker and Bassett (1978).

Maybe the most basic notion of heterogeneity of the treatment effect is that of a difference
in the effect across different subpopulations in the sample characterized by covariates. Such
heterogeneity has long been studied in both empirical and methodological work. For instance,
Crump et al. (2008) develop two nonparametric tests for testing the hypotheses that (i) the
treatment has zero average effect for all subpopulations defined by covariates and that (ii)
the average effect conditional on the covariates is identical for all subpopulations. One of the
main challenges with having large amounts of data available is the very basic task of how to
organize and make sense of data in a very large covariate space. In a study with only a few
covariates per individual, it is typically relatively easy to manually examine heterogeneity
along different dimensions. However, as the dimensionality of the problem increases this
approach quickly becomes infeasible. This is one situation in which, by detecting patterns in
the data, Machine Learning can, in principle, add value to econometric analyses. However,
the lack of a common understanding of the respective goals between the two fields can pose
a challenge.

4.2.1 Machine Learning and Econometrics

Econometrics and Machine Learning are disciplines between which interaction, at least his-
torically, has been rather limited. Traditionally, econometrics has been concerned primar-
ily with causal inference, while (supervised) Machine Learning has focused primarily on
prediction. In causal inference, one performs statistical estimation in order to answer a
question about the counterfactual impact of a change in policy, usually referred to as a
”treatment” (Athey, 2015). Typically, the goal is to extrapolate from the measured treat-
ment effect, i.e., to estimate the impact of adopting this change in policy on a wider scale
and in a potentially different environment. In contrast, the goal in prediction problems is
to forecast outcomes based on observed covariates (or “features”) in a setting where the
underlying data generating process remains unchanged. In particular, in prediction one is
typically not concerned with potential correlations between “treatment features” and other
features. Therefore, one has to be careful when trying to use methods designed for prediction
as a tool for causal inference in econometrics.

Nevertheless, there is a significant opportunity for both fields to benefit from the ap-
proaches and tools in the respective other. Econometricians may isolate prediction problems
in their work and utilize modern Machine Learning algorithms to greatly improve perfor-
mance (over simpler methods such as Linear Regression), or go a step further and modify
tools from Machine Learning in order to perform causal inference. Conversely, Machine
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Learning researchers can broaden the reach of their methods by adopting certain points of
view from econometrics, for example by making a distinction between internal and exoge-
nously varied features, and thereby expanding the applicability of their methods beyond
standard prediction. The connections between econometrics and Machine Learning as well
as the potential for cross-pollination between the fields have been discussed in recent survey
papers by Einav and Levin (2013), Varian (2014), and Athey (2015).

Machine Learning Tools in Econometrics

Machine Learning has been and continues to be remarkably successful in a wide range of
practical applications, from recommender systems (Ricci et al., 2011), natural language
processing (Manning and Schütze, 1999) and computer vision (Szeliski, 2010) to personalized
medicine (Cruz and Wishart, 2006) and epidemiology (Lee et al., 2010).

With this success, some economists are starting to lose their reservations and are be-
ginning to embrace these tools and apply them in various contexts in economic research.
A straightforward way to do so is to simply use existing predictions as in input to a more
involved economic analysis. For instance, in the context of credit and insurance markets
Bundorf et al. (2012) and Einav et al. (2013) use off-the-shelf credit and health risk scores to
account for the probability of default or likely health expenditures of individual consumers.
In their work predictive modeling is used as an “off-the-shelf” tool to stratify the popula-
tion into different risk levels, based on which heterogeneity in the consumer behavior can be
investigated.

Rather than simply using the result of Machine Learning algorithms as an input, some
researchers have started to use modern optimization-based regression methods in order to
boost the performance of existing analysis tools. For example, Belloni et al. (2012) use
Lasso (L1-norm regularization) methods to form first-stage predictions and estimate optimal
instruments in linear instrumental variables (IV) models with many instruments. They show
that their estimator is

√
n-consistent and asymptotically normal when the first stage of the IV

model is approximately sparse, and, moreover, that it is semiparametrically efficient (Newey,
1990) when the structural error is homoscedastic.

A route more challenging than employing “out-of-the-box” tools is to instead modify
Machine Leaning algorithms in such a way that they become directly applicable to causal
inference. Maybe the best example in this area is the work by Athey and Imbens (2015),
who propose methods for estimating heterogeneity in causal effects in experimental and
observational studies. They provide a data-driven approach to partitioning the data into
subpopulations which differ in the magnitude of their treatment effects. Their “honest”
approach to estimation uses one sample to construct the partition and another independent
sample to estimate treatment effects for each subpopulation. The method they employ is a
modification of regression tree methods popular in Machine Learning, optimized for goodness
of fit in treatment effects and to account for honest estimation. Their model selection criteria
focus on improving the prediction of treatment effects conditional on covariates, anticipating
that bias will be eliminated by honest estimation, but also accounting for the change in the
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variance of treatment effect estimates within each subpopulation as a result of the split.
In a closely related article, Wager and Athey (2015) propose non-parametric causal forests,
a modification of random forests (Breiman, 2001), for estimating heterogeneous treatment
effects. They show that these forests are point-wise consistent with an asymptotically Gaus-
sian centered sampling distribution. Moreover, based on their algorithm they provide a
method for constructing asymptotic confidence intervals.

Researchers have also started to develop their own methods that, while not directly
using existing Machine Learning algorithms, are inspired by the approaches in the field. One
such example is the work by Abadie et al. (2010), which performs causal inference using
a synthetic control group, whose observations are generated by weighting the observations
of multiple groups in order to form a group that is “more similar” to the treatment group.
The weighting is determined by minimizing the error between the synthetic observations and
those of the treatment group in a pre-treatment period, a strategy very much in the spirit of
the standard Machine Learning approach of minimizing a loss function between predictions
and ground truth.

Econometric Thinking in Machine Learning

Interestingly, while more and more economists are experimenting with Machine Learning
tools, there seems to be much less activity in the other direction. Theoretical computer
scientists have long been concerned with causality (Pearl, 2009). However, these theoretical
results primarily ask higher-level structural questions (such as identifiability), and thus have
not found their way into Machine Learning practice to a significant degree (Varian, 2014).

There has been some interest in the Machine Learning community in discovering the
causes of given effects based on relatively unstructured observational data (Guyon et al.,
2008b,a). This goal seems starkly at odds with the maxim of “no causation without manip-
ulation” coined by Holland (1986). However, even in econometrics, researchers have become
willing to discuss statistical models for observational data in an explicitly causal framework
(Angrist and Pischke, 2008).

There are also concrete methods from econometrics that have influenced algorithms de-
veloped by computer scientists. For example, the offline policy evaluation work by Strehl
et al. (2010) and Li et al. (2012, 2011) essentially uses inverse propensity score weighting,
initially developed in Rosenbaum and Rubin (1984, 1983), in order to estimate the reward
of a policy used in a contextual bandit problem using data that has been generated under a
different policy.

4.2.2 Causal Inference on Time Series Data

In many applications, the variables of interest are not a collection of single observations on
each individual, but instead consist of a sequence of observations for each individual obtained
over multiple time periods. In econometrics, such data is typically referred to as longitudinal
or panel data. In these settings, the notion of both treatment and effect is potentially much
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more ambiguous. In particular, a treatment effect in general may be considered a function
of time (e.g. the decaying effect of informational intervention on behavior (Caplin, 2016), or
time-varying treatment-response curves in medicine (Xu et al., 2016)).

Besides this more complicated interpretation of the treatment effect, causal inference on
time series data is subject to a number of general challenges. Fundamentally, time series
data generally is inherently serially correlated. Moreover, it often exhibits strong seasonality,
in particular for long observation horizons. In addition, it is often much harder to justify
basic unconfoundedness assumptions (Abadie, 2005).

A common experimental approach is a so-called Difference in Difference (DiD) design
(see e.g. Ashenfelter and Card (1985) and Angrist and Pischke (2008)), which compares
pre-post differences in the treatment and control group, respectively, assuming a common
underlying trend. An additional challenge is caused by the serial correlation in the individ-
ual observations, which complicates statistical inference. For example, using conventional
methods, which do not fully take the correlation structure into account, will result in overly
optimistic standard errors (Hansen, 2007; Bertrand et al., 2004).

In the context of comparative studies, Abadie et al. (2010) suggest a method of “syn-
thetic controls,” in which the outcome variable of the treated unit is compared against a
convex combination of the outcome variables of the non-treated units, where the weights are
determined by minimizing the error in the pre-treatment periods. They show that, if the
outcome is generated by a factor model, then, under relatively mild conditions, the bias of
the estimator goes to zero as the number of pretreatment periods increases. The authors use
their method to study the effects of Proposition 99, a large-scale tobacco control program
that was implemented in California in 1988. The synthetic control in this case is a weighted
average across other states, with weights chosen such that the resulting synthetic state best
reproduces the values of a set of predictors of cigarette consumption in California before the
passage of Proposition 99. This approach is an example for across-subject matching.

There is also a relatively large body of work developed in the marketing literature. For
instance, Brodersen et al. (2015) use Bayesian Structural Time-Series (BSTS) models to
estimate the causal effect of discrete market interventions from times series data. Their
approach is based on a state-space model that includes a local trend, seasonality, and arbi-
trary covariates (assumed unaffected by control). This state-space model explicitly models
the counterfactual outcomes of the time series after the intervention. Inference is performed
in a Bayesian fashion, using a spike-and-slab prior on the covariate coefficients. The basic
motivation for this approach is to be able to use a potentially large number of time series
as model inputs, and have the model selection be performed implicitly by the Bayesian in-
ference. Because closed-form posteriors for the employed models in general do not exist,
approximate inference is performed using Markov Chain Monte Carlo (MCMC) sampling.
The authors test their approach both on synthetic data and on an online advertising cam-
paign on search-related website visits.

While data sets used in empirical research on program evaluation (e.g. labor statistics,
test scores, data from medical trials, etc.) have long included large numbers of subjects, the
granularity and frequency of the data on each subject has traditionally been quite limited
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(e.g. typically less than maybe a few dozen variables collected at a frequency of days, months
or even years). In the last decades, the increasing availability of computational resources and
the low cost of data storage has led to an explosion of automated data collection in more and
more areas. It has become quite common today to have access to data with a time resolution
of minutes (e.g. smart meter consumption data) or even seconds (e.g. personalized health
devices such as fitness trackers) on the level of an individual. In the remainder of this chapter
we develop a framework to perform causal inference on such kind of high-frequency data on
individuals with repeated treatment exposure using within-subject matching.

4.3 Individual Treatment Effects Under Binary

Treatments

Our goal is to estimate the causal effect of some intervention (the treatment) on the real-
valued outcome variable of an individual subject i, based on time series data collected on the
individual. Throughout this chapter we index time by t ∈ N+ and without loss of generality
we assume that the observation times are t = 1, . . . , N . We start by focusing on binary
treatments, and denote by Dit ∈ {0, 1} the binary variable taking the value 1 if individual i
received treatment at time t and 0 otherwise.4 We will extend our model to more general
treatments types in the following sections.

Let Y 0
it ∈ R be the outcome that would be observed if individual i received treatment 0

at time t, and let Y 1
it be the outcome that would be observed if she received treatment 1 at

time t. These variables are referred to as potential outcomes (Rubin, 1974). In addition, let
Xit ∈ X be a vector of covariates at time t in the covariate space X ⊂ Rnx . We denote by
Di =

(
(Xi1, Yi1), (Xi2, Yi2), . . .

)
the full data set collected for individual i.

The basic requirement of any method for causal inference is to be able to attribute any
measured effect in the outcome to the treatment alone. One of the potential issues with
comparing outcomes across time is that the underlying data generating process may change
over time. To ensure that we can still obtain a causal estimate of individual treatment effects
therefore requires an additional assumption on the stationarity of the conditional distribution
of the outcome given the observed covariates.

Assumption 11 (Stationarity of Conditional Distribution of Potential Outcomes). The
conditional distribution of the potential outcomes given the covariates is stationary. That is,

Y 0
it , Y

1
it ⊥⊥ t | Xit (4.1)

Note that Assumption 11 does not require the joint distribution of covariates and poten-
tial outcomes to be stationary. In fact, the marginal distribution of the covariates Xit may
change over time, which under Assumption 11 requires the joint distribution of (Xit, Y

0
it , Y

1
it )

4For the purpose of this thesis, we will refer to Dit = 0 as “no treatment,” noting that this choice is
somewhat arbitrary as Dit = 0 can denote any reference treatment.
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to change as well, namely in such a way that (4.1) holds. Consider for example the case where
the outcome is the power consumption of a residential household (which we will study in
detail in Chapter 5). This outcome is clearly subject to seasonalities. Assumption 11 asserts
that any seasonal patterns in the household’s consumption are captured by the covariates.
This can be achieved by controlling for the time of the year, the ambient temperature,
and possibly other covariates in Xit. If, however, the overall level of consumption shifts
because the household invested in more energy efficient appliances (and this investment is
unobserved), then Assumption 11 would not be satisfied anymore.

Our goal is to estimate the Conditional Individual Treatment Effect (CITE) and the
Individual Treatment Effect (ITE):

Definition 2 (Conditional Individual Treatment Effect).

µi(x) := µ1
i (x)− µ0

i (x) = E[Y 1
it | Xit = x]− E[Y 0

it | Xit = x] (4.2)

Definition 3 (Individual Treatment Effect).

µi := E[µi(x)] = E[Y 1
it ]− E[Y 0

it ] (4.3)

In addition to the (full) CITE from Definition 2, we may also be interested in the ITE
conditional on only a subset of covariates, in particular ifXit is high-dimensional. Specifically,
if X̌it ∈ Rnx̃ is a sub-vector of Xit (i.e., with nx̃ < nx), then it is natural to consider

µi(x̌) := µ1
i (x̌)− µ0

i (x̌) = E[Y 1
it | X̌it = x̌]− E[Y 0

it | X̌it = x̌] (4.4)

as the individual treatment effect conditional on the covariates X̌. It is important to note
such a restricted CITE is only meaningful with respect to the particular joint distribution
of Xit under the underlying data generating process. That is, while the full CITE (4.2) is
externally valid (for the same individual i), this is not necessarily the case for the restricted
CITE (4.4).5

Remark 1 (Consistent response under repeated treatments). By considering a treatment
effect as in Definition 3, we implicitly assume that the effect of treatment on an individual
is consistent under repeated treatment exposure. This is a simplification that in some situa-
tions may not be warranted, in particular if we have reason to believe that the effect varies
significantly with the number of treatment exposures (see for example the work on modeling
the decaying effect of behavioral treatments on a subject’s attention (Caplin, 2016)). Nev-
ertheless, estimating the effect under this simplifying assumption will still yield a relevant
estimate, namely the average effect of treatment across treatment periods. Moreover, to model
such non-consistent treatment effects explicitly, we could directly include the number of past
treatments into the more general treatment model developed in Section 4.4.

5In priniciple, we could of course still compute a restricted CITE under a different covariate distribution
if we had the full CITE, simply by marginalizing with respect to the desired distribution.
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The fundamental problem of causal inference (Holland, 1986) is that, at any time t, at
most one of the two potential outcomes can be observed. Denote by

Yit = (1−Dit)Y
0
it +DitY

1
it (4.5)

the observed outcome at time t, and let Ti := {t ∈ T : Dit = 1} denote the set of treatment
periods for individual i. We will make the following simplifying assumption:

Assumption 12 (No missing observations). For each period t, exactly one of the two po-
tential outcomes is observed. That is, (4.5) is well defined for all sequences (Dit)t.

We emphasize that we allow for lagged outcome and covariate observations in the vec-
tor Xit, which will naturally result in the Xit being serially correlated. For example,
an autoregressive process of order k can be modeled by including past outcome variables
(Yit−k, . . . , Yit−1) into Xit. Letting X̃it denote the vector of exogenous covariates, we have

Xit = (Yit−k, . . . , Yit−1, X̃it,1, . . . , X̃it,nx̃) (4.6)

and so nx = k+nx̃. We will make the standard assumption that the exogenous covariates X̃it

are not affected by either treatment. Furthermore, we consider the treatment periods as part
of the data and thus as given.6

4.3.1 A Generic Outcome Model

Consider the following generic outcome model:

Yit = f 1
i (Xit) + εit = f 0

i (Xit) +Dit

[
µi(Xit) + γit

]
+ εit (4.7)

where f 0
i is the (unknown) conditional mean function of the potential outcome Y 0

it in the
absence of treatment (i.e. if Dit = 0), and (εit)t and (γit)t are zero-mean stationary random
processes representing the idiosyncratic noise in the outcome and the treatment effect. We
further assume that the processes (εit)t and (γit)t are independent (in particular, εit ⊥⊥ γiτ
for all t, τ). Note that this allows for including lagged values of the outcome variable Yit
as elements of the covariate vector Xit. In particular, the model includes general auto-
regressive models with exogenous inputs. Moreover, we do also allow for the noise processes
to be serially correlated.

It is easy to check that (4.7) satisfies Assumption 11. Indeed, as Y 0
it = f 0

i (Xit) + εit we
have Y 0

it ⊥⊥ t | Xit by stationarity of εit. Similarly, as Y 0
it = f 0

i (Xit) + µ(Xit) + γit + εit it
follows that Y 1

it ⊥⊥ t | Xit by stationarity and independence of εit and γit.

6The question of how to design treatments assignments that are, in some sense, optimal (e.g. that
minimize the MSE of the estimate) is, while intriguing, outside the scope of this thesis.
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Remark 2 (Persistency of treatment effects). Our model (4.7) assumes that the direct effect
of treatment on the outcome persists only for a single period. In the future, we may also be
interested in models that explicitly allow treatment during period t to have a direct effect
on the outcome in periods τ > t. However, note that even in the basic model (4.7) treat-
ment effects in general may persist over multiple periods due to the potential autoregressive
components of the affected output included in the covariates.

The basic idea of our approach is to estimate the conditional mean function f 0
i by fitting

some model f̂ 0
i in a first stage, and then compare the observations in treatment periods with

their respective counterfactuals estimated by the model f̂ 0
i in a second stage. For this reason

we will speak of the overall estimation strategy as a two-stage estimation process.
There is a wide variety of methods available for obtaining a function approximation f̂ 0

i

of f 0
i , ranging from classic (regularized) Least Squares on linear parametric models over non-

parametric Kernel regression methods to modern non-parametric Machine Learning algo-
rithms such as K-Nearest Neighbors Regression, Decision Tree Regression, Random Forests,
Support Vector Regression or Neural Networks (see Hastie et al. (2009) for a discussion of
various such methods). The choice of which models is “best” depends on the properties of
f 0
i , the particular application at hand, and a large number of other factors, such as accuracy,

robustness, simplicity, speed, etc.. We are interested in making general statements about
our estimates for the treatment effect without restricting ourselves to a specific model or a
specific class of models, and hence remain agnostic about the kind of model used.7 We will
use the terminology of “training” a model and “predicting” an outcome as is standard in
the Machine Learning literature.

Clearly, as we can only observe the outcome Yit and the covariates Xit, we need to ensure
that we fit our model f̂ 0

i on a data set that does not include treatment periods, otherwise
we will end up with a biased model. This is an important point and gets at the heart of the
distinction between the standard use of Machine Learning methods for prediction and what
we require for our purposes of estimation. To put it in the language of Machine Learning:
in the context of performing causal inference some of the features are special and have to
be treated differently. But the mere split in treatment and non-treatment periods is not our
only concern: Since the noise processes may be serially correlated, we also need to ensure
to minimize correlation between model errors and outcome observations. We will discuss
these challenges in much more depth later in this chapter. For the purpose of this section
we assume that we have a training data set Di,tr ⊂ Di and an estimation data set Di,est ⊂ Di
such that Di,tr∩Di,est = ∅. Figure 4.1 illustrates how this can be achieved in a setting where
the serial correlation between observations decays rapidly: In such a situation it may be
enough to exclude data around the treatment observations in order to ensure the data in
Di,tr and Di,est are “approximately independent.”

7If we consider linear models for both stages, this approach in essence will do something very similar to
a single regression model with dummy variables for the treatment that is common in analyzing panel data
in econometrics. However, our two-stage approach is much more flexible in that it allows for a broad range
of possible models for both stages.



CHAPTER 4. MACHINE LEARNING METHODS FOR CAUSAL INFERENCE ON
TIME SERIES DATA 81

Yit

Di,est

Di,tr

Figure 4.1: Splitting observations into training and estimation data sets (illustration)

We train the model f̂ 0
i on the training data set Di,tr by regressing the observations Y 0

it

onto the covariates Xit. Let

ei(Xit) := f̂ 0
i (Xit)− f 0

i (Xit)

denote the model error. Note that as the errors εit are unobserved, what the model really
estimates is E[Y 0

it |Xit] = f 0
i (Xit) + E[εit |Xit]. In particular, if εit and Xit are correlated

(which may be the case due to lagged output values in the covariate vector and serial corre-
lation of the noise), then ei(Xit) = E[εit |Xit] for a perfect model f̂ 0

i .

For each t ∈ Ti we construct the quantity

δit := Yit − f̂ 0
i (Xit) = f 0

i (Xit)− f̂ 0
i (Xit) + µi(Xit) + εit + γit (4.8)

which can be viewed as a (noisy) one-sample estimate of the CITE of individual i at x = Xit.
It is important to realize that the error

κit := δit − µi(Xit) = f 0
i (Xit)− f̂ 0

i (Xit) + εit + γit (4.9)

in general is heteroscedastic and serially correlated. Its mean is the model bias at the value
of the covariate vector. In particular, for given Xit we have

E
[
κit |Xit

]
= f 0

i (Xit)− EDi,tr
[
f̂ 0
i (Xit)

]
= −Bias f̂ 0

i (Xit)

For every fixed x, the model bias Bias f̂ 0
i (x) is a random variable, whose variation is due

to the the randomness of the training data and the model fitting process.8 Hence Bias f̂ 0
i is

a random function on Rnx .

8Some regression methods, for example Random Forest Regression, are non-deterministic in nature and
hence introduce additional variation.
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We can also obtain an expression for the covariance between errors:

Cov
(
κit, κiτ |Xit, Xiτ

)
= E

[(
f 0
i (Xit)− f̂ 0

i (Xit) + εit + γit
)(
f 0
i (Xiτ )− f̂ 0

i (Xiτ ) + εiτ + γiτ
) ∣∣ Xit, Xiτ

]
− E

[
f 0
i (Xit)− f̂ 0

i (Xit) + εit + γit |Xit

]
E
[
f 0
i (Xiτ )− f̂ 0

i (Xiτ ) + εiτ + γiτ |Xiτ

]
= E

[(
f̂ 0
i (Xit)− E

[
f̂ 0
i (Xit) |Xit

]
+E
[
f̂ 0
i (Xit) |Xit

]
−f 0

i (Xit)
)(

f̂ 0
i (Xiτ )− E

[
f̂ 0
i (Xiτ ) |Xiτ

]
+E
[
f̂ 0
i (Xiτ ) |Xiτ

]
−f 0

i (Xiτ )
) ∣∣ Xit, Xiτ

]
− E

[
(εit + γit)

(
f̂ 0
i (Xiτ )− f 0

i (Xiτ )
) ∣∣ Xiτ

]
− E

[
(εiτ + γiτ )

(
f̂ 0
i (Xit)− f 0

i (Xit)
) ∣∣ Xit

]
+ E

[
(εit + γit)(εiτ + γiτ )

]
− Bias f̂ 0

i (Xit) Bias f̂ 0
i (Xiτ )

= Cov f̂ 0
i

(
Xit, Xiτ

)
+ Cov(εit, εiτ ) + Cov(γit, γiτ )

− Cov
(
εit + γit,Bias f̂ 0

i (Xiτ ) |Xiτ

)
− Cov

(
εiτ + γiτ ,Bias f̂ 0

i (Xit)
∣∣ Xit

)
where

Cov f̂ 0
i

(
Xit, Xiτ

)
:= EDi,tr

[(
f̂ 0
i (Xit)− EDi,tr

[
f̂ 0
i (Xit)

])(
f̂ 0
i (Xiτ )− EDi,tr

[
f̂ 0
i (Xiτ )

])]
is the covariance between the model predictions f̂ 0

i (Xit) and f̂ 0
i (Xiτ ), which depends on the

degree of correlation between observations in the training data.
The complexity of the above expressions, even for just a single error κit, illustrate the

challenges in the theoretical analysis of our general model.

Example 1 (Linear Model). If we use a linear model for f̂ 0
i , that is, if f̂ 0

i (X) = η̂>i X, then
it is straightforward to show that Cov f̂ 0

i

(
Xit, Xiτ

)
= Xit Cov(η̂i)X

>
iτ , where Cov(η̂i) is the

covariance matrix of the estimate η̂i and is given by Cov(η̂i) = EDi,tr
[
(η̂i − EDi,tr [η̂i])(η̂i −

EDi,tr [η̂i])>
]
. If f 0

i (X) = η>i X, i.e., if the conditional mean function f 0
i is indeed linear in

Xit, and we use OLS to compute η̂i, then Bias f̂ 0
i (Xit) = 0, hence δit is an unbiased estimator

of µi(Xit) for all values of Xit. Moreover, a straightforward calculation yields that Cov(η̂i) =
EDi,tr

[
(ZiZ

>
i )−1Zi εiε

>
i Z
>
i (ZiZ

>
i )−1

]
, where Zi = (Xiθ)θ∈Dtr is the matrix obtained by stacking

the covariate vectors for the observations in the training set Di,tr, and εi = (εiθ)θ∈Di,tr. If we
further assume that training and estimation data set are independent, then E[κit] = 0 and

Cov
(
κit, κiτ

)
= EDi,est

[
Xit EDi,tr

[
(ZiZ

>
i )−1Zi εiε

>
i Z
>
i (ZiZ

>
i )−1

]
X>iτ + εitεiτ + γitγiτ

]
At this point we should remind ourselves of our primary goal, which is to obtain an esti-

mate µ̂i of the CITE µi. Heuristically speaking, if the errors κit were zero-mean independent
random variables, then simply regressing the {δit}t∈Ti on {Xit}t∈Ti would, in principle,9 yield

9That is, under a correctly specified parametric model, or non-parametric regression with appropriate
bandwidth selection.
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an estimator of the CITE that is consistent10 on the support of the distribution of the Xit.
However, in our case the errors will generally be correlated (due to both the inherent serial
correlation of the noise terms εit and γit in the output observations, as well as the correlation
of the model predictions), and hence such an estimator may not be consistent.11

The problem of inconsistency of standard errors due to serial correlation of observation er-
rors in time series has been discussed by a number of authors, including for example Bertrand
et al. (2004); Hansen (2007); Angrist and Pischke (2008). Cochrane and Orcutt (1949) in-
vestigate the efficiency loss caused by observations with autocorrelated errors and develop
a procedure to regain the lost efficiency. Beach and MacKinnon (1978) develop a similar
maximum likelihood procedure for regression with first-order autocorrelated errors, which
essentially tries to estimate the correlation coefficient of the errors and transform the ob-
servations accordingly. Their method is based on alternating maximization to maximize
the full likelihood function. Nickell (1981) examines biases in dynamic fixed effects models.
Specifically, he derives analytical expressions of the bias of the OLS estimates in panel data
for linear models including a first-order autoregressive term. However, he is primarily con-
cerned with conventional economic panel, for which the number of observed time periods per
individual is typically quite small. In such a setting, he states that “A typical set of panel
data has a rather large number of individuals and a rather small number of time periods
and it is in just these circumstances that the biases, which are essentially of the Hurwicz
type, are most serious. The fact that they will go to zero when the number of time periods
becomes infinite is scant consolation.” As we, in contrast, focus on high-frequency data sets,
there is reason to hope that in our case the consolation offered by large numbers of observa-
tions per individual is not quite as scant. Intuitively, if the correlation between observations
decays over time,12 and if treatment periods are sufficiently spread out, then the bias may be
small enough to yield a useful estimator. We will make this intuition precise in the following
sections.

When talking about bias and variance of an estimator in our setting, it is essential to
understand that the regression function f̂ 0

i in general is not fixed a priori, but the result
of the algorithm fitting the model on the training data during the first stage estimation
process. The additional variation introduced through this step needs to be accounted for
in the two-stage estimate. In the following, we will use the terms ex-interim bias and ex-
interim variance to denote bias and variance of the estimator instantiated with the particular
realization f̂ 0

i of the model fitted on the training set. Similarly, we will refer to the bias and
variance under the distributions of both training and estimation data as the ex-ante bias
and ex-ante variance, respectively.

10Here consistency is with respect to the number |Ti| of treatment observations.
11In fact, Angrist and Pischke (2008) point out that in some situations there may be not consistent

estimator if the noise is serially correlated.
12More formally: If for each t the autocorrelation RAC(t, τ) of the stochastic process goes to zero as |τ− t|

goes to infinity.
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4.3.2 A Sample Mean Estimator for the ITE

We start with estimating the ITE (4.3) from Definition 3. In the simplest case, in which the
treatment effect is indeed homogeneous across covariates (i.e. µi(Xit) = µi), the estimate
has a straightforward interpretation.13 In practice, however, a homogeneous ITE may often
not be a very reasonable assumption. For example, in the case of estimating the change in
electricity consumption of a DR participant in response to a DR event, one would assume
the effect for a participant with an AC unit to generally be higher when the AC is running,
which is usually during times with higher ambient temperature. So one would not expect
a homogeneous effect across ambient temperature. Nevertheless, even if the underlying
treatment effect is heterogeneous, estimating the marginal ITE still provides a useful and
relevant summary statistic.14

Arguably, the most straightforward estimator for the ITE µi is given by the sample mean
of the δit, i.e.,

µ̂i =

∑
tDitδit∑
tDit

=
1

|Ti|
∑
t∈Ti

δit (4.10)

The estimation error of this estimator is

ηi := µ̂i − µi =
1

|Ti|
∑
t∈Ti

κit = − 1

|Ti|
∑
t∈Ti

(
ei(Xit)− εit − γit

)
(4.11)

For statistical inference, we are interested in understanding the distribution of this esti-
mation error. Deriving finite sample properties of the error is complicated by the assumption
of a generic model f̂ 0

i as well as by the potential correlation of the covariates and noise be-
tween different treatment times. We will provide some general results on this in the following
sections.

Basic Limiting Behavior

It is easy to see from the classical central limit theorem that in the special case when ei(Xit),
εit and γit are all i.i.d. with finite variance, then ηi is asymptotically normal with mean
−EDi,est

[
ei(Xit)

]
. Unfortunately these conditions rarely hold in practice. In particular, not

only the error processes, but also the covariate process will often be serially correlated. A
useful generalization can be obtained if the involved random processes are weakly coupled.
To this end, recall the following definition:

13Conceptually, it is straightforward to extend this estimator to problems with a finite set of covariates
simply by stratifying across the different covariate values. This, however, may quickly result in unacceptably
high variance if the covariate space has many elements.

14See also Remark 1 in the previous section.
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Definition 4 (Strong Mixing). Let W1,W2, . . . be a random process and let

αn := sup
{∣∣P(A ∩B)− P(A)P(B)

∣∣ : A ∈ σ
(
{Wτ}tτ=1

)
, B ∈ σ

(
{Wτ}∞τ=t+n

)
, t ≥ 1

}
where P is the probability measure on the σ-field generated by (Wt)t≥1. The process W1,W2, . . .
is said to be strong α-mixing if αn → 0 as n→∞.

With this we can state the following result:

Proposition 2. Let Zit = ei(Xit)− εit − γit and suppose that Zi1, Zi2, . . . is stationary and
strong α-mixing with αn = O(n−5), and that EDi,est

[
Zit
]

= b and EDi,est
[
Z12
it

]
< ∞. Then

Var(η)→ σ2

|Ti| with σ2 =
∑∞

t=1 EDi,est
[
Zi1Zit

]
. If σ > 0, then

√
|Ti| ηi d→ N (b, σ2).

Proof. Up to some small modifications, this is essentially a restatement of Theorem 27.4 in
Billingsley (1995).

Proposition 2 is reassuring in that it states what we would hope for as a basic property
of the estimate: If the involved processes are stationary and their coupling decays over time,
then the estimator will be asymptotically normally distributed with a variance decaying at
the standard rate of 1/|Ti|. Of course the challenge is to verify, for general models f̂ 0

i , that
the necessary assumptions are satisfied. Moreover, Proposition 2 also shows that any non-
zero mean in the estimation error Zit will determine the mean of the limiting distribution. A
general challenge is that the different elements of Zit may not be independent. In the special
case that they are, we have the following:

Corollary 1. Suppose that the processes (Xit)t≥1, (εit)t≥1 and (γit)t≥1 are independent,
stationary and α-mixing with αn = O(n−5). Suppose further that EDi,est

[
ei(Xit)

]
= b

and EDi,est
[
ei(Xit)

12 + ε12
it + γ12

it

]
< ∞. Then the conclusion of Proposition 2 holds with

σ2 =
∑∞

t=1 EDi,est
[
ei(Xi1)ei(Xit) + εi1εit + γi1γit

]
.

Proof. Note that it follows immediately from Definition 4 that any Borel-measurable function
of an α-mixing processes is also α-mixing with no greater mixing coefficients. This obser-
vation, in combination with the independence assumption, implies that the result follows
Theorem 5.1 in Bradley (2005).

Unfortunately, for the independence assumption in Corollary 1 to hold, the covariate
vector Xit may not contain lagged values of the outcome variable Yit.

15 At this level of
generality, it appears hard to obtain more general results that would allow for this kind of
interdependence without making additional assumptions on the conditional mean function.
In the following, we instead look explicitly at how the properties of the first-stage model f̂ 0

i

appear in bias and variance of the estimate.

15In fact, the conditions of Corollary 1 may be weakened to the process (ei(Xit))t≥1, which might be
independent of the error processes even if the original process (Xit)t≥1 is not.
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Ex-Interim Bias and Variance

As a first step, suppose that we have trained a model f̂ 0
i on the training data set. With

respect to this model, the estimator has a certain bias and variance — we refer to them as
ex-interim bias and variance. We can show the following:

Lemma 1 (Ex-Interim Bias and Variance of µ̂i). Fix the model f̂ 0
i and the set of treatment

periods Ti. Conditional on this selection, we have

Bias(µ̂i | f̂ 0
i , Ti) = EDi,est

[
µ̂i | f̂ 0

i , Ti
]
− µi

= − 1

|Ti|
∑
t∈Ti

(
EDi,est

[
ei(Xit) |Dit=1

]
− E[εit |Dit=1]− E[γit |Dit=1]

)
(4.12a)

Var(µ̂i | f̂ 0
i , Ti) = EDi,est

[(
µ̂i − EDi,est

[
µ̂i | f̂ 0

i , Ti
])2 ∣∣ f̂ 0

i , Ti
]

=
1

|Ti|2
∑
t∈Ti

(
Var
(
ei(Xit) | f̂ 0

i , Dit=1
)

+ Var(εit |Dit=1) + Var(γit |Dit=1)

+
(
E[εit |Dit=1] + E[γit |Dit=1]

)2

− 2 Cov
(
εit + γit, ei(Xit) | f̂ 0

i , Dit=1
))

+
2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

(
Cov

(
εit, εiτ |Dit=Diτ =1

)
+ Cov

(
γit, γiτ |Dit=Diτ =1

)
+ Cov

(
ei(Xit), ei(Xiτ ) | f̂ 0

i , Dit=Diτ =1
)

− Cov
(
εit + γit, ei(Xiτ ) | f̂ 0

i , Dit=Diτ =1
)

+ E[εit + γit |Dit=1] E[εiτ + γiτ |Diτ =1]
)

(4.12b)

Proof. See Appendix C.2

From Lemma 1 we see that ex-interim bias and variance are driven by two causes: The
model error and the idiosyncratic noise. The former is unavoidable, and can be mitigated
by improving the fit of the model f̂ 0

i (i.e. by using an appropriate model specification and a
large training data set). The latter may be relatively benign and only increase the variance
of the estimator. However, under confounded treatment assignment, i.e., when the treatment
assignment is correlated with the noise, it may be much more problematic, since it would be
adding systematic bias to the estimator.16 Under unconfounded treatment assignment, i.e.
if treatment assignment and noise are independent, the situation simplifies:

16This situation is similar to the one encountered when estimating the average treatment effect in non-
experimental settings, where treatment assignment may be correlated with individual-level covariates, which
in turn may be correlated with the effect size. In that case, one typically makes a “selection on observables”
assumption, which requires that treatment assignment and potential outcomes are conditionally independent
given the observed covariates, which in effect allows to re-weight observations appropriately to obtain an
unbiased estimate of the ATE.
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Corollary 2. Suppose that εit, γit ⊥⊥ Dit. Then ex-interim bias and variance in Lemma 1
reduce to

Bias(µ̂i | f̂ 0
i , Ti) = − 1

|Ti|
∑
t∈Ti

EDi,est
[
ei(Xit) |Dit=1

]
(4.13a)

Var(µ̂i | f̂ 0
i , Ti) =

1

|Ti|2
∑
t∈Ti

(
Var
(
ei(Xit) | f̂ 0

i , Dit=1
)

+ Var(εit) + Var(γit)

− 2 Cov
(
εit + γit, ei(Xit) | f̂ 0

i , Dit=1
))

+
2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

(
Cov(εit, εiτ ) + Cov(γit, γiτ )

+ Cov
(
ei(Xit), ei(Xiτ ) | f̂ 0

i , Dit=Diτ =1
)

− Cov
(
εit + γit, ei(Xiτ ) | f̂ 0

i , Diτ =1
))

(4.13b)

Proof. If εit, γit ⊥⊥ Dit we have E[εit |Dit] = E[εit] = 0 and E[γit |Dit] = E[γit] = 0.

Observe that while εit, γit 6⊥⊥ Xit in general (this is because Xit may contain lagged values
of the output Yit), the condition that εit, γit ⊥⊥ Dit may still be satisfied if treatment assign-
ment is conditional on a subset of the covariates that is independent from the error processes
— for instance, the exogenous covariates X̃it in (4.6) that do not include information derived
from past output values, as stated in Lemma 2 below. A more general correlation between
treatment assignment and the whole covariate vector Xit is problematic if the errors εit and
γit are serially correlated. For example, suppose treatment Dit were assigned if the most
recent output Yit−1 fell above a certain threshold, and that the εit were positively correlated.
Then E[εit |Dit = 1] > 0, which by (4.12a) will result in a positively biased estimate of the
treatment effect.

Lemma 2. Suppose that X̃it ∈ Rnx̃ is a sub-vector of Xit such that εit, γit ⊥⊥ X̃iτ for all t, τ ,
and that εit, γit ⊥⊥ Dit | X̃it. Then εit, γit ⊥⊥ Dit.

Proof. This is straightforward and follows from the fact that εit ⊥⊥ Dit | X̃it and εit ⊥⊥ X̃it

together imply that εit ⊥⊥ Dit, X̃it in combination with the assumption that εit ⊥⊥ γit.

Under the assumption that εit, γit ⊥⊥ Dit, Corollary 2 shows that if the expected model
error for the model f̂ 0

i under the distribution of the data in the estimation data set is zero,
then the estimator is ex-interim unbiased.17 This is not very surprising and in line with our
intuition. A somewhat more interesting observation is that the ex-interim variance increases
with increasing variation in the model error across the covariate space X , but is unaffected
by the magnitude of the model error. This is also rather intuitive, as adding any constant to
the model f̂ 0

i does not affect the ex-interim variance of the estimator. Furthermore, as can

17Note that the estimator may be ex-interim unbiased also for imperfect models f̂0i , for example if the
expected error is zero for every t ∈ Ti. In principle, it may also be ex-interim unbiased if non-zero expected
errors happen to cancel out under the joint distribution of the estimation data over the treatment times.
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be seen from the second to last term in (4.13b), the variation in the model error has a par-
ticularly strong effect in regions of X that are “high-probability” regions18 under treatment
assignment. Conversely, model error outside the support of the estimation data set does not
affect the properties of the estimator.

Ex-Ante Bias and Variance

When considering the full estimation strategy, the model error for a given value of Xit is now
itself a random variable, as the model f̂ 0

i is fitted on the (random) training data. Moreover,
the model fitting process itself is potentially non-deterministic (see footnote 8 on page 81).
If the training and estimation data set are independent (we will discuss this condition in
more detail later), we can still obtain expressions for the bias and variance of µ̂i:

Lemma 3 (Ex-Ante Bias and Variance of µ̂i). Fix the set of treatment periods Ti and suppose
that Di,est ⊥⊥ Di,tr. Then

Bias(µ̂i | Ti) = − 1

|Ti|
∑
t∈Ti

(
EDi,est

[
Bias f̂ 0

i (Xit) |Dit=1
]
− E[εit |Dit = 1]− E[γit |Dit = 1]

)
(4.14a)

Var
(
µ̂i | Ti

)
=

1

|Ti|2
∑
t∈Ti

(
Var(εit |Dit=1) + Var(γit |Dit=1) + E[εit + γit |Dit=1]2

+ EDi,est
[
Var f̂ 0

i (Xit)
∣∣Dit=1

]
+ VarDi,est

(
Bias f̂ 0

i (Xit) |Dit=1
)

− 2 CovDi,est
(
εit + γit,Bias f̂ 0

i (Xit) |Dit=1
))

+
2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

(
Cov(εit, εiτ |Dit=Diτ =1) + Cov(γit, γiτ |Dit=Diτ =1)

+ E[εit + γit |Dit=1] E[εiτ + γiτ |Diτ =1]

+ EDi,est
[
Cov f̂ 0

i

(
Xit, Xiτ

) ∣∣Dit=Diτ =1
]

+ CovDi,est
(
Bias f̂ 0

i (Xit), Bias f̂ 0
i (Xiτ ) |Dit=Diτ =1

)
− CovDi,est

(
εit + γit,Bias f̂ 0

i (Xiτ ) |Diτ =1
))

(4.14b)

where

Var f̂ 0
i (Xit) := EDi,tr

[(
f̂ 0
i (Xit)− EDi,tr

[
f̂ 0
i (Xit)

])2
]

Cov f̂ 0
i

(
Xit, Xiτ

)
:= EDi,tr

[(
f̂ 0
i (Xit)− EDi,tr

[
f̂ 0
i (Xit)

])(
f̂ 0
i (Xiτ )− EDi,tr

[
f̂ 0
i (Xiτ )

])]
18i.e. regions of X with a lot of probability mass in the joint distribution of the estimation data under

the treatment assignment mechanism.
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Proof. See Appendix C.2.

As with the ex-interim bias and variance, things simplify if treatment assignment and
errors are independent:

Corollary 3. Suppose that εit, γit ⊥⊥ Dit. Then ex-ante bias and variance are given by

Bias(µ̂i | Ti) = − 1

|Ti|
∑
t∈Ti

EDi,est
[
Bias f̂ 0

i (Xit) |Dit=1
]

(4.15a)

Var
(
µ̂i | Ti

)
=

1

|Ti|2
∑
t∈Ti

(
Var(εit) + Var(γit) + EDi,est

[
Var f̂ 0

i (Xit) |Dit=1
]

+ VarDi,est
(
Bias f̂ 0

i (Xit) |Dit=1
)

− 2 CovDi,est
(
εit + γit,Bias f̂ 0

i (Xit) |Dit=1
))

+
2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

(
Cov(εit, εiτ ) + Cov(γit, γiτ )

+ EDi,est
[
Cov f̂ 0

i

(
Xit, Xiτ

)
|Dit=Diτ =1

]
+ CovDi,est

(
Bias f̂ 0

i (Xit), Bias f̂ 0
i (Xiτ ) |Dit=Diτ =1

)
− CovDi,est

(
εit + γit,Bias f̂ 0

i (Xiτ ) |Diτ =1
))

(4.15b)

Lemma 3 and Corollary 3 provide insight into how the bias-variance tradeoff of the
model used in the first stage affects bias and variance of the full two-stage estimator µ̂i.
On the one hand, reducing model bias directly reduces bias of µ̂i, as evident from (4.15a).
On the other hand, decreasing model bias generally comes at the cost of increasing model
variance, which directly increases the variance of the overall estimate according to the term
EDi,est

[
Var f̂ 0

i (Xit) |Dit=1
]

in (4.15b).

Remark 3. Conditioning on Dit is important in the first terms of both (4.14a) and (4.15a),
as treatment assignment in may be correlated with the covariates, in which case the condi-
tional expectation of the bias under the treatment assignment mechanism may be substantially
different than its marginal expectation. This is true independent of whether noise processes
and treatment assignment are independent or not.

Example 2. It is instructive to consider the hypothetical case where we have perfect knowl-
edge of the conditional mean function, i.e., when f̂ 0

i = f 0
i . Then Bias f̂ 0

i ≡ 0, Var f̂ 0
i ≡ 0
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and Cov f̂ 0
i ≡ 0, and so (4.14a) and (4.14b) in Lemma 3 reduce to

Bias(µ̂i | Ti) =
1

|Ti|
∑
t∈Ti

(
E[εit |Dit = 1] + E[γit |Dit = 1]

)
Var
(
µ̂i | Ti

)
=

1

|Ti|2
∑
t∈Ti

(
Var(εit |Dit=1) + Var(γit |Dit=1) + (E[εit |Dit=1] + E[γit |Dit=1])2

)
+

2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

(
Cov(εit, εiτ |Dit=Diτ =1) + Cov(γit, γiτ |Dit=Diτ =1)

+ E[εit + γit |Dit=1] E[εiτ + γiτ |Diτ =1]
)

If, in addition, Dit ⊥⊥ εit, γit, then E[εit |Dit = 1] = E[γit |Dit = 1] = 0, then Bias(µ̂i | Ti) = 0
and the above expressions reduce further to nothing more than those for bias and variance of
the sample mean estimate of some scalar parameter θi with observations θit = θi + εit + γit
under the same error correlation structure as in (4.7). In this case our prediction of the
counterfactual is free of error, so the problem reduces to a simple estimation of the mean.

Unlike as in Example 2, we in general need to take into account the bias of the estimate µ̂i
generated by the bias of the prediction model f̂ 0

i , as well as the additional variance of the
estimate caused by the interaction between the correlation of covariates and errors and the
bias and variance of the model as a result of the model fitting process. Clearly, if we had
access to a model f̂ 0

i that is itself unbiased on the whole domain,19 then the estimator µ̂i
would be ex-ante unbiased under the assumption that treatment assignment and error pro-
cesses are independent.20 This, however, does not mean that µ̂i will be ex-interim unbiased.
In general, ex-interim bias persists for a given model and is not reduced by simply increasing
the number of treatment periods in the estimation data set.

Conditions for Unbiasedness and Consistency

It is of course unrealistic to assume access to a model that is unbiased on the whole domain for
a given training data set. A more natural condition is one that accounts for improvements
in the model fit as the size of the training data set grows. To this end, let (Dki,tr)k≥1 be

a sequence of training data sets, and denote by f̂ 0,k
i the model fitted on data from Dki,tr.

Furthermore, let µ̂ki denote the estimator obtained from (4.10) using the model f̂ 0,k
i .

Definition 5 (Asymptotic Ex-Ante Unbiasedness). The sequence of estimators (µ̂ki )k≥1 is
asymptotically ex-ante unbiased if Bias(µ̂ki | Ti)→ 0 as k →∞.

We should point out that the condition in Definition 5 does not restrict the structure of
the regression and estimation models to be fixed. In fact, a natural thing to do is to refine

19By this we mean that EDi,tr
[f̂0i (x)] = f0i (x). i.e. that for every x ∈ X the fit is correct in expectation

over the training data.
20This relies on the independence of training and estimation data.
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the complexity of the models f̂ki and f̂ki (e.g. by adding additional transformations of the
covariates in a Generalized Linear Model) as the amount of available data grows.

The following Proposition gives a sufficient condition on the sequence of models f̂ 0,k
i for

asymptotic ex-ante unbiasedness.

Proposition 3 (Sufficient Condition for Asymptotic Ex-Ante Unbiasedness). Suppose that
εit, γit ⊥⊥ Dit, and denote by νit the conditional distribution of the covariate vector Xit on X
under treatment assignment. Let ν be a probability measure on X such that νit � ν for all
t ∈ Ti and that there exists K < ∞ such that dνit

dν
≤ K for all t ∈ Ti. Suppose further that

Bias f̂ 0,k
i → 0 in L1(X , ν). Then Bias(µ̂ki | Ti)→ 0 as k →∞.

Proof. This follows form a simple change of measure argument:∣∣∣EDi,est[Bias f̂ 0,k
i (Xit) |Dit=1

]∣∣∣ ≤ ∫
X

∣∣Bias f̂ 0,k
i (x)

∣∣ dνit
dν

dν(x) ≤ K

∫
X

∣∣Bias f̂ 0,k
i (x)

∣∣ dν(x)

Now Bias f̂ 0,k
i → 0 in L1(Rnx , ν) by assumption, so∣∣∣∣ 1

|Ti|
∑
t∈Ti

EDi,est
[
Bias f̂ 0,k

i (Xit) |Dit=1
]∣∣∣∣ ≤ K

∫
X

∣∣Bias f̂ 0,k
i (x)

∣∣ dν(x)→ 0

The result then follows in conjunction with Corollary 3.

Proposition 3 formalizes the rather intuitive fact that if the model bias vanishes asymp-
totically with the size of the training set, then so does the ex-ante bias of the two-stage
estimator. The condition in Proposition 3 is not particularly strong. For example, using
dominated convergence it is easily seen that it is satisfied if Bias f̂ 0,k

i is uniformly bounded

and Bias f̂ 0,k
i → 0 point-wise. However, point-wise convergence on X is not necessary for

the condition in Proposition 3 to hold.
Suppose that the data-generating processes of training and estimation data sets are sta-

tionary, and that ν = νtr
i , the (marginal) distribution in the training set. Then the condition

that νit � ν in Proposition 3 requires the support of the distribution of covariates in the
estimation set to be contained within the support of the distributions of the covariates in
the training set. Put intuitively, the model can only be expected to predict well on data
sufficiently similar to the data that has been used for fitting the model. In this sense, the con-
dition is similar in spirit to the so-called “overlap” condition on the covariate distributions of
treatment and control groups in program evaluation under unconfoundedness (Rosenbaum
and Rubin, 1984).

Example 3 (Linear Model). Say we use a linear model of the form f̂ 0,k
i (X) = η̂ki ·X, and sup-

pose that f 0
i (X) = ηi ·X, i.e., that the true conditional mean f 0

i is indeed a linear function of
the observed covariates. A sufficient condition for the condition from Proposition 3 to hold is
that η̂ki → ηi in L2 and that each Xj has finite second moment. Indeed, in this case it is easy

to see from Cauchy’s inequality that
∣∣η̂ki ·X−ηi ·X∣∣ ≤ ‖ηki −ηi‖2

(∑
j E[X2

j ]
)1/2 → 0. Now it is
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well known that η̂ki → ηi in L2 for OLS estimates η̂ki under standard conditions, and this re-
mains valid also if there is serial correlation between covariates under additional but relatively
mild conditions on the strength of the correlation (for example strong α-mixing (Billingsley,
1995)). The condition on the variances is a weak condition that should be satisfied in most
applications in practice.

Unbiasedness is of course not the only desirable property of an estimator. What we
would like is to establish is a notion of consistency — we want our estimate to converge in
probability to the true value with increasing sample size. Since “sample size” in this context
involves both training and estimation data, the conventional notion of consistency has to be
modified as follows:

Definition 6 (Consistency). Consider a sequence (Dki,tr,Dki,est)
∞
k=1 of tuples with treatment

periods T ki ⊂ Dki,est such that |Dki,tr| → ∞ and |T ki | → ∞, and let µ̂ki denote the estimate

obtained by applying µ̂i to T ki with the model f̂ 0,k
i being trained on Dki,tr. We say that µ̂i is

consistent if µ̂ki
P→ µi.

Clearly, while asymptotic ex-ante unbiasedness is necessary for consistency, it is not
sufficient. As we have seen earlier, one of the primary challenges is that our observations
are serially correlated. Intuitively, if the strength of this correlation decays with temporal
separation, and if the observations become sufficiently separated in time, then we may still
achieve consistency. Theorem 1 below formalizes this.

Theorem 1 (Sufficient Conditions for Consistency). Suppose that µ̂i is asymptotically ex-
ante unbiased, that |T ki | → ∞ with min{|t − τ | : t, τ ∈ T ki , τ 6= t} → ∞, that Dki,est ⊥⊥ Dki,tr
for all k, and that Dit ⊥⊥ εit, γit. Suppose further that

(i) ∃σε, σγ <∞ s.t. VarDki,est(εit) < σ2
ε and VarDki,est(γit) < σ2

γ

(ii) ∃K1 <∞ and k′ <∞ s.t. EDki,est
[
Var f̂ 0,k

i (Xit) |Dit

]
< K1 for all k > k′, t ∈ T ki

(iii) ∃K2 <∞ and k′ <∞ s.t. VarDki,est

(
Bias f̂ 0,k

i (Xit) |Dit

)
< K2 for all k > k′, t ∈ T ki

(iv) Cov(εit, εiτ )→ 0 and Cov(γit, γiτ )→ 0 as |t− τ | → ∞

(v) EDki,est
[
Cov f̂ 0,k

i

(
Xit, Xiτ

)
|Dit=Diτ =1

]
→ 0 as k →∞ and |t− τ | → ∞

(vi) CovDki,est

(
Bias f̂ 0,k

i (Xit), Bias f̂ 0,k
i (Xiτ ) |Dit=Diτ =1

)
→ 0 as k →∞ and |t− τ | → ∞

(vii) CovDki,est

(
εit + γit,Bias f̂ 0,k

i (Xiτ ) |Diτ =1
)
→ 0 as k →∞ and |t− τ | → ∞

Then the estimator (4.10) is consistent in the sense of Definition 6.
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Proof. Bias(µ̂i | Ti)→ 0 as k →∞ due to the assumption of ex-ante unbiasedness. Further,
with some book-keeping it is easy to see from (4.14b) that under assumptions (i) - (vii) of
Theorem 1 we also have that Var(µ̂i | Ti)→ 0 as k →∞. Convergence of probability is then
immediate from Markov’s inequality.

Condition (i) in Theorem 1 is basic. Conditions (ii) and (iii) are relatively straightforward
and essentially require asymptotic bounds on the bias and variance of the model. If model
bias and variance of f̂ 0,k

i are uniformly bounded on all of X for k sufficiently large, then
(ii) and (iii) are trivially satisfied. Condition (iv) requires the serial correlation of the noise
processes (εit)t≥1 and (γit)t≥1 to vanish with increasing temporal separation, and is a very
natural condition if we want to have any hope for a consistent estimator, even if we had a
perfect model f̂ 0

i . This condition is for example satisfied if (εit)t≥1 and (γit)t≥1 are strongly
α-mixing. Conditions (v) and (vi) are slightly harder to interpret. If model predictions were
uncorrelated then Cov f̂ 0,k

i ≡ 0. However, due to serial correlation in the training data, data
in the neighborhood of some x is likely to come from observations made around the same
time, so one would expect that using this data to train a model would yield prediction errors
that are indeed spatially correlated. The same applies to the model bias. On the other
hand, for estimation the same argument goes the other way: If covariates Xit and Xiτ in
different treatment periods are only weakly correlated, then this will reducing the impact
of the spatial correlation of the model predictions on the estimates. Finally, condition (vii)
is necessary since Xit may contain lagged values of Yit, hence if the errors εit and γit are
serially correlated this will result in Xiτ being correlated with εit and γit. Observe also that
if Bias f̂ 0

i is uniformly bounded, then (iv) implies (vii).
We emphasize that the conditions (i) - (vii) are not independent from asymptotic ex-ante

unbiasedness. In fact, it is one of the fundamental tenets of statistical learning that reducing
bias generally comes at the cost of increasing variance. The assertion of Theorem 1 is simply
that if model bias vanishes asymptotically with increasing amount training data while model
variance is controlled, then the resulting two-stage estimator will be consistent.

Remark 4. The conditions in Theorem 1 can be weakened: In particular, rather than requir-
ing asymptotic bounds in the form of constants it is enough to have some of the individual
components grow sublinearly. For instance, instead of condition (ii) it suffices to have that
EDki,est

[
Var f̂ 0,k

i (Xit) |Dit=1
]

= O(|T ki |).

From Theorem 1 we could now derive a wide range of simpler, more restrictive conditions
that ensure consistency of our estimate (see our above discussion for some examples). While
such abstract conditions are mathematically interesting, they become much more relevant
and useful in the context of specific models. However, as we in this chapter focus on the
general methodology, we refrain from further developing such conditions at this point.
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The Assumption of Independent Training and Estimation Data Sets

Most of our results so far have assumed that the training and estimation data sets are
independent. If this assumption does not hold true, then we cannot simply consider quan-
tities like EDi,est

[
Bias f̂ 0

i (Xit)
]

as in Lemma 3, but instead have to take a single expectation

ED
[
f̂ 0
i (Xit) − f 0

i (Xit)
]

over the joint distribution of training and estimation data. Because
our general framework allows for serial correlation of error and covariate processes, training
and estimation sets will never be completely independent. However, if correlation is rela-
tively local in time (e.g if the processes are α-mixing), then approximate independence may
be achieved by ensuring sufficient temporally separation between training and estimation
data sets.

If treatment assignment is independent of the realization of the covariate and output
processes, then we can satisfy the independence assumption on Di,tr and Di,est, modulo
the caveat just mentioned above. This is the experimental ideal. However, we may also
want to perform observational studies, in which we face a situation in which treatment has
been administered in a potentially non-random fashion. If in such a situation treatment
assignment is correlated with covariates, this may result in training and estimation data sets
having different underlying distribution.

One simple case in which the condition Di,tr and Di,est can be (approximately) satisfied
in an observational setting is one in which no treatment is administered in the beginning,
and treatment assignment starts after a time t̃ that is independent of the realization of the
output and covariate processes. Then choosing Di,tr as all observations prior to t̃ and Di,est

as the treatment periods ensures approximate independence. In this case Assumption 11
(stationarity of the conditional distribution of the outcomes given the covariates) is crucial
to be able to obtain unbiased estimators of the treatment effect.

4.4 Conditional Individual Treatment Effects Under

General Treatments

Besides the (marginal) ITE, we would also like to estimate CITE, the conditional individual
treatment effect. Moreover, rather than in the response to a simple binary treatment, we are
often interested in an individual’s response as a function of a treatment parameter, say the
intensity of treatment. For instance, one goal in the context of evaluating Demand Response
is estimate the demand curve, i.e., the effect of receiving a notification on consumption as a
function of the stated incentive level. It turns out that the divide and conquer approach of
our two-stage estimation process makes it, at least conceptually, quite easy to perform such
estimation.

Let Rit ∈ R ∪ {0} with R ⊂ Rnr denote the vector of treatment parameters in period t.
Here Rit = 0 means individual i receives no treatment,21 so that Ti = {t :Rit 6= 0}. Consider

21We still have a situation in mind in which the number of non-treatment periods is much larger than the



CHAPTER 4. MACHINE LEARNING METHODS FOR CAUSAL INFERENCE ON
TIME SERIES DATA 95

the following generalization of the outcome model (4.7), where we allow the treatment effect
µi to be a function of the covariate Xit and the treatment parameter Rit:

22

Yit = f 0
i (Xit) + 1{Rit 6=0}

[
µi(Xit, Rit) + γit

]
+ εit (4.16)

We would like to obtain an estimate µ̂i : X × R → R of the CITE µi. For a given
model f̂ 0

i we can compute the quantity δit for all treatment periods in much the same way
as before, namely

δit := Yit − f̂ 0
i (Xit) = f 0

i (Xit)− f̂ 0
i (Xit) + µi(Xit, Rit) + εit + γit (4.17)

which leaves us with a set
(
(Xit, Rit), µ(Xit, Rit) + κit

)
t∈Ti

of pairs of observations and esti-

mated outcomes, where κit = f 0
i (Xit)− f̂ 0

i (Xit) + εit + γit is, as before, the estimation error,
and where (Xit, Rit) can be viewed as an augmented covariate associated to the estimated ef-
fect µ(Xit, Rit)+κit. In order to estimate the CITE, we can now simply regress the predicted
counterfactuals (δit)t∈Ti on the covariate-parameter tuples (Xit, Rit)t∈Ti , using a method of
our choosing. This is summarized below in Algorithm 1.

Algorithm 1: Computing the CITE Estimate

Input: Di,tr, Di,est

Output: µ̂i
Train model f̂ 0

i on Di,tr using cross-validation for hyperparameter optimization

Compute predicted counterfactuals (δit)t∈Ti where δit := Yit − f̂ 0
i (Xit)

Obtain µ̂i by regressing (δit)t∈Ti on ((Xit, Rit))t∈Ti

Note also that by regressing on a sub-vector X̌it of Xit we can also obtain an estimate
of (4.4), the ITE conditional on a subset of covariates.23

We will require the following assumption:

Assumption 13 (Conditional Independence). The errors εit and γit are conditionally inde-
pendent of the treatment given the covariates, i.e., εit, γit ⊥⊥ Rit | Xit.

Let Y r
it denote the outcome Yit under treatment assignment Rit = r. In particular, Y 0

it

denots the outcome in the absence of treatment, just as in the case of binary treatment. It
turns out that Assumption 13 implies what is essentially an analogue of the weak uncon-
foundedness condition from Hirano and Imbens (2004):24

number of treatment periods.
22Note that this formulation includes binary treatments as a special case, namely when Rit ∈ {0, 1}.
23We emphasize again that, unlike the full CITE, this restricted estimate is only meaningful under the

joint distribution of Xit under the underlying data generating process.
24While Hirano and Imbens (2004) are interested in the assignment of real-valued treatments to different

individuals, we instead consider assignment of different treatments to the same individual in different periods.
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Lemma 4 (Weak Unconfoundedness). Under Assumption 13, Y r
it ⊥⊥ Rit | Xit for all r ∈ R.

Proof. Fix r ∈ R. Then E[Y r
it |Xit, Rit] = f 0

i (Xit) + µi(Xit, r) + E[εit + γit |Xit, Rit]. Now,
under Assumption 13 we have that E[εit + γit |Xit, Rit] = E[εit + γit |Xit], and therefore
E[Y r

it |Xit, Rit] = E[Y r
it |Xit].

For a given (imperfect) model f̂ 0
i , it will generally be the case that the model error

ei(Xit) = f̂ 0
i (Xit)− f 0

i (Xit) is correlated with the covariates Xit. Fundamentally, this means
that, even if the form of the regression model for µ̂i were correctly specified, the result µ̂i of
the second stage regression will not necessarily converge to the true effect µ with increasing
number of treatment observations.25 This will still be the case even if those observations were
independent. That is, the estimator will not be consistent in the conventional sense. Much
like with the sample mean estimator for the ITE discussed in Section 4.3.2, the appropriate
notion of consistency is with respect to both training and estimation data and will require
joint conditions on the sequences (f̂ 0,k

i )k and (µ̂ki )k.

Definition 7 (Point-Wise Consistency for General Treatments). Consider a sequence of
tuples (Dki,tr,Dki,est)

∞
k=1 with treatment periods T ki ⊂ Dki,est such that |Dki,tr| → ∞ and |T ki | →

∞. Let µ̂ki denote the estimate obtained by applying Algorithm 1 to (Dki,tr,Dki,est). We say

that the sequence (µ̂ki )k is point-wise consistent on S ⊂ X ×R if µ̂ki (x, r)
P→ µi(x, r) for all

(x, r) ∈ S.

Point-wise consistency according to Definition 7 is with respect to some set S ⊂ X ×R.
In many cases, it may be unnecessary or even unnatural to consider the treatment effect on
all of X ×R. Unlike with the sample mean estimator for the ITE under binary treatment in
Section 4.3, we cannot easily derive expressions for bias and variance for general second stage
estimators. Instead, we have to settle for a more abstract result that links the asymptotic
properties of the first and second stage models.

Proposition 4. Suppose that f̂ 0,k
i (x)

P→ E[Y 0
it |Xit=x] and µ̂ki (x, r)

P→ E[δit |Xit=x,Rit=r]

as k → ∞ for all (x, r) ∈ S. Suppose further that Assumption 13 holds. Then µ̂ki (x, r)
P→

µi(x, r) + E[γit |Xit=x] as k →∞ for all (x, r) ∈ S.

Proof. Fix (x, r) ∈ S. Then

µ̂ki (x, r) = µ̂ki (x, r)− E[δit |Xit=x,Rit=r] + E[δit |Xit=x,Rit=r]

= µ̂ki (x, r)− E[δit |Xit=x,Rit=r]− f̂ 0,k
i (x, r) + f 0

i (x, r)

+ µi(x, r) + E[εit |Xit=x,Rit=r] + E[γit |Xit=x,Rit=r]

= µ̂ki (x, r)− E[δit |Xit=x,Rit=r]− f̂ 0,k
i (x, r) + E[f 0

i (x, r) + εit |Xit=x]

+ µi(x, r) + E[γit |Xit=x]

25In order to convey the intuition we are being very informal here and disregard a number of technicalities,
such as what type of convergence we actually mean. We will make this notion precise in the following.
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where the last step follows from Assumption 13. But E[f 0
i + εit |Xit = x] = E[Y 0

it |Xit = x],
and thus the result follows under our assumptions.

Remark 5. An interesting observation from the proof of Proposition 4 is that, even though
a model that is asymptotically correct in estimating E[Y 0

it |Xit = x] may be incorrectly es-
timating f 0

i , this bias cancels out in the regression in the second stage. For this to hold
Assumption 13 is crucial, since otherwise E[εit |Xit=x,Rit=r] 6= E[εit |Xit=x,Rit 6=0].

Proposition 4 essentially states that under a “point-wise asymptotically correct” sequence
of models µ̂ki the estimator will extract the conditional ITE as long as E[γit |Xit = x] = 0.
But since Xit may contain lagged output values, this condition will not generally hold for any
fixed treatment assignment. However, even if the noise process (γit)t is serially correlated,
it may hold asymptotically if this correlation decays with increasing temporal separation,
and if the separation between treatment periods increases. This is because the dependence
between γit and Xit is due exclusively to the dependence between γit and γit′ for treatment
periods t′ < t.

Corollary 4. Suppose that, in addition to the Assumptions of Proposition 4, we also have

that E[γit |Xit = x] → 0 as inf{|t − t′| : t, t′ ∈ T ki } → ∞ for all x ∈ πXS. Then µ̂ki (x, r)
P→

µi(x, r) as k →∞ for all (x, r) ∈ S.

In addition to the notion of point-wise consistency from Definition 7, we can also consider
other relevant concepts of consistency, such as a notion of weak consistency.26 However, we
will refrain from indulging in such mathematical pleasures at this point and instead focus
on aspects more relevant to finite sample analysis.

Controlling for Differences in Covariate Distributions

One issue with the generic estimation strategy discussed so far, both with ITE and CITE
estimates, is that the empirical distribution of covariates may be quite different in the training
and estimation data sets. As discussed earlier, there needs to at least be some degree of
“overlap” between the distributions to have any hope of obtaining a consistent estimator.
However, even if this is the case, if in the first stage the model f̂ 0

i is trained without taking
the different frequencies of the covariates into account, then the different distribution in the
training data may lead to the resulting model having significant finite-sample bias exactly
where it impacts the estimation in the second stage the most.

For example, if we fit the model f̂ 0
i by minimizing a standard (unweighted) cumulative loss

function, such as the MSE, then a small number of observations with covariates in regions of
X most relevant for estimation may be “washed out” by a very large number of observations
in regions of X with no covariates during treatment periods. As the other extreme, we
could consider exclusively those observations in the training data that have corresponding

26For instance, we could define a sequence (µ̂ki )k to be weakly consistent w.r.t. some function class Φ and

reference measure λ if
∫
X×R µ̂

k
i ϕdλ(x, r)

P→
∫
X×R µi ϕdλ(x, r) as k →∞ for all ϕ ∈ Φ.
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covariate vectors in the estimation data. While this would minimize bias, it would also lead
to excessive variance in the estimator. Hence we need to find a tradeoff between the two.
This tradeoff can be achieved by using a weighted loss function that weights observations
in the training data by “relevance”. Selecting the weights can be achieved through different
methods. For instance, one possibility would be to do Kernel weighting, an approach that is
very similar to that of non-parametric matching estimators (Imbens, 2004). The respective
hyperparameters can be optimized by using cross-validation on the training data set.

While Proposition 3 shows that the ITE estimator will be asymptotically ex-ante unbiased
even if the discrepancy between the covariate distributions on treatment and estimation data
is significant (as long as there is overlap), it says nothing about convergence rates. In practice,
appropriate weighting may have a significant effect on the finite sample performance of our
estimator. We observe this behavior in our synthetic experiments on electricity consumption
data in Section 5.4 in the following chapter.

4.5 Average Treatment Effects

So far all of our results in this chapter have been developed for measuring treatment effects
on the level of a single individual. For many policy questions, a natural quantity of interest
is the average effect of a treatment across individuals in some population of interest P .
Commonly, it may not be possible to observe every individual in P ,27 and we need to draw
our conclusions from some subset of P .28

Note that implicit in our outcome model (4.16) is the assumption that the treatment
effect µi of individual i is unaffected by the particular assignment of treatment to other indi-
viduals. This is the standard Stable Unit Treatment Value Assumption (SUTVA) developed
by Rubin (1980).

In the following we will state all results for general, non-binary treatments. The cor-
responding results for binary treatments are simple special cases. Within a given sample
population PT exposed to treatment (the “treated”), we can define the following:

Definition 8 (EATT). Let PT denote the set of individuals receiving treatment. The Em-
pirical Average Treatment Effect on the Treated (EATT) is

µPT (x, r) :=
1

|PT |
∑
i∈PT

µi(x, r) (4.18)

The individuals in PT have been selected according to some assignment mechanism M.
Denote Mi = 1{i∈PT }, i.e. Mi = 1 if individual i is assigned to PT , and Mi = 0 otherwise.

27In fact, the population P is often assumed infinite, primarily for mathematical convenience. See Abadie
et al. (2014) for a discussion of settings in which this assumption is not justified.

28This rather plain fact has been referred to as the “analogy principle” (Manski, 1988).
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The Average Treatment Effect on the Treated (ATT) is the expected treatment effect of an
individual in the underlying population P selected by the assignment mechanism M:

Definition 9 (ATT). The Average Treatment Effect on the Treated (ATT) is

µ(x, r) := E
[
µi(x, r) |Mi = 1

]
(4.19)

The notion of an average treatment effect that is a function of some covariates may seem
confusing to readers familiar with the classic literature on causal inference and program
evaluation. The point is that averages are across individuals, so it makes sense to talk about
an average effect across individuals that is heterogeneous across the covariate and treatment
parameter spaces X and R, respectively. Fundamentally, the prerequisite for being able
to estimate such a quantity is the possibility of characterizing treatment effect heterogene-
ity within a single individual. While this is typically infeasible in settings with a single
treatment exposure per individual (which are most commonly considered in the literature),
it may potentially be possible in our case due to multiple treatment exposures per individual.

Often we are also interested in the average effect of treatment across the entire underlying
population of individuals:

Definition 10 (Average Treatment Effect). The Average Treatment Effect (ATE) is

ν(x, r) := E
[
µi(x, r)

]
(4.20)

Clearly, EATT, ATT and ATE are the same if the treatment effect is homogeneous across
individuals, i.e. if µi ≡ µj for any i, j in the underlying population P . If, instead, the treat-
ment effect is heterogeneous across individuals, then ATE and ATT may differ significantly,
while we would expect EATT to approach ATT with increasing sample population size |PT |.

Furthermore, it is easy to see that if PT is a random sample from the underlying popu-
lation,29 then ATE and ATT coincide. This is what makes it relatively straightforward to
estimate the ATE in randomized experiments. For general assignment mechanisms, however,
one has to be worried about a potential correlation between the assignment to treatment
and the treatment effect itself. If such correlation exists and is not controlled for (e.g. by
performing propensity score matching), then comparing treated and non-treated subjects in
general will result in selection bias. Avoiding selection bias is a paramount concern in settings
with few (possibly a single) observation per individual, in which across-subject matching is
performed to obtain estimates of counterfactuals from the control group. Our methods do
not really use a control group in the conventional sense, as estimates of the counterfactual
outcome(s) are constructed via within-subject matching across the different observation pe-
riods. Nevertheless, if we are interested in estimating the ATE, we still have to worry about
the composition of the sample population PT being different than that of the underlying
population. We address this point below, but focus first on estimating the ATT.

29More formally, we require that assignment to PT is independent of the ITE, i.e. that Mi ⊥⊥ µi.
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Estimating EATT and ATT

Once we have obtained estimates for the ITEs, it is straightforward to construct an estimate
of both the EATT30 and ATT by marginalizing over individuals in the sample population PT .
Indeed, for each i ∈ PT we can compute an ITE estimate µ̂i : X × R 7→ R. The natural
estimator for both EATT and ATT then is simply

µ̂PT (x, r) = µ̂(x, r) =
1

|PT |
∑
i∈PT

µ̂i(x, r) (4.21)

It is straightforward to see that if the ITE estimators are (point-wise) consistent for each
individual, then so is the EATT estimate:

Corollary 5. Suppose that PT is finite and that µ̂i is point-wise consistent on S for each
i ∈ PT . Then the EATT estimate µ̂PT in (4.21) is also point-wise consistent on S, that is,

µ̂kPT (x, r)
P→ µPT (x, r) as k →∞ for all (x, r) ∈ S.

Intuitively, the same should be true also for the ATT estimate if the sample population
grows and consists of independent random draws from P . To this end, let ρM denote
the probability measure on P characterizing a single draw from P under the assignment
mechanismM. For our result we will require uniformity in the convergence of the individual
estimates under selection by M:

Assumption 14. µ̂i is point-wise consistent on S uniformly in i ρM-almost everywhere
on P. That is, for any ε > 0 there exists k′ < ∞ such that |µ̂ki (x, r) − µi(x, r)| < ε for all
k > k′ for ρM-almost all i ∈ P.

We also need the following technical assumption requiring the variance of the treatment
effect under the selection M to be uniformly bounded:

Assumption 15. For all (x, r) ∈ S there exists K <∞ such that Var(µi(x, r) |M) < K.

With this we have the following result:

Proposition 5. Suppose that Assumptions 14 and 15 hold. Suppose further that PkT ⊂ P
for each k, with |PkT | → ∞ and each PkT consisting of i.i.d. draws from P according to ρM.

Then µ̂ is point-wise consistent on S, that is, µ̂k(x, r)
P→ µ(x, r) as k →∞ for all (x, r) ∈ S.

30Note that estimating the EATT, while quite straightforward in the case of within-subject matching, is
a more delicate problem under across-subject matching approaches. In the latter case, for a given sample
population one would obtain an estimate by exposing only a random subset of the population to treatment.
If the sample population is small and there is strong heterogeneity in the effect, then the resulting estimate
may differ substantially from the actual EATT.
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Proof. Fix (x, r) ∈ S and note that

µ̂k(x, r)− µ(x, r) =
1

|PkT |
∑
i∈PT

µ̂ki (x, r)− E[µi(x, r) |M] =
1

|PkT |
∑
i∈PkT

(
µ̂ki (x, r)− µi(x, r)

)
− ξk

where ξk = E[µi(x, r) |M] − 1
|PkT |

∑
i∈PkT

µi(x, r). Now E[ξk] = 0 and, using Assumption 15,

Var(ξk) = 1
|PkT |

Var(µi(x, r) |M) < K
|PkT |
→ 0, and so ξk

P→ 0 by Markov’s inequality. More-

over, Assumption 14 implies that 1
|PkT |

∑
i∈PkT

(
µ̂ki (x, r)− µi(x, r)

) P→ 0.

Assumption 14, which we used in Proposition 5, is quite strong. Specifically, a common
concern that one may have is that some of the ITE estimates may be biased.31 However, since
the ATT estimate µ̂ in (4.21) is obtained by marginalizing over ITEs, it may be unbiased
even if the ITE estimates µ̂i are not. In particular, so long as the expected bias of the µ̂i
under the selection mechanism M is zero, then µ̂(x, r) will be unbiased. But this of course
does not necessarily mean that the estimator will be consistent — if the estimation errors
are correlated between individuals this will require additional assumptions.

Proposition 6. In the setting of Proposition 5, suppose that instead of Assumption 14 we
have that E[µ̂ki (x, r) − µi(x, r) |M] → 0 and Cov(µ̂ki (x, r), µ̂

k
j (x, r) |M) → 0 as k → ∞ for

all (x, r) ∈ S. Then µ̂ is point-wise consistent on S.

Proof. Very similar to the proof of Proposition 5, after noting that our assumptions imply

that 1
|PkT |

∑
i∈PkT

(
µ̂ki (x, r)− µi(x, r)

) P→ 0.

Remark 6. In the number of treatment observations is different for different individuals
(i.e. if we have an “unbalanced panel”) we need to be careful when comparing our ATT
estimate with that of a classic across-subject matching regression model. Specifically, if the
treatment effect is heterogeneous across individuals, and if the number of observations is
correlated with the treatment effect, then the estimate obtained from a standard (unweighted)
regression model will be biased. To obtain an unbiased estimate of the ATT (4.19), each
observation associated to an individual must be weighted in the regression by the inverse of
the total number of observations of that individual. This issue is not present in our estimate
based on marginalizing the ITE estimates, as each observation automatically gets weighted
correctly by first computing the ITE.32

31For example, this may be the case if Assumption 11, i.e., that the conditional distribution of the
potential outcomes given the covariates is stationary, is violated. For instance, in estimating residential
energy consumption this may be the case if an individual has upgraded or replaced their AC system or some
of their electric appliances.

32Of course it does not eliminate the problem of individuals with very few observations having a dispro-
portionate effect on the variance of the resulting estimator.
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Estimating the ATE

In the case in which assignment to PT is random (i.e. if ρM is the uniform distribution
on P), estimating the ATE reduces to estimating the ATT. In general, however, assignment
to PT may be correlated with an individual’s treatment effect, in which case ATE and ATT
may differ significantly. If we have access to additional subject-level covariates representing
certain characteristics of the individuals, then, under the assumption that assignment to
PT is conditionally independent given those subject-level covariates (that is, if the selection
mechanism is uncounfounded), we may still estimate the ATE by using well-established
methods such as propensity score matching (Rosenbaum and Rubin, 1983), which amounts
to appropriately weighting the ITEs in (4.21).

As the focus of our contributions is on estimating (conditional) ITEs using within-subject
matching across multiple periods, we will assume for the remainder of this chapter that the
sample population PT is indeed a random sample from the underlying population P , and
hence it is enough to focus on EATT and ATT. Following our comment above, it is relatively
straightforward to extend our approaches to unconfounded selection mechanisms.

Why use Within-Subject Matching to Estimate Average Effects?

The usefulness of estimating individual treatment effects based on within-subject matching
is clear. But in some cases it may also be advantageous to use this strategy to estimate
average effects instead of across-subject matching approaches.

Firstly, in many settings it may be infeasible or impractical to have a control group in the
first place, which essentially rules out across-subject matching methods. Secondly, it may
be infeasible or impractical to expose different individuals to treatment in a coordinated
fashion, which in some situations may make it impossible to pool observations across the
treated, resulting in a treatment group of effectively much smaller size and consequently
an imprecise estimator. By design, our method utilizes all of the available data for each
individual, something that is not always easy to do in conventional across-subject matching
approaches that may often assume a so-called balanced panel, i.e., the same number of
observations during common observation periods.

Finally, within-subject matching can mitigate an inherent issue with across-subject match-
ing approaches, which is that it is generally impossible to verify that the compared groups
are statistically the same across all relevant characteristics. This is a particularly important
concern for observational studies, but relevant also for randomized experiments with small
sample sizes, for which it is possible that treatment and control group are systematically dif-
ferent along some unobserved characteristic that is correlated with the treatment outcome.
These kinds of concerns are not present when using observations from a single individual.
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4.6 Bootstrapped Confidence Intervals

Because of our agnosticism to the model used in our estimation strategy, the general form
of the treatment response, and the potentially quite complicated correlation structure of the
observations, it is very challenging, if not impossible, to derive the limiting distribution of
our estimate in a general setting without making strong additional assumptions. Moreover,
the limiting distribution of certain models f̂ 0

i , such as Random Forests, may be unknown
even in the case of i.i.d. observations.33 Finally, our ITE estimates are, naturally, for a single
individual, and thus the number of treatment observations will be limited. Therefore it is
unlikely that the asymptotic limiting distribution will be a good approximation of the finite
sample distribution. In order to still obtain confidence intervals around our estimates, we
therefore turn to the bootstrap (Efron and Tibshirani, 1994).

4.6.1 Confidence Intervals for ITE and CITE

Bootstrapping in our setting gets complicated by a number of issues. Firstly, randomness
is introduced to the estimate through various sources, including the training data Di,tr used

to train the model f̂ 0
i , the model generation process itself (if it is non-deterministic), and

the estimation data Di,est, which contains the noisy observations of the treatment periods.
Secondly, due to the serial correlation in the time series, the observations are not i.i.d. as is
typically assumed in the basic bootstrap. Finally, possible computational requirements due
to fitting the model gets amplified significantly by the fact that for computing confidence
intervals we typically require a large number of bootstrap estimates (Efron, 1987).

We can address the first two of these challenges by ensuring that we draw bootstrap
samples from both the training and estimation data sets, and by performing a moving block
bootstrap (MBB) to account for correlation in the data (Kunsch, 1989). In the spirit of the
bootstrap, we should repeat the full estimation procedure for each bootstrap sample. This
however may quickly become computationally infeasible if training the model f̂ 0

i is expensive.
In particular, this is likely to be the case if the model fitting involves cross-validation for op-
timizing hyper-parameters. To remedy this, a first step is to perform hyper-parameter search
once, fix the optimal hyper-parameters, and then for each bootstrap sample from Di,tr re-fit
the model for this selection of hyper-parameters. Intuitively, this approach will work well if
the optimal hyper-parameters are insensitive to being fit on different moving-block bootstrap
samples. Performing this initial hyper-parameter optimization will significantly reduce com-
putation time by eliminating repeated cross-validation, but it still involves re-fitting a model
for each bootstrap sample. In some situations, this may still be computationally prohibitive.
Heuristically, if there is a large amount of training data available, one would expect the
variation between models trained on bootstrap samples to be relatively small, so that a large
part of the variation of the estimates is due to the noise in the treatment observations. In-
tuitively speaking, bootstrapping the treatment observations in such situations will be more

33See Wager and Athey (2015) for some recent advances on limiting distributions of Random Forests.
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important for capturing the variance of the estimate, relative to bootstrapping the training
data. This suggests the following three-step bootstrapping procedure for each individual:

1. Perform an initial hyper-parameter optimization using cross-validation on the full train-
ing data set Di,tr.

2. Generate a family of models {f̂ 0
i,j}Bmj=1, where f̂ 0

i,j is trained on the j-th moving block
bootstrap sample from the training data Di,tr using the optimal hyper-parameters
determined in step 1.

3. For each model f̂ 0
i,j from step 2, generate Bt bootstrap estimates by sampling from the

estimation data.

This procedure will generate B = BmBt bootstrap estimates. What we mean by a bootstrap
estimate in the context of general treatments requires some clarification. For each trained
model f̂ 0

i,j, we draw Bt samples from the estimation data. The k-th sample (Xit, Rit, Yit)i∈Ti,j,k
consists of the covariate, treatment parameter and outcome at |Ti| random draws Ti,j,k from
the treatment periods Ti. If the samples in the estimation data are (approximately) indepen-
dent, then we can obtain the Ti,j,k by simply drawing uniformly at random (with replacement)
from Ti — otherwise we may perform an appropriate block bootstrapping procedure. We will
focus on the former case here, assuming that the treatment periods are sufficiently separated
in time. For each j and k we compute the one-sample estimates

δit,j,k := f 0
i (Xit)− f̂ 0

i,j(Xit) + µi(Xit, Rit) + εit + γit

for t ∈ Ti,j,k and obtain an estimate µ̂i,j,k : X × R → R of µi by regressing the δit,j,k on
the (Xit, Rit)t∈Ti,j,k (for the sample mean estimator in case of binary treatments, µ̂i,j,k would
simply be the sample mean of the δit). The bootstrap distribution Bi(µ̂i(x, r)) of the CITE
estimate µ̂i(x, r) is then given by

Bi(µ̂i(x, r)) =
{
µ̂i,j,k(x, r) : 1 ≤ j ≤ Bm, 1 ≤ k ≤ Bt

}
Based on this bootstrap distribution we can compute confidence intervals for µ̂i(x, t).

There are many different bootstrapping techniques that can be used to compute confi-
dence intervals in our context. One of the most basic ones is the so-called percentile method
from Efron and Tibshirani (1986), which has various extensions.

Percentile Method Fix x ∈ X , r ∈ R, and let βi := µi(x, r) and β̂ := µ̂i(x, r). Denote
by B̂i(β̂) the empirical cumulative distribution function (cdf) of the bootstrap distribution
Bi(β̂) of the estimate β̂. Then

CIP (αl, αu) =
[
B̂−1(αl), B̂

−1(1− αu)
]

(4.22)

is a 1−αl−αu confidence interval for β with asymptotic lower and upper coverages of 1−αl
and 1−αu, respectively, provided φ̂ ∼ N (φ, τ 2) for some for some monotone transformation
φ̂ = g(β̂), φ = g(β).
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Bias-Corrected Percentile Method Efron and Tibshirani (1986) also suggest a so-called
bias-corrected (BC) percentile method that can account for a particular kind of bias. Let
ẑ0 = Φ−1(B̂(β̂)) where Φ−1 is the quantile function of a standard normal random variable
(i.e. the inverse of the cdf Φ). Further, let z(α) denote the 100 · α percentile point of a
standard normal variate. Then

CIBC(αl, αu) =
[
B̂−1(Φ(2ẑ0 + z(αl))), B̂−1(Φ(2ẑ0 + z(1−αu)))

]
(4.23)

is a 1−αl−αu confidence interval for β with asymptotic lower and upper coverages of 1−αl
and 1 − αu, respectively. Efron (1982) shows that the bias-corrected bootstrap interval for
β̂ is exactly correct if φ̂ ∼ N (φ − z0τ, τ

2) for some monotone transformation φ̂ = g(β̂),
φ = g(β) and some constant z0.

Bias-Corrected Accelerated Percentile Method A further modification of the above
methods is provided the bias-corrected and accelerated (BCα) method (Efron and Tibshirani,
1994). This method is quite similar to the BC method, and considers confidence intervals of
the form

CIBCα(αl, αu) =
[
B̂−1(Φ(ẑ0 + z̃(αl, ẑ0)), B̂−1(Φ(ẑ0 + z̃(αu, ẑ0)))

]
(4.24)

where ẑ0 as before and where

z̃(α, ẑ0) =
ẑ0 + z(α)

1− â(ẑ0 + z(α))

The acceleration â can be computed using a jackknife estimator (see eq. (14.15) in Efron
and Tibshirani (1994)). The main advantage of the BCα method over the (bias-corrected)
percentile method is that it is second-order rather than just first-oder accurate.34

The three methods discussed above are of increasing generality. Indeed, it is easy to see
that (4.24) reduces to (4.23) if â = 0. Similarly, (4.23) reduces to (4.22) if ẑ0 = 0.

Note that in order to obtain confidence intervals at different values (x, r) it is not neces-
sary to re-train the models f̂ 0

i,j and µ̂i,j,k. Instead, it is enough to determine the µ̂i,j,k once
and then evaluate them at the different covariates and treatment parameters of interest. The
full three-step procedure for computing confidence intervals at the elements of E := (xev

m , r
ev
m )

is given in Algorithm 2.35

34Meaning that P(β < β̂) = αl + cl/n and P(β > β̂) = αu + cu/n rather than P(β < β̂) = αl + c′l/
√
n and

P(β > β̂) = αu + c′u/
√
n for some constants cl, cu and c′l, c

′
u, where n is the sample size.

35Here we let ∗ denote one of the bootstrapping methods from the previous section, i.e. percentile,
bias-corrected and bias-corrected and accelerated.
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Algorithm 2: Three-step Bootstrapped Confidence Intervals for the CITE

Input: Di,tr, Di,est, Bm, Bt, l, E , αl, αu
Output: (1− αl, 1− αu) CIs around µ̂i(x

ev
m , r

ev
m ) for each (xev

m , r
ev
m ) ∈ E

Perform hyper-parameter optimization of f̂ 0
i using cross-validation on Di,tr

Compute µ̂i according to Algorithm 1
for j = 1, . . . , Bm do

Draw overlapping MBB sample Di,tr,j from Di,tr of block length l

Train model f̂ 0
i,j on Di,tr,j using previously determined hyper-parameters

for k = 1, . . . , Bt do
Draw bootstrap sample Ti,j,k of size |Ti| from Ti
For each t ∈ Ti,j,k compute δit,j,k = Yit − f̂ 0

i,j(Xit)

Determine µ̂i,j,k by regressing the (δit,j,k)t∈Ti,j,k on (Xit, Rit)t∈Ti,j,k

for each (xev
m , r

ev
m ) ∈ E do

Compute CIi,m∗ (αl, αu) around β̂i,m := µ̂i(x
ev
m , r

ev
m ) according to CI∗, with

B̂i,m = cdf
{
β̂i,j,k,m : j = 1, . . . , Bm, k = 1, . . . , Bt

}
Remark 7. While the confidence intervals computed by Algorithm 2 are individually asymp-
totically valid, they are not jointly valid. That is, P

(
βi,m ∈ CIi,m∗ (αl, αu)

)
→ 1− αl − αu for

each l with increasing sample and bootstrap sample size under the conditions discussed by
Efron (1982), but P

(
(βi,m ∈ CIi,m∗ (αl, αu))∩ (βi,l′ ∈ CIi,m

′

∗ (αl, αu))
)
6→ 1−αl−αu in general.

By the coverage of a confidence interval we mean the empirical frequency with which
the confidence interval includes the true value in a set of (independent) realizations of the
underlying data generating process. We evaluate the coverage of the confidence intervals
obtained by Algorithm 2 using synthetic experiments on real data in Section 5.4 of the
following chapter.

4.6.2 Confidence Intervals for EATT and ATT

For the EATT we estimate the average treatment effect within a given population, and
thus we do not need to be concerned about the randomness associated with how individuals
were selected into the population. Therefore, computing bootstrap confidence intervals for
the EATT estimate µ̂ can be done in a straightforward fashion based on the three-stage
bootstrapping procedure in Algorithm 2. In fact, a bootstrap sample for µ̂ can be obtained
by simply computing one bootstrap sample of the ITE estimate for each of the individuals in
the sample population PT , and then averaging across those.36 Algorithm 3 formalizes this.

36If we have already computed bootstrap distributions for each individual, we may simply perform an
i.i.d. draw from each of the individual bootstrap distributions and then average over these samples.



CHAPTER 4. MACHINE LEARNING METHODS FOR CAUSAL INFERENCE ON
TIME SERIES DATA 107

Algorithm 3: Bootstrapped Confidence Intervals for the EATT

Input: {Di,tr}i∈PT , {Di,est}i∈PT , Bm, Bl, E , αl, αu
Output: (1− αl, 1− αu) CIs around µ̂PT (xev

m , r
ev
m ) for each (xev

m , r
ev
m ) ∈ E

for i ∈ PT do
Compute µ̂i according to Algorithm 1

Determine BS distribution B̂i,m =
{
β̂i,j,k,m : j = 1, . . . , Bm, k = 1, . . . , Bt

}
as in

Algorithm 2.

for each (xev
m , r

ev
m ) ∈ E do

Compute CIm∗ (αl, αu) around β̂m := µ̂PT (xev
m , r

ev
m ) = 1

|PT |
∑

i∈PT µ̂i(x
ev
m , r

ev
m )

according to CI∗, with B̂m = cdf
{
β̂j,k,l : j = 1, . . . , Bm, k = 1, . . . , Bt

}
where

β̂j,k,m = 1
|PT |

∑
i∈PT µ̂i,j,k(X

ev
m , R

ev
m )

When considering the ATT estimate, it is important that, in addition to the statistical
variation in the ITE estimates of the treated individuals, one also accounts for the variation
in the estimate introduced by the randomness in the selection of the sample population.
Assuming that the draws from the underlying population are i.i.d.,37 we can layer an i.i.d.
bootstrap across individuals on top of the bootstrapping procedure for the ITE estimates
in Algorithm 2. Specifically, to generate a bootstrap sample of the ATT estimate µ̂, we
draw a set of |PT | “individuals” from PT uniformly at random (with replacement). For each
of these bootstrapped individuals, we generate a bootstrap sample of the ITE estimate µ̂i.
The average of these across individuals then forms the bootstrap sample for µ̂. Algorithm 4
provides the details.

Remark 8. If we are only interested in the bootstrap distribution of the ATT estimate µ̂, and
not the bootstrap distributions of the different ITE estimates µ̂i, we can potentially speed up
computation by avoiding to run Algorithm 2 for each individual. Instead, we can generate the
bootstrap estimates µ̂i,j,k online, caching the intermediate models for later use. Conversely,
if we are interested in the bootstrap distributions of both the ITEs and the ATT, rather than
generating ITE bootstrap samples online, we can simply draw from the individual bootstrap
distributions already computed. That is, for each bootstrap population draw from PT , we
for each individual i draw one sample uniformly at random from the respective bootstrap
distribution B̂i of the ITE estimate µ̂i.

37Note that for this we do not need to assume that the assignment to PT is uniform. Further, if draws
were not independent, we could use an appropriate block bootstrapping procedure for this, provided we have
some information about the possible correlation structure of ITEs across individuals.
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Algorithm 4: Bootstrapped Confidence Intervals for the ATT

Input: {Di,tr}i∈PT , {Di,est}i∈PT , Bm, Bl, E , αl, αu
Output: (1− αl, 1− αu) CIs around µ̂(xev

m , r
ev
m ) for each (xev

m , r
ev
m ) ∈ E

for i ∈ PT do
Compute µ̂i according to Algorithm 1

Determine BS distribution B̂i,m =
{
β̂i,j,k,m : j = 1, . . . , Bm, k = 1, . . . , Bt

}
as in

Algorithm 2.

for p = 1, . . . , Bp do
Draw i.i.d. bootstrap sample Pp of size |PT | from PT

for each (xev
m , r

ev
m ) ∈ E do

Compute CIm∗ (αl, αu) around β̂m := µ̂(xev
m , r

ev
m ) = 1

|PT |
∑

i∈PT µ̂i(x
ev
m , r

ev
m ) according

to CI∗, where B̂m = cdf
{
β̂p,m : p = 1, . . . , Bp

}
with β̂p,m := 1

|PT |
∑

i∈Pp β̂
p
i,m where

each β̂pi,m is an i.i.d. random draw from B̂i,m

As for the CITE, we evaluate the coverage of the confidence intervals for the ATT obtained
by Algorithm 4 using synthetic experiments on real data in Section 5.4 of the following
chapter.

4.6.3 Computation of Bootstrap Confidence Intervals

The task of training models on moving block bootstrap samples of the treatment data and
subsequently using them to generate bootstrap estimates of the treatment effect is trivially
parallelizable. We make ample use of this fact in our implementation in order to speed up
computation on multi-core machines. Our implementation is in python, employing the numpy
package for fast numerical computations and the scikit-learn package as a general purpose
Machine Learning library providing a broad range of standard options for the models f̂ 0

i

and µ̂i. We plan to release our implementation as open source as soon once it has been
appropriately refactored.38

38At this point the software package still contains confidential information from our industry collaborator,
which will need to be removed before we can make the software made publicly available.
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Chapter 5

Estimating Individual Treatment
Effects in a Residential Demand
Response Program

In this chapter, we apply the framework developed in the previous chapter to data from a
Residential Demand Response program in California. The research presented here is the
first step in a larger ongoing research project conducted in collaboration with a Demand
Response provider in California.

We begin by reviewing relevant work in the extant literature on estimating treatment
effects of dynamic electricity pricing among residential customers. We then lay out the scope
and describe the core elements of the ongoing field experiment. The design of this exper-
iment is based on the analysis of an initial, non-experimental data set of 5,000 of the DR
provider’s customers, to which we apply our two-stage ITE estimation strategy. We first
study how our algorithms perform on semi-synthetic data, that is, data in which different
simulated experiments are generated by adding synthetic treatment effects to customers’
underlying (non-treatment) electricity consumption data. This allows us to benchmark our
results against a known synthetic ground truth, while at the same capturing the true vari-
ation of the underlying data generating process for the nominal consumption. We analyze
the properties of the estimation error under a number of different models, and show that the
confidence intervals for both ITEs and ATT generated by our multi-stage bootstrap provide
good empirical coverage. We also study how well our estimates are able to characterize
heterogeneity in the treatment effect across different individuals, a task we refer to as rank-
ing. Moreover, we investigate the potential for targeting, i.e., performing the DR dispatch
conditional on characterizations of customer-level heterogeneity of the treatment effect.

We apply our algorithms to (non-experimental) data with actual treatment exposures,
and estimate individual treatment effects of receiving a Demand Response notification on
customers’ energy consumption during the DR period. We find a statistically significant
reduction in consumption during DR periods for the sample population, although at 6.6%
our ATT estimate is on the lower end of the range of estimates reported by previous related
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experiments (Faruqui and Sergici, 2010). However, there is significant heterogeneity in the
treatment effect across different individuals, which we are able to characterize using our ITE
estimates. Finally, we use these ITE estimates to characterize treatment effect heterogene-
ity across different customer-level covariates including weather, consumption level, and the
presence of home automation technology.

5.1 Related Work

There have been a number of empirical studies on the effect of various dynamic pricing
schemes on electricity consumption. We focus here on those studies that were conducted
among residential customers within the setup of a randomized experiment.

Multiple experiments on dynamic electricity pricing took place in the 1970s and 1980s,
focusing on simple seasonal and ToU rates (Faruqui and Malko, 1983; Caves et al., 1984).
While these studies did find that customers responded to higher prices during peak pricing
periods by curtailing and/or deferring consumption, they for various reasons did not have
a major impact on policy and rate design.1 Following an extended hiatus, a large number
of dynamic pricing studies have since been conducted in the aftermath of the California
Electricity Crisis (Borenstein, 2002). In the following, we discuss some of these studies.

Wolak (2006) estimates the effect of Critical Peak Pricing on electricity consumption in
a CPP experiment conducted among residential electricity customers in Southern California
in the summer of 2005. Within a small sample population of 123 customers, he estimates
that CPP events on average led to a 12 percent reduction in consumption during peak hours
of the event day. He is not able to detect any spillover effects, that is, in his data the impact
of CPP events is confined to the peak periods of CPP days. He does find some evidence for
a larger reduction in consumption during warm CPP days.

Herter and Wayland (2010) study a CPP program among residential customers in the
California Statewide Pricing Pilot conducted between 2003 and 2004. They estimate the
effect of CPP on the reduction of electricity consumption during peak periods to be 5.1%.
They also find that an increase of the CPP rate from $0.50/kWh to $0.68/kWh did not elicit
a larger response from the participants, and conclude from this that customer response to
CPP comes mainly from cutting discretionary end-use loads.

Faruqui and Sergici (2010) collect and survey the results of 15 studies on dynamic elec-
tricity pricing. They conclude that households indeed respond to higher prices by lowering
electricity consumption, and that the magnitude of this response depends on a number of
different factors, including the level of the price incentive itself, the load type of the customer
(in particular whether the household has central air conditioning), and whether the price
incentive is accompanied by additional enabling technologies, such as home automation de-
vices. If no additional enabling technologies are used, they find the reported effects to be

1Faruqui and Sergici (2010) name the high cost of time-of-use metering, the overly broad peak periods
in the ToU rates, and marketing failures on the side of the utilities as reasons for the limited impact of these
studies.
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between 3 - 6% for ToU, and between 13 - 20% for CPP tariffs. With enabling technologies
such as Programmable Communicating Thermostats (PCTs) or In-Home Devices (IHDs),
the effect for CPP tariffs increases to between 27 - 44%. The same authors also provide
a similar meta-study about the effect of informational feedback through IHDs on energy
consumption, which aggregates results of a dozen trials conducted primarily in North Amer-
ica (Faruqui et al., 2010). The focus of the interventions in these trials is more one of energy
efficiency (i.e. reduction of total consumption over a longer horizon), rather than peak load
reduction, though some of them also involve time-varying rates. The average of the reported
estimates of the effect of deploying IHDs on energy consumption is 7% under regular tariffs,
and 14% if the customer is on an electricity prepayment system.

Allcott (2011) uses a randomized field experiment to evaluate a RTP pilot program that
took place in 2003 among approximately 700 residential households in Chicago. In this pro-
gram the, prices for the different hours of the day were made available to consumers by 4pm
the day before, and notifications about particularly high prices were communicated through
special day-ahead alerts. Allcott (2011)’s primary estimates are the demand elasticity with
respect to deviation from average seasonal price (17.4W and 21.8W/(cents/kWh) for sum-
mer and non-summer), and with respect to the average hourly price (12W/ (cents/kWh) on
average across hours).

Jessoe and Rapson (2014) use a randomized controlled trial conducted among 1,152
households in New England in July and August 2011 to test the effect of high-frequency
information about residential electricity usage on the price elasticity of demand. They find
that household exposed only to price treatments reduced their usage by between 0% and
7% on average during pricing events, while households who were also provided with an IHD
exhibited usage reductions of 8% to 22%. They point out that this difference in effect is not
due to price salience, and suggest that IHDs facilitate consumer learning and thus improves
decision making when confronted with high prices. Unlike Wolak (2006), Jessoe and Rapson
(2014) do find that the treatment effect to some degree spills over into non-event hours, both
within an event day and to non-event days.

Ito et al. (2015) estimates the effect of both economic incentives and behavioral treat-
ments (or “moral suasion”) on household electricity consumption in a self-selected RCT
conducted among roughly 700 households in Japan in 2012 and 2013. He finds that moral
suasion resulted in a usage reduction of 8%, but that this effect diminished after the first
few treatments. Economic incentives provided through Variable Critical Peak Pricing, on
the other hand, lead to persistent usage reductions between 14% and 17% for the lowest
and highest critical peak price, respectively. Ito et al. (2015) also provides estimates for the
welfare gains from the two policies.

Harding and Lamarche (2016) evaluate the effect of ToU pricing on peak electricity
consumption in a field experiment among around 1,000 households in the southern U.S.
from July through September 2011. They find effects on the order of 10% for customers with
and without IHDs, and a much larger effect, up to 48%, for customers with programmable
thermostats. They observe substantial off-peak load shifting to evening and night hours
among the participants with programmable thermostats. Harding and Lamarche (2016) also
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analyze heterogeneity of the effect across demographics, weather, and usage distribution.
As the discussion above indicates, most of the empirical results in the literature are on

ToU and CPP programs. Relatively few results on CPR programs have been reported. One
of these is a study conducted by the Ontario Energy Board (2007), which compares the
effect of ToU, CPP, and CPR tariffs in the context of a pricing experiment that took place
in Ontario from August 2006 to February 2007. The estimates for the load reductions during
summer critical peak hours are 17.5% for the CPR and 25.4% for the CPP tariff, and during
the entire peak period they are 8.5% and 11.9% for CPR and CPP tariffs, respectively.

In a setting very similar to that of Harding and Lamarche (2016),2 Bollinger and Hart-
mann (2016) estimate the price elasticity of consumers with different automation technologies
facing ToU and VPP (variable peak pricing) tariffs. They find that home automation tech-
nology results in more elastic demand with greater reductions at high prices and expanded
demand when prices are low, while the treatment effect associated with the information tech-
nology alone is caused by a permanent shift in demand, and does not exhibit any demand
elasticity. The authors also perform a welfare analysis, concluding that while consumer sur-
plus gains from the automation technology barely offset the cost, the supply-side benefits
from deferred capacity investments are significant.

To estimate the potential for the utility to specifically target those households which
realize the largest effects, Bollinger and Hartmann (2016) estimate individual treatment ef-
fects by matching households based on their empirical distribution of consumption in the
pre-treatment period. Specifically, they construct an estimate of the counterfactual consump-
tion during a particular hour for individual j by performing non-parametric locally linear
regression on the Kolmogorov-Smirnov distance between the empirical cdf of pre-treatment
consumption of individual j and the cdfs of the members of the control group.3 This across-
subject matching methodology is interesting in its own right, though the authors do not
discuss any of its theoretical properties, or what the benefit of this method is over the more
straightforward “synthetic control” approach introduced by Abadie et al. (2010).

Most closely related to the contributions in this thesis is the work by Jessoe et al. (2015),
who use a randomized controlled trial of a CPP program as a benchmark to evaluate the
potential of obtaining causal estimates of treatment effects in non-experimental settings using
high-frequency data. Similar to us, they argue that non-treatment periods within treated
subjects may provide a valid counterfactual, and in some ways may actually be preferred
to the counterfactual provided by the experimental control group. Specifically, they find
that estimates based on within-subject variation are quite close to the experimental results
in level and superior in precision. They also describe a simple specification test, performed
on the control group and aimed at identifying circumstances under which their estimation

2In fact, it appears that Harding and Lamarche (2016) for their work use a subset of the data from
Bollinger and Hartmann (2016).

3That is, the estimated counterfactual for individual j is a weighted average of the observations in
the control group, where the weight for individual i is the Kernel-weighted Kolmogorov-Smirnov distance
between the empirical cdfs of j and i.
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strategy may be poorly suited.4

Finally, we also point to some of our prior work that employs methods similar to those
developed in this thesis in a much more ad-hoc fashion. In (Zhou et al., 2016b) we use
generic Machine Learning techniques in combination with non-parametric statistical meth-
ods to perform customer segmentation in a DR program according to characteristic load
shapes; moreover, we relate non-experimental estimates of the reduction of consumption
during DR events to the variability of a user’s consumption. Our results suggest that cus-
tomers with more variable consumption patterns are more likely to reduce their consumption
compared to customers with a more regular consumption behavior. In (Zhou et al., 2016a)
we incorporate latent variables representing behavioral archetypes of electricity consumers
into the process of short-term load forecasting, thereby differentiating between varying levels
of energy consumption. The latent variables are constructed by fitting conditional mixture
models of linear regressions and Hidden Markov Models (HMMs) on smart meter data of
a DR program. Using these latent variables as covariates for prediction leads to a notable
increase in the accuracy of short-term load forecasts compared to the case without latent
variables. We estimate reductions during DR events conditional on the latent variables,
and discover a higher level of reduction among users with automated smart home devices
compared to those without.

5.2 A Large-Scale Randomized Controlled Trial

In this section we describe some relevant aspects of the Demand Response program of our
industry partner, in the context of which our field experiment is currently being conducted,
and discuss the main research goals of the experiment.

The Experimental Environment

The field experiment is being conducted among more than 10,000 residential electricity cus-
tomers distributed across all geographic areas of California. These customers are a random
sample from the (self-selected) customer base of our industry partner. Within the experiment
population, the program will differ from those of other demand-side management programs
implemented by large IOUs (e.g. PG&E’s “Smart Rate” Critical Peak Pricing program) in
a number of ways.

Firstly, the mechanism with which participants will be notified of DR periods (the “dis-
patch mechanism”) will be unique in that DR periods are announced in (almost) real-time
through email, text message, and smartphone app without prior notification. Most other
programs on the residential level instead rely on some sort of notification ahead of time
(typically day-ahead). The lack of such ahead notification makes it potentially much simpler

4Their test is necessary but not sufficient: a rejection provides evidence that a model may be mis-
specified, but a failure to reject does not ensure that a model is correctly specified. In that, it is similar to
the Placebo tests we conduct in Section 5.5.2.



CHAPTER 5. ESTIMATING INDIVIDUAL TREATMENT EFFECTS IN A
RESIDENTIAL DEMAND RESPONSE PROGRAM 114

to analyze the effect of DR notifications on consumption, as one does not have to worry
about changes to consumer behavior in anticipation of the DR period (however, customers
can still engage in “load shifting,” i.e., defer some of their consumption to later periods).
On the flip side, participants will not be able to use ahead notification to prepare for the
DR event (e.g. by moving some of their electricity consumption to hours before the event),
which might result in a smaller effect size.

Secondly, the incentive for customers for changing their energy consumption level will
not be one-sided, but also include a downside risk. That is, unless participants opt out of
a particular event, they will in fact be charged more for consuming above their baseline
than under their base tariff. Compared to the asymmetric one-sided incentive of most CPR
programs, this makes it much simpler to interpret changes in behavior as a demand curve.5

Research Goals

We use the field experiment to answer the following core research questions:

1. What is the causal effect of adopting home automation technology on customers’ energy
usage during DR periods?

2. What is the “demand curve” of DR?

3. How does the performance of our proposed two-stage ITE estimators compare against
that of benchmark experimental estimators?

4. What is the causal effect of “adaptive targeting?”

We provide a brief discussion of these research questions below — as the experiment is
currently ongoing we cannot report any empirical results at this point (we do, however,
provide empirical results from the observational data in our initial data set in Section 5.5).

The Effect of Adopting Home Automation Technology

As evident from Section 5.1, the effect of adopting home automation technology (such as
PCTs or “smart plugs”) on the effect of residential electricity consumption has been of inter-
est to many researchers. Most if not all work studying this question has been conducted in
the context ToU or CPP programs. Our experiment, in contrast, offers the opportunity to
estimate the effect in a CPR program. The challenge in our case is that, within the context
of our industry partner’s product, we cannot randomly deploy a specific technology to cus-
tomers, or deny customers the adoption of this technology. Instead, we use a Randomized
Encouragement Design (see e.g. Hirano et al. (2000) and Duflo and Saez (2003)), through

5Thus, on the rational level the experiment can be interpreted as a Real-Time Pricing experiment.
However, we suspect that the psychologically element of “rewards vs. prices” may turn out to be very
important.
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which we provide a randomly selected subset of the experiment population (the “encour-
aged” group) with a high financial incentive for installing and registering a PCT with the
DR provider (in fact, we provide the thermostat for free). The rest of the (non-control)
experiment population (the “non-encouraged” group) does not receive any incentives for
installing a PCT. By comparing the consumption of the encouraged and non-encouraged
groups during DR periods, we can estimate the causal effect of adopting home automation
devices on the consumption level during these periods.

Estimating the Demand Curve of DR

One of the most fundamental concepts in economics is that of a demand curve, i.e., the
relationship between price and demand for a good.6 Demand curves are rather elusive, for
a variety of reasons it is typically quite hard to estimate them in practice. In our field
experiment we have the unique opportunity to introduce a substantial amount of random
variation in the reward levels (in $/kWh) offered to the participants, both across individuals,
and across periods within each individual. In most studies that involve such price variation,
the variation is typically not random but correlated with the potential outcomes. For exam-
ple, in a RTP pilot the price for electricity charged to the customer will generally correlate
strongly with the system load. System load in turn is correlated with temperature (driven
primarily by AC loads), and so the effect of the price is conflated with the load-dependent
potential of reducing consumption, which renders it difficult to estimate the actual demand
curve. As we are able to randomize rewards completely independently, we are not subject
to these concerns. The design of our experiment involves five different reward levels, rather
than only two or three (the typical number in studies on CPP/VPP). This allows us to
determine the actual shape of the demand curve, rather than its value at only two points.

Benchmarking Non-Experimental Estimators

The assumptions underlying our within-subject matching estimation strategy are often hard
to verify in practice. While we can conduct placebo tests to ensure we do not measure
any phantom effects (see Section 5.5.2), the only way to truly validate our estimators is by
benchmarking them against experimental or quasi-experimental estimates. One core goal of
our field experiment is to do just this: Estimate average treatment effects7 under random
assignment to treatment and control groups using a standard fixed effects regression model,
and compare the estimates to those of our two-stage estimators that do not utilize the random
group assignment.

With this validation we follow the spirit of LaLonde (1986), who provides a classic com-
parison benchmarking various non-experimental estimators against experimental estimates

6In the context of CPR programs, where participants are offered a reward for a reduction with respect
to some baseline, we are are interested in the level of reduction as a function of the reward offered. In that
sense, we should really speak of an “opportunity cost curve.”

7Recall that in case of fully random treatment assignment ATT and ATE coincide.
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in the context of the National Supported Work Demonstration (NSW), a study conducted
during the 1970s in the United States. His comparison shows that, in the context of this
study, many of the considered non-experimental estimators do not replicate the experimen-
tally determined results. His article is widely cited by many economists as a reminder that
researchers should be aware of the potential for specification errors in non-experimental
evaluations. Similar comparisons have since been made by various other authors, including
Heckman and Hotz (1989); Dehejia and Wahba (1999) and Smith and Todd (2005).

In a related comparion, Chetty et al. (2014) ask whether teachers impacts on students
test scores, quantified by the so called “value-added” (VA) measure, are a good measure
of their quality. They test for bias in VA approaches using previously unobserved parent
characteristics and a quasi-experimental design based on changes in teaching staff. Using
school district and tax records for more than one million children, they find that VA models
which control for a students prior test scores provide unbiased forecasts of teachers impacts
on student achievement.

In the context of residential electricity usage, our comparison is essentially the same
exercise as the one conducted by Jessoe et al. (2015), but with a number of important
differences. Firstly, our sample is much larger (more than 10,000 vs. 442 households), and
our design exposes participants to a higher number of treatments (25-50 vs. 6 events), two
factors that will significantly improve precision. Secondly, we use a number of advanced non-
parametric Machine Learning techniques in our first stage model, which we expect to result
in a significant reduction in variance of the individual treatment effect estimates, compared
to the basic linear regression models used by Jessoe et al. (2015). Finally, we have access to
a significant amount of pre-treatment data (at least 1 year per participant), while the data
set used by Jessoe et al. (2015) only encompasses two months including treatment periods.

Estimating the Effect of Adaptive Targeting

Our ITE estimation methodology allows us, in principle, to identify heterogeneity in the
treatment effect of a single individual. One goal of our experiment is to show that this
information can be used in order to improve efficiency of the DR dispatch in an on-line
fashion. The implicit underlying assumption here is that dispatching residential DR means
competing for a scarce resource, namely the DR participant’s attention.8 The idea is that
by using adaptive targeting, i.e., performing DR dispatch based on within-subject treatment
effect heterogeneity, one can increase the aggregate response level for a given amount of
resources (such as customer attention, total incentive payouts, etc.), which will result in
overall efficiency gains. In Section 5.4.5 we demonstrate the potential of this adaptive tar-
geting in a realistic setting by performing synthetic experiments on real data. Within the
setup of our experiment, by exposing randomly chosen subpopulations to targeted messages

8Not making this assumption would basically mean that sending DR notifications every single hour of
the day were a reasonable thing to do. Clearly this is not the case, and existing programs generally limit
the number of dispatches to a relatively small number. For instance, PG&E’s “Smart Rate” CPP program
will call a maximum of 15 CPP events per year (Pacific Gas and Electric Company, 2016a).
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while continuing basic messaging to the rest, we can obtain causal estimates of the effect of
targeting on the consumption during DR periods.

5.3 The Pre-Experiment Data Set

The empirical results in this section are based on an initial, non-experimental dataset pro-
vided by our industry partner in preparation of the field experiment. This data set is a
random sample9 of around 5000 customers that have enrolled with the DR provider between
June and September 2016.

5.3.1 Variables and Descriptive Statistics

In this section we present some basic information about the contents of the initial data set
that we will use in the following sections to perform our semi-synthetic experiments and
empirical evaluation.

Utility Association Table 5.1 contains the number of customers per IOU in the sam-
ple.10,11 Comparing the customer shares in the sample with those state-wide, we observe
that SDG&E is overrepresented in the sample. This is likely due to the fact that the DR
provider is concentrating its customer acquisition efforts in geographic areas with high pen-
etration of AC among residential customers, as is the case for SDG&E’s service territory.

IOU customers % (sample) % (state-wide)

PG&E 1962 40.6 45.8
SCE 1739 36.0 42.4
SDG&E 1126 23.3 11.9

Table 5.1: Customers by electric utility

Location For each customer, the data set includes the ZIP code and the LMP pricing node
associated to the customer. Figure 5.1 shows the geographic location of the customers on
the ZIP code level,12 colored according to the associated IOU. The intensity of each marker
corresponds to the number of customers in the sample with that ZIP code. Figure 5.1 also

9Excluded from the sample are a number of ZIP code areas in the inner San Francisco Bay Area.
10PG&E: Pacific Gas and Electric, SCE: Southern California Edison, SDG&E: San Diego Gas and Electric.
11State-wide data taken from current electric service account numbers published by the IOUs.
12The geographic location for each customer was taken as the location of the centroid of the associated

ZIP code tabulation area provided by the U.S. Census Bureau (United States Census Bureau, 2015).
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includes the locations of the CIMIS weather stations, from which we obtained the weather
data for our study (see Section 5.3.2).

user and weather station locations
PG&E
SCE
SDG&E
CIMIS station

Figure 5.1: Geographic location of customers and weather stations

Smart Meter Electricity Consumption Data The core component of our data set are
smart meter consumption readings for each customer on a 15min or hourly resolution. Since
15min data is available for only around 13% of the customers in the sample, we chose to
restrict ourselves to hourly resolution and down-sampled the 15min observations by taking
the total consumption within each hour of the day.

Figure 5.2 shows histograms of the length of the observation history per customer for
each IOU. We observe that most customers have an observation history of less than 250
days, and that there are some clusters around longer availabilities. In particular, a group of
SCE customers has around 500, and a group of SDG&E customer has around 850 days of
historical data availability, while there are no PG&E customers with comparable long-term
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availability. This is primarily due to ongoing challenges for third-party DR providers to
obtain historical data from IOUs.13 More recent data from the ongoing field experiment
shows that a consumption history of at least one year is available for most subjects in the
experiment.
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Figure 5.2: Histogram of length of observation histories

The data set also contains a number of customers that have photo-voltaic (PV) solar
systems installed. This presents a challenge for estimating the response to DR notifications,
as for many of these customers the meter reading is the net consumption14 from the point of
view of the grid, i.e., actual consumption minus the power generated by the solar PV system.
Unfortunately, at this point we do not have reliable information on which of the customers
actually owns solar PV that is behind the smart meter and not metered separately. As a
proxy, we exclude all customers with negative consumption readings, as well as all customers
with an unusually high number of zero observations.

Demand Response Periods and Notifications The data set also contains all DR no-
tifications sent to the customers in the sample. DR events are customer-specific, that is, not
all customers are notified of every DR event. In this analysis we focus on DR events with a
duration of one hour.15 Figure 5.3 shows the distribution of DR periods over the hours of

13 There are still a number technical challenges for third-party providers to interface directly with the
IOUs’ systems. The CPUC’s decision 16-06-008 requires the utilities to hold working group meetings with
stakeholders to develop a consensus proposal to streamline and simplify the direct participation enrollment
process, including adding more automation, mitigating enrollment fatigue, and resolving any remaining
electronic signature issues (California Public Utilities Commission, 2016).

14Under so-called net-energy metering (NEM), smart meters actually can report negative consumption
values. We observe this for a small number of customers in our data set.

15This is the majority of DR events in the data set. The data set also contains a few events that are two
hours long, and one event that is four hours long.
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the day. This distribution looks largely like what one would expect, showing a concentration
of events during the afternoon and evening hours when the system is under peak load and
LMPs are more likely to spike to high levels.
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Figure 5.3: Frequency of DR notifications by hour of day

We point out that data in this initial data set was collected during periods in which
customers were not fully salient of the reward incentive. That is, while reductions with
respect to the DR baseline were in fact valued differently across different events ex-post,
participants were not aware of the different marginal rewards at the time of making their
consumption decision. This makes it quite hard to interpret the results – in particular, it
makes it impossible to estimate price elasticities or a demand curve.16 Therefore the effect
we estimate in this section is simply the average effect of receiving a DR notification on the
consumption during the associated DR period.

Finally, we also observe through which channels a customer is notified about an event
(email, SMS, smartphone app notification), but at this point we do not make use of this
information.17

Data on Home Automation Technology DR participants have the option of register-
ing a number of different home automation devices, such as programmable communicating
thermostats (PCT), “smart plugs” and electrical vehicle (EV) charging stations, with the
DR provider. Participants can choose to grant the DR provider authority to remotely control
their device during customer-defined hours of the day, but have the option to opt out and
override the remote decision at any time. Such an approach is typically referred to as “Direct
Load Control” (DLC) in the literature (Albadi and El-Saadany, 2008; Palensky and Dietrich,
2011). The standard hypothesis is that customers with automated devices will exhibit larger

16In our field experiment, participants receive the reward level stated ex-ante at the time of the DR
notification.

17For a more in-depth analysis it would be interesting to understand to what extent the response depends
on the notification delivery method.
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treatment effects, which has been confirmed by other studies conducted in similar settings
(see our overview in Section 5.1). We will study this aspect in Section 5.5.3 of this chapter.

PCT EV other

151 15 78

Table 5.2: Penetration of home automation devices

Table 5.13 shows the penetration of active automated devices in the initial data set.
The “other” category consists primarily of “smart plugs”, i.e., electrical outlets that can be
remote controlled, typically via the internet. We point out that this data is not representative
of the penetration of devices across the DR provider’s entire customer base. This is because
the initial data set only includes customers that have signed up after June 1, 2016. Therefore
many of theses customers have likely not been exposed to information and incentives provided
with the aim of increasing adoption and registration rates of home automation devices.
For simplicity, we will refer to those customers with an active home automation device as
“automated customers” and to those without as “non-automated customers.”

5.3.2 Weather and Locational Marginal Electricity Prices

In addition to the variables received directly by the DR provider, we obtained additional
data on weather and LMPs for the time frame of interest. We use the weather data primarily
as covariates to control for its effects on consumption on the customer level, but also employ
it to uncover heterogeneity in the treatment effects between areas with different climates.
We obtain the pricing data in order to perform analyses of the impact of the DR program
on generation costs based on the data collected in the field experiment.

Weather We obtained hourly weather data18 for the full range of the consumption data for
154 active weather stations in the CIMIS system (California Department of Water Resources,
2015). The data was then spatially interpolated for each observation hour to the centroids of
the ZIP code tabulation areas using barycentric interpolation. The accuracy of the resulting
time series data on the ZIP code level is obviously limited, but as we use it primarily as a
covariate for our prediction models, it is sufficient for our purposes since it is highly correlated
with the actual local weather.19

18This data includes a variety of variables, including air temperature, precipitation, solar radiation, vapor
pressure, relative humidity, dew point, wind speed and wind direction. At this point we only make use of
the air temperature.

19Indeed, as we normalize the temperature in the covariates, any constant error in the temperature has
no effect on the model. Furthermore, there is no reason to believe that systematic correlation between the
errors in the temperature data and the electricity consumption of the customers should be a concern.
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Locational Marginal Prices For each of the LMP pricing nodes associated to at least one
customer in the data set, we scraped the Day-Ahead and Real-Time LMPs for the time frame
from June 1, 2016 through September 30, 2016,using the CAISO API (California Independent
System Operator Corporation, 2015b). We observe a relatively strong heterogeneity of LMPs
both across the different DR periods and across different pricing nodes. Figure 5.4 shows
the mean LMP across all DR periods for all pricing nodes in the sample. It is apparent how
LMPs are much higher in Southern California, especially in the Los Angeles basin and San
Diego areas. These areas have seem particularly high and volatile electricity prices in the
last year, an effect driven primarily by two factors: The higher than usual temperatures and,
importantly, the shortage of natural gas in the area in the aftermath of the Aliso Canyon
gas leak that was discovered in October 2015.20
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0

20

40

60

80

100

120

140

160

$/
M

W
h

Figure 5.4: Heterogeneity of LMP across pricing nodes during DR periods

Figure 5.5 shows the mean LMP across all pricing nodes for the DR periods in the data

20See California Independent System Operator Corporation (2016) for the effect of the Aliso Canyon leak
on the electricity market.
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set. While there are some very high price hours in June, most of the DR periods see an
average LMP across pricing nodes of less than $200/MWh. There is a high variance of
prices across nodes within each DR period hour.21 This primarily driven by congestion on
the tie line between NP-15 and SP-15, two main CAISO zones, which roughly correspond to
Northern and Southern California.
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Figure 5.5: Heterogeneity of LMP across DR periods

5.3.3 Applying the Two-Stage ITE Estimation Framework

In the following sections we apply our estimation framework from Chapter 4 to the initial
data provided by our industry partner. To do so, for a given customer we first need to
split the data into training and estimation data sets. The estimation data set is relatively
straightforward: For each participant these are the periods for which they received DR
notifications, together with the associated covariates. We need to be more careful about
the estimation data set. In particular, we need to be concerned about “load-shifting,” i.e.,
customers increasing their consumption in periods around the actual DR event. In the
analysis of most DR programs, one needs to be concerned about customers shifting their
consumption to hours both before and after the DR event. This is because participants
usually receive a notification ahead of time (typically one day ahead). However, in our case
customers do not receive such notifications ahead of time, which means we can regard the
consumption up to and including the hour right before the DR event as unaffected by the
event.22 Using these observations in our models f̂ 0

i means we need to predict consumption

21LMPs during DR periods range from -$3.24/MWh (11am on Jun 14, 2016 at node MIRALOMA 6 N001)
to $990.81/MWh (7pm on Jun 21, 2016 at node ROADWAY 1 N001).

22Here we are implicitly assuming that customers are not themselves trying to predict DR events. If
subjects started building statistical models for the occurrence probability of DR events and basing their
decisions on these models, then our assumptions would not be valid, and this problem would instead become
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only one hour ahead, which results in much smaller variance of the prediction.23

Figure 5.6 illustrates the basic estimation concept: From the consumption in the training
periods, we generate the model f̂ 0

i for the conditional mean function of the consumption in
non-DR periods. For each DR period t ∈ Ti we then estimate the counterfactual consumption
by predicting consumption using the model f̂ 0

i from the associated covariates, which include
lagged consumption values (here we make use of the fact that notifications are sent without
prior warning, so the lagged consumption values are unaffected by treatment). The difference
between the predicted and observed consumption values is our δit, the estimate of the demand
reduction. As discussed in Section 4.4, we can then estimate the treatment response by
regressing the δit on the variables of interest. In the most basic case of estimating the
marginal ITE, we simply compute the sample mean.

Figure 5.6: Predicting the counterfactual consumption during DR periods

5.4 Synthetic Experiments on Real Data

In order to validate our estimation strategy, we perform a number of synthetic experiments
on real data. That is, we take the observed historical consumption time series, and for each
customer add simulated responses for a number of simulated DR periods. We then use our
two-stage estimation strategy to estimate both individual and average treatment effects.

The basic idea of these synthetic experiments is to capture the true underlying variation
in consumption, while being able to benchmark the coverage of our confidence intervals
using the known treatment effects. This provides us with a way to verify that we can
perform correct statistical inference using our methods. Moreover, it helps us develop an

a rather interesting game-theoretic problem. However, it seems relatively safe to assume that the number of
such customers is quite small.

23As we will see in the following section, the variance of these estimates is still very significant.



CHAPTER 5. ESTIMATING INDIVIDUAL TREATMENT EFFECTS IN A
RESIDENTIAL DEMAND RESPONSE PROGRAM 125

understanding of the statistical power in this setting, which in combination with the non-
experimental estimates of the treatment effects in Section 5.5 in turn informs the design of
the treatment group assignment in our randomized field experiment.

5.4.1 Setup

We first need to determine the form of the treatment response. The most straightforward
formulation is a level specification of the form

kWhit = f 0
i (Xit) +Dit(µi + γit) + εit (5.1)

where f 0
i is the conditional mean function of the consumption kWhit, and for which the

treatment effect µi characterizes a simple absolute shift in consumption (in kWh) from
that in the absence of treatment. Since electricity consumption is highly variable, and
frequently very low during individual hours, such a simple additive effect may not be the
most appropriate model. In particular, it is hard to compare different individuals with very
different average consumption levels, as well as different DR periods with very different
consumption levels within an individual.

Instead, it is common to assume a relative change in consumption with respect to the
counterfactual consumption level. A standard model is the semi-log specification24

log(kWhit) = f 0
i (Xit) +Dit(µi + γit) + εit (5.2)

where f 0
i is the conditional mean function of the logarithm of the consumption kWhit. The

interpretation as a relative change during treatment periods becomes clear when taking the
exponential and writing its Taylor expansion around zero:

kWhit = kWhnom
it exp(µi + γit)

= kWhnom
it

(
1 + (µi + γit) +O(µi + γit)

)
where kWhnom

it := exp(f 0
i (Xit) + εit) is the counterfactual consumption in the absence of

treatment. Hence for small µi the effect is very close to that of a relative change in consump-
tion.25 However, if µi is large, then this is not the case anymore, and one has to transform
the estimate to obtain an estimate of the change in relative consumption.

From the continuous mapping theorem it follows that if µ̂i is a consistent estimator for µi
in (5.2), then g(µ̂i) := exp(µ̂i) will be a consistent estimator for the relative consumption
kWhit/kWhnom

it . However, the challenge with estimating ITEs is that we typically have
relatively few observations and so the distribution of the estimate µ̂i has relatively high
variance. From Jensen’s inequality we have that EDi,est [g(µ̂i)] ≥ g(EDi,est [µ̂i]). Thus we need
to be cognizant of the fact that transforming the ITE estimate µ̂i may yield a negatively

24In an effort to reduce notational burden, we use the same notation f0i and µi for both the level and the
semi-log specification. Which specification we are working with will be clear from the context.

25Recall that the process γit is zero mean under our assumptions from Chapter 4.
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biased estimate of the average relative change in consumption.26 In the following, we will
primarily use the semi-log specification for individual treatment response, keeping in mind
that we cannot always simply interpret it as a percentage change in consumption.

We also need to be somewhat careful when marginalizing across different individuals to
obtain estimates of the ATT. Again using Jensen’s inequality, we have that g(EP [µi]) ≤
EP [g(µi)]. A classic across-subject matching regression model from the program evaluation
literature estimates the ATT EP [µi] in the semi-log specification (5.2), so in order to obtain
the associated estimate from our methodology we first need to marginalize our ITE estimates
µ̂i across subjects before transforming them to the relative change.27

Note that if we have determined our confidence intervals via bootstrapping using the
percentile method, we can also directly transform the endpoints of the confidence intervals.
Indeed, since g is a monotonic transformation, the ordering in the transformed bootstrap
distribution is the same (see Efron and Tibshirani (1994) for details on this transformation
respecting property). In general this does not hold if we use other methods for determining
the confidence intervals.28

Specification of the First-Stage Model

Our first stage prediction models f̂ 0
i make use of the following covariates:

• kWhiτ : smart meter reading29 of the total energy consumption in period τ

• ϑiτ : mean outside air temperature in period τ

• HoDiτ : hour of the day

• MoYiτ : month of the year

• BDayiτ : indicator for whether the day is a business day

In order to make results comparable across customers also for prediction models that are
not scale-invariant,30 we standardize both outside air temperature and consumption data
to have zero mean and unit variance. We use the lagged consumption values of the past
five hours as well as the ambient air temperature in the current and two previous hours.

26This subtlety is often overlooked in the empirical evaluation literature, where it usually is not a big
concern, since there the distribution of the ATT estimate typically has much smaller variance.

27Marginalizing the transformed estimates still yields an reasonable estimate, albeit one that is generally
not considered in the literature.

28For instance, if we were to assume that
√
n µ̂i

d→ N (µi, σ
2) and performed the associated normal approx-

imation, then we could not transform the confidence intervals and would need to re-compute them appropri-

ately. In particular, by the delta method we have
√
n g(µ̂i)

d→ N (g(µi), [g
′(µi)]

2σ2) = N (g(µi), exp(µi)
2σ2),

and hence g(µ̂i ± z∗ σ√
n

) 6= g(µ̂i)± z∗ σ√
n

exp(µi), especially if z∗ σ√
n

is large.
2915-min readings are summed across each hour.
30For example this includes Support Vector Regression (Smola and Schölkopf, 2004).
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With this, the covariate (or feature) vector associated to the observation in period t for our
non-parametric models is

Xit =
[
kWhit−5 . . . kWhit−1 ϑit−2 ϑit−1 ϑit HoDit MoYit BDayit

]
(5.3)

We also consider parametric models, for which we explicitly specify HoDit, MoYit and
BDayit as categorical variables (we do not do this for our nonparametric models). For the
linear models, we also consider the interaction between HoDit and BDayit in (5.3).31

This choice of features and specifications, which we have found to work quite well for
a wide range of different customers, has been developed iteratively through a combina-
tion of domain knowledge, systematic exploration, and trial and error. We do not aim to
give a detailed characterization of this process here — after all our framework is purposely
model-agnostic, so it can benefit from whatever prediction model works “best” for the given
application. For additional details on our model see Zhou et al. (2016b,a), where we also
provide an analysis of the out of sample prediction performance.

Treatment Effect Models

We consider two treatment effect models. A simple uniform treatment effect µunif
i ∈ R, and

a linear treatment effect of the form µlin
i = µlin

i (Rit) = βiRit, where Rit is the reward level
(in $/kWh) and βi ∈ R is the price elasticity of the individual’s linear demand function.
Note that the overall effect is always interpreted with respect to the specification: For the
level specification the uniform effect characterizes a constant response, while for the semi-log
specification it characterizes a relative response with constant rate.

We use the obvious second-stage models to estimate the parameters, namely the sample
mean estimator from Section 4.3.2 for the uniform response level µunif

i , and a standard linear
regression with response variable δit and covariate Rit for the price elasticity βi.

5.4.2 Individual Treatment Effect Estimates

Setup

Our synthetic experiments take place from March 15 through June 1, 2016. We chose this
time frame based on a number of different considerations: Since all customers in the data set
signed up on or after June 1, this range does not include any DR periods, so we do not run
the risk of contaminating the sample actual responses to DR notifications. With 10 weeks it
is also of a duration that is on the order of what will be the timeframe of observation for a
single customer in the actual field experiment (between 90-120 days). Finally, we chose this
period as late as possible, as we are limited by the amount of historical consumption data
that is available for a large subset of the sample (see also the discussion in Section 5.3.1).

This leaves us with a set of sample of 547 customers that have (i) no negative consumption
values, (ii) historical consumption data available until at least June 1, 2016, and (iii) have at

31In the R formula mini language this would read HoDit :BDayit.
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least 363 days of consecutive consumption readings before June 1, 2016 (the average number
of days is 484, the maximum 1,062).

Within the synthetic study period, we randomly chose 25 synthetic DR periods according
to the same joint distribution over business days and hour of the day as in the observed DR
periods after June 1 (see Figure 5.3 in the previous section). We choose 25 events to be
consistent with the design of our field experiment. For our synthetic experiments all DR
events are shared by all participants.

We specify synthetic responses in the semi-log specification (5.2) for both the uniform and
the linear treatment effect model introduced in the previous section. For each simulation,
we randomly generate parameters by i.i.d. sampling µunif

i ∼ U [−0.3, 0] and βi ∼ U [−0.15, 0],
respectively. The associated ATTs are µunif = E[µunif

i ] = −0.15 and β = E[βi] = −0.075,
respectively.32

According to the above synthetic response models, we generate synthetic consumption
observations Ỹit = Yit+Ditµ

unif
i and Ỹit = Yit+Ditµ

lin
i (Rit) for all periods t and individuals i,

where the rewards Rit are i.i.d. draws from U [0, 3]. This range is informed by the RCT,
in which we will expose participants to reward levels ranging from $0.05/kWh (essentially
zero) to $3.00/kWh.33 With this, the maximum possible reduction is 1−exp(−0.3) = 25.9%
under the uniform and 1− exp(−0.15 · 3) = 36.2% under the linear response model.

We use three different first-stage models: L2-regularized linear regression (Ridge), K-
Nearest Neighbors Regression (KNN), and Random Forest Regression (RFR) using 200 in-
dividuals estimators. For each model, we optimize the associated hyperparameters34 using
4-fold cross validation on the training set. As our approach is designed to be model-agnostic,
we do not discuss the these prediction methods in detail at this point; we point to Hastie
et al. (2009) for a general overview and to Zhou et al. (2016a,b) and Mirowski et al. (2014) for
a discussion in the context of short-term load forecasting of residential energy consumption.

Minimizing Conditional Bias

An important characteristic of the DR events is that they are not randomly distributed across
the year, but that they occur primarily during afternoon and evening hours of the summer
months. Therefore, a model that is trained by minimizing some measure of the average error
across the whole training data set (e.g. the MSE) may potentially show conditional bias
during those periods (see our general discussion of this issue in Section 4.4). This of course
poses a potentially major problem for statistical inference.

A sufficiently expressive model class f̂ 0
i should be able to estimate the correct conditional

mean as the amount of relevant training data increases.35 However, in our case the amount

32For brevity we are being somewhat imprecise about the linear effect model here: As we would like to
estimate the parameters βi, we refer to the average value of βi in the underlying population as the ATT,
while the ATT in the strict sense is really E[βiRit] and thus depends on the distribution of rewards.

33In the experiment rewards will not be randomized from a continuum, but draws from a discrete set.
34For Ridge this is the regularization parameter α, for KNN it is the number of neighbors, and for RFR

it is the maximum depth of each individual tree as well as the minimum sample size in a leaf node.
35This implicitly assumes that the outcomes associated to this data are not or only weakly correlated.
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of relevant training data is limited, due not least to the fact that we are unable to use
observations during and after DR periods. Instead, we have to find other ways to ensure
this conditional bias is minimized.

There are multiple ways to address this issue. The most basic one is to simply only
consider training data from “similar” periods. The problem with this approach is that all
the information contained in the rest of the training data is disregarded, which increases
the variance of the estimate. An alternative approach is to keep the model fitting process
untouched, but to correct the model prediction with an estimate of the conditional bias
obtained on an independent subset of the training data. Such an estimate of the bias of
course will itself be noisy, so that the overall variance of the estimate increases. Finally,
as a “soft” version of the first approach, one can also weight the individual samples in the
training data according to the distribution of the treatment periods (or some transformation
thereof). Clearly, the variance of the resulting estimate will increase the more localized (i.e.
less uniform) these weights are.

The above discussion illustrates the fundamental bias-variance tradeoff in any estimation
problem. When considering individuals, the variance of an ITE estimate is typically quite
large due to the limited number of treatment observations per individual, so allowing for
some bias while reducing variance may significantly reduce the MSE of the ITE estimate.
Conversely, when estimating the EATT or ATT of a large group of individuals, then averaging
over individuals reduces the variance of the estimate by 1/N (assuming the ITE estimates
are independent), but any systematic bias will persist. Thus, if we are interested in ATT
estimates, we should be concerned to minimize the conditional bias within each individual,
in particular if this bias is systematic across individuals.

mean std dev

basic -0.01447 0.09956
bias-corrected -0.01562 0.09952
hour-adjusted -0.01180 0.10040
weighted -0.00603 0.10542

Table 5.3: Estimation errors µ̂i − µi under different methods

Table 5.3 shows the estimates36 of the mean and standard deviation of the estimation
errors µ̂i − µi under the methods described above. Here “basic” is the standard estimate
from the first-stage model f̂ 0

i trained on the training set with uniform sample weights, “bias-
corrected” uses the same first-stage model but corrects the estimate using an estimate of the
conditional bias obtained on an independent subset of the training data, “hour-adjusted”
restricts the training set to observations made during hours of the day which saw DR periods,
and “weighted” uses a model with non-uniform sample weights.

36These estimates are based on 4376 independent ITE estimations among 547 different customers.
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For the weighted model, we use sample weights wit given by

wit ∝ wHoD
it wMoY

it (5.4)

where

wHoD
it = ηHoD +

∑
τ∈Ti 1{HoDit=HoDiτ} (5.5a)

wMoY
it = ηMoY +

∑
τ∈Ti 1{MoYit=MoYiτ} (5.5b)

with parameters ηHoD > 0 and ηMoY > 0. Intuitively, this method assigns the highest weight
to hours that are most likely to be DR periods, according to the empirical distribution of DR
events in the estimation data. The parameters ηHoD and ηMoY “mix in” a uniform distribution
to ensure that all observations in the training data are used for fitting the model. By
increasing ηHoD and ηMoY, the resulting distribution becomes more uniform, and the model
increasingly “borrows strength” from adjacent hours and months. As ηHoD, ηMoY →∞, the
weights become uniform and thus the weighted model approaches the basic model. As usual,
the tradeoff is one between bias and variance: By increasing the parameters ηHoD and ηMoY

we reduce the variance of the estimate at the cost of increasing the bias. The choice depends
on the particular problem at hand — if the goal is to estimate the ATT within a large group
of individuals, one will be typically worried more about bias in the ITE estimates than about
variance, while in a situation where the goal is to distinguish the ITE of different individuals,
variance is typically the main concern (so long as there is reason to believe that model bias
behaves similarly for different individuals).

The results in Table 5.3 were obtained with ηHoD = 0.25 |Ti|
24

and ηMoY = 0.25 |Ti|
12

. We can
observe that weighting the training data results in a significant reduction in bias. The effect
of restricting the training data to the same hours has a positive, but smaller effect. The
method of estimating and correcting the bias does not seem to provide any benefits in this
setting. In general, the weights ηHoD and ηMoY can be obtained by using cross-validation on
the training data.

Results

For each effect model, we estimate the ITE for each individual in the sample population using
our two-stage estimation procedure under the different first-stage models discussed above,
and compute associated bootstrapped confidence intervals. We use the weighting approach
for bias reduction from the previous section for both the Ridge and RFR first-stage models,
but not for the KNN first-stage model. We analyze the distribution of the estimation errors,
which we can compute based on the “ground truth” ITEs µi, as well as the coverage of the
confidence intervals.

Uniform Response Figure 5.7 plots 4,376 ITE estimates µ̂i against the associated true
effects µi for two-stage estimation using different first-stage models, as well as a dummy-
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coded single-stage linear regression estimator.37 We observe that, while the all models are
generally able the extract the underlying line with unit slope (i.e., they show little bias),
there is significant variance in the estimates.
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Figure 5.7: ITE estimates vs. true effects, uniform response

Figure 5.8 shows the empirical distribution of the estimation error. The associated means
and standard deviations are given in Table 5.4. For the unweighted KNN model, we can
observe a much larger bias than for the weighted models.

Table 5.5 contains the empirical coverage of the 95% confidence intervals computed us-
ing the multi-stage bootstrapping procedure for Bm = 10 and Bt = 250,38 as well as the
parametric confidence interval from the OLS dummy regression. Except for the percentile
method used in combination with the first-stage RFR model, the empirical coverage is in-
sufficient. The primary reason for this is that there are only 25 treatment observations per
individual, and so the bootstrap distribution of the estimate is often not a very good esti-
mate of its true underlying distribution. This is a fundamental challenge in settings with

37Due to our data limitations, we “re-use” individuals from the data set of 547 individuals by assigning
different randomized response functions.

38Here error (lower) and error (upper) indicate the coverage error of the lower and the upper end of the
confidence intervals, respectively.
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Figure 5.8: Empirical distribution of ITE estimation errors, uniform response

few treatment observations, and is likely also the reason why the bias-corrected (BC) and
bias-corrected accelerated (BCa) methods perform rather poorly compared to the more basic
percentile (perc) method.39 Finally, the bias of the KNN estimate can also be observed in
the asymmetry of the coverage errors at the lower and upper end of the confidence intervals.

Linear Response Figures B.1 and B.2 and Tables B.1 and B.2 in Appendix B provide
the corresponding results for the linear response model based on 5470 ITE estimates. Note
that in this case we estimate the parameter βi of a linear response function, rather than
the (marginal) individual treatment effect µi. The fact that the results look quite similar
to those in the case of the uniform response is reassuring, and indicates that estimating

39This shows that the second-order accuracy of the BCα method discussed in Section 4.6.1 may not be
all that beneficial in situations with small effective sample sizes.
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model mean std dev

KNN (unweighted) 0.0201 0.1053
RFR -0.0033 0.0890
Ridge 0.0022 0.1044
OLS (dummy) 0.0033 0.1175

Table 5.4: Properties of the ITE estimation error, uniform response

model method coverage error error (lower) error (upper)

KNN (unweighted) BC 0.8999 -0.0501 -0.0404 -0.0097
BCa 0.9047 -0.0453 -0.0362 -0.0090
perc 0.9097 -0.0403 -0.0353 -0.0049

RFR BC 0.8560 -0.0940 -0.0390 -0.0550
BCa 0.8576 -0.0924 -0.0388 -0.0536
perc 0.9874 0.0374 0.0202 0.0172

Ridge BC 0.8885 -0.0615 -0.0314 -0.0301
BCa 0.8912 -0.0588 -0.0280 -0.0308
perc 0.8887 -0.0613 -0.0310 -0.0303

OLS (dummy) 0.9027 -0.0473 -0.0271 -0.0202

Table 5.5: Empirical coverage of 95% ITE confidence intervals, uniform response

heterogeneity of treatment response within individuals is indeed possible using our methods.

Informed by the results in this section, we will in the following focus on Random Forest
Regression as our first stage model, and on the percentile method as the method for obtaining
bootstrap confidence intervals. This two-stage estimator combines small bias with relatively
accurate (slightly conservative) confidence intervals.

5.4.3 Average Treatment Effect Estimates

It becomes somewhat challenging to correctly evaluate the coverage of the confidence inter-
vals for the ATT estimate. In principle, we should run a very large number of independent,
synthetic experiments, for each experiment compute the multi-stage bootstrapped confidence
interval, and evaluate whether it covers the ground truth (i.e. the mean of the underlying
distribution from which the µ̂i are drawn). However, this is rather challenging to do ef-
ficiently, since generating a full synthetic experiment and estimating the associated ATT
requires a lot of computation. We can approximate this by generating a smaller number
of synthetic experiments, randomly draw subgroups from the experiment population, and
compute confidence intervals for the associated pseudo-experiment. The challenge with this
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is that for large group sizes the errors will be correlated, so we have to be somewhat careful
with the estimates. We generate 8 full synthetic experiments, from each of which we draw
200 randomly selected subgroups and compute the ATT estimate and associated confidence
interval, for a total of 1,600 confidence intervals.

In this section we focus on the Random Forest Regression as our first stage model. We
estimate the coverage of the bootstrap confidence intervals obtained using the percentile
method for the ATT for sample population sizes of 10, 50, 100, 250 and 500 individuals. We
also generate parametric confidence intervals by interpreting the ITE estimates of a given
subgroup as a sample from a normal distribution with unknown mean and variance (i.e. we
use t-based confidence intervals). We compute these parametric confidence intervals for the
estimates obtained from the two-stage estimators as well as from the single-stage regression
with dummy variables.

Uniform Response In order to assess how well a normal distribution approximates the
distribution of the ITE estimates we make use of quantile-quantile plots. Figure 5.9 shows
the quantile-quantile plots of the ITE estimate µ̂i against a N (µ̄i, σ̂

2
µi

) distribution, where
µ̄i and σ̂µi are empirical mean and standard deviation of the respective distribution of the
estimate. From the plots we see that while a normal is a relatively good approximation of the
error distributions around zero, the error distributions are more dispersed and heavy-tailed,
in particular for higher values.

Table 5.6 reports the empirical coverage of the ATT confidence intervals. We see that all
three methods provide relatively accurate coverage, except for a group size of |PT | = 500.
There are two primary reasons for this behavior for |PT | = 500: the first one is that the
RFR model is slightly biased, which has little effect on the coverage if the variation of the
mean is high due to the small group size, but which becomes important for large groups.
The second reason has nothing to do with the confidence intervals themselves, but with
the limitations of how we estimate the coverage. As indicated above, it is not feasible to
run a full synthetic experiment for every single ATT estimation problem, so we repeatedly
draw random subgroups for which we estimate the ATT. For |PT | = 500 the sample group
size is almost as large as the underlying population, which results in the observations being
correlated between the different groups. Hence the empirical coverage for |PT | = 500 are
likely to underestimate the actual coverage.

|PT | 10 50 100 250 500

RFR, bootstrap (perc) 1.0000 0.9525 0.9525 0.9762 0.9137
RFR, t-param 0.9456 0.9506 0.9442 0.9319 0.9116
OLS (dummy), t-param 0.9481 0.9534 0.9522 0.9431 0.9351

Table 5.6: Empirical coverage of 95% ATT confidence intervals, uniform response

If the ITE estimates are independent across individuals, and if individuals are selected
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Figure 5.9: QQ-plot ITE estimates µ̂i against Normal, uniform response

randomly from the population, then by the central limit theorem the ATT estimate will be
asymptotically normal as the group size increases. Therefore it is not surprising that the
parametric confidence intervals based on the normal approximation perform well in our case.
However, we caution against the blind use of this approximation; In many cases of practical
interest the ITE estimates may be correlated, in which case the distribution of the ATT
estimates may be quite far from normal. This correlation between the estimates may be due
to a range of different reasons — for instance, smart meter readings could be systematically
corrupted across customers. In such a case simply considering the ITE point estimates alone
and not including the individual variation may result in significantly underestimating the
variance of the ATT estimate, and hence in overly optimistic confidence intervals.

The average width of the confidence intervals used in determining the empirical cover-
age is given in Table 5.7. Unsurprisingly, the parametric confidence intervals are generally
of smaller width, which illustrates the fact that parametric test typically provide higher
statistical power than non-parametric ones.

For all of the methods in Table 5.7, we observe the expected decrease in width at a rate of
|PT |−1/2 (for independent estimates the variance decreases at rate 1/N , hence the standard
deviation at rate 1/

√
N). We can use this to extrapolate and compute the sample sizes
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|PT | 10 50 100 250 500

RFR, bootstrap (perc) 0.1993 0.0949 0.0685 0.0428 0.0304
RFR, t-param 0.1903 0.0772 0.0541 0.0340 0.0240
OLS (dummy), t-param 0.1206 0.0487 0.0340 0.0213 0.0151

Table 5.7: Average width of 95% ATT confidence intervals, uniform response

necessary for measuring treatment effects of different magnitudes. In experimental design
one typically refers to the minimum detectable effect (MDE), which is the smallest effect size
under which the null hypothesis of no treatment effect can be rejected at a given significance
level. In Figure 5.10 we show the data points from Table 5.7 together with the associated
least-squares fit of the parameterization N = a + b|µ − µ′|−2, which clearly illustrates the
growth of the sample size required to estimate very small effects reliably.
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Figure 5.10: Sample size vs. MDE, uniform response

Figure 5.11 shows the distribution of the ATT estimate as well as the lower and upper
end of the associated bootstrapped 95% confidence interval for different group sizes for the
RFR first-stage model.

Linear Response As in the previous section, we see close similarities in the results for the
linear response model, shown in Figure 5.12 and Tables 5.8 and 5.9. One observation that
sticks out is that, for the RFR first stage model, the parametric confidence intervals have
insufficient coverage, while the bootstrapped confidence intervals for the identical first-stage
model have relatively good coverage. We therefore do not plot the associated sample size
over MDE curve in Figure 5.13. Comparing Figures 5.10 and 5.13 it is clear that, for the
same sample size, we can detect smaller effects on the parameter β than is possible for the
ATT µ. Intuitively, the main driver for this is the reward range over which we randomize:
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Figure 5.11: Estimates and CIs for different group sizes, RFR model, uniform response

|PT | 10 50 100 250 500

RFR, bootstrap 0.9880 1.0000 0.9810 0.9480 0.9190
RFR, t-param 0.9429 0.9303 0.8892 0.8151 0.6915
OLS (dummy), t-param 0.9415 0.9481 0.9516 0.9417 0.9422

Table 5.8: Empirical coverage of 95% ATT confidence intervals, linear response

|PT | 10 50 100 250 500

RFR, bootstrap 0.1167 0.0550 0.0391 0.0245 0.0175
RFR, t-param 0.1056 0.0432 0.0303 0.0191 0.0135
OLS (dummy), t-param 0.0607 0.0244 0.0171 0.0107 0.0076

Table 5.9: Average width of 95% ATT confidence intervals, linear response

The larger the reward differences are, the easier it is to estimate the slope βi of the response
function of an individual (for a given reward range Rit ∈ [Rmin, Rmax], it is easy to see that
statistical power is maximized for the discrete distribution that assigns probability 0.5 to
both Rmin and Rmax).

Finally, we also show the distribution of ATT estimate and associated confidence interval
bounds under the RFR first stage model for the linear response in Figure 5.14.

Summary In this section we have illustrated that marginalizing the ITEs obtained using
our two-stage within-subject matching methods leads to relatively precise estimates of the
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Figure 5.12: QQ-plot parameter estimates β̂i against Normal, linear response

ATT,40 and that our bootstrapping algorithms provide valid confidence intervals for these
estimates. This is remarkable, and the importance of the fact that this estimation scheme
does not require a control group in the conventional sense, or really any randomization of
treatments across individuals, can hardly be overstated.41 In particular, it has the potential
to provide the ability to perform causal inference in settings where conducting a randomized
controlled trial may not be an option. To evaluate this potential, we will benchmark our
method against the experimental estimates obtained in the randomized experiment currently
being conducted.

40By employing standard methods, such as propensity score matching, we may also use these estimates as
the basis for estimating the ATE if the treatment assignment on the level of individuals is not randomized,
but conditionally independent of the ITE given the customer-level covariates.

41However, it relies on some other assumptions that may not be necessary in a classic across-subject
matching approach, primarily the one that the conditional distribution of the outcomes given the covariates
is stationary, or at least does not change in a systematic way across different individuals.
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Figure 5.13: Sample size vs. MDE, linear response
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Figure 5.14: Estimates and CIs for different group sizes, RFR model, linear response

5.4.4 Ranking

While the usefulness of ITE estimates as a basis for obtaining average treatment effect esti-
mates is clear, the primary interest in estimating ITEs is, however, the ability to characterize
heterogeneity in the treatment effect, both between different individuals, and within each in-
dividual. This is valuable for a number of different reasons — in particular, for investigating
whether there is a systematic cause of this heterogeneity. For example, in our application we
may want to understand if the treatment effect size is correlated with some other customer-
level covariate, such as geographic (e.g. climate zone) or socioeconomic (e.g. income level)
parameters.
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In conventional across-subject matching evaluation, one has to be careful with such an
approach, as assignment to the different treatment or control groups may itself be correlated
with the covariates of interest. This is especially true for non-experimental studies, but may
also be an issue in randomized experiments with small population sizes. When estimating
ITEs using within-subject variation these concerns do not apply, and one can perform this
kind of ex-post analysis with relative impunity.42

Understanding heterogeneity in the treatment effect can be extremely useful, both from
operational and policy perspectives. For example, a DR provider may try to educate specif-
ically those customers who do not respond much to DR notifications. Or they may concen-
trate their recruitment efforts on electricity customers with characteristics that are correlated
with high response levels. This is also important for policymakers, who can use this kind of
information to spend taxpayer money more efficiently.

One basic task is to rank study participants according to their individual treatment effect.
In this section we explore how we can use our ITE estimators to achieve this task. We do this
in a somewhat ad-hoc fashion, and point out that the task of ordering customers according
to their treatment effects is quite different than that of obtaining a point estimate of the
ITE. Thus one should expect that there are better, more principled ways of performing such
ranking.

Our basic ranking method is straightforward: For each estimation model introduced in
the previous section, we sort the individuals in the sample according to their ITE estimates
in ascending order. In order to evaluate the result, we look at the different quantiles of
this ordering. Specifically, for each quantile we determine the fraction of individuals in that
quantile contained in the respective quantile of the ordering according to the true ITE.
For each model and quantile q this gives us a the “fraction correctly identified,” a number
normalized between zero and one, where one corresponds to a perfect identification of the
individuals in the quantile, and zero means that no individual has been correctly identified.
Random guessing should, in expectation, result in a fraction of correctly identified of q.

Uniform Response Figure 5.15 plots the fraction of correctly identified over the quantiles
for the uniform response. We can verify that random guessing (“chance”) indeed achieves
the expected identification ratio. All other methods perform relatively similar, with some
small differences for q < 0.5. In particular, in the range 0.2 < q < 0.4 the two-stage models
achieve slightly better ratios than the single-stage regression with treatment dummies. In
general, we observe that the fraction of correctly identified is relatively small for the lower
quantiles, and that the biggest improvement over random guessing is achieved in for quantiles
0.2 < q < 0.3. Decreasing the variance of the ITE estimators (while not affecting bias in a
non-systematic fashion across individuals) will improve the fraction of correctly identified.

42Of course one is not immune to “p-value hacking,” i.e. the fallacy of exploring the data long enough
along a large number of dimensions so as to eventually finding something that one may falsely consider
“statistically significant.”
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Figure 5.15: Identifying quantiles using ITE estimates, uniform response

The results on the fraction correctly identified are more or less in line with what we would
expect. However, they do not provide the full picture, as what we are really interested
in is the treatment effect in the identified subgroup. To this end, Figure 5.16 shows the
conditional EATT among the group selected for the different quantiles. Here “omniscient”
corresponds to the the ordering according to the true ITE, which is the theoretical (but
practically unachievable) benchmark. At the other extreme, random guessing in expectation
achieves the marginal EATT, with the variance going to zero as q → 1. Even though the
identification rates in Figure 5.15 are not very high, especially for lower quantiles, it turns
out that in terms of the conditional EATT, the ranking according to ITE estimates performs
quite well in comparison to the omniscient benchmark. The reason for that is that it is
easiest to discern individuals with large differences in ITE, and thus it is easiest to identify
those individuals that matter most for reducing the conditional EATT.

In the metric in Figure 5.16 it also becomes more clear that the two-stage approaches do
achieve a better performance consistently in the quantile range 0.1 < q < 0.7.

Linear Response For the linear response model the results in Figures 5.17 and 5.18 are
qualitatively very similar to those of the uniform response model. We can observe slightly
more homogeneous results across the different models, which is primarily due to the fact
that when estimating the parameter βi using linear regression, the reduction in variance
provided by the two-stage estimators does not have as much of a positive effect as it does
when estimating the mean under the uniform response.
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Figure 5.16: Effect of ranking on conditional EATT, uniform response

5.4.5 Adaptive Targeting

In the previous section we investigated the problem of ranking individuals according to their
ITEs under a given, fixed treatment assignment mechanism. A more ambitious goal would be
to improve efficiency of the DR dispatch in an “on-line” fashion by exploiting heterogeneity
of treatment effect on the level of each individual. The implicit underlying assumption here is
that dispatching residential DR means competing for a scarce resource, namely the attention
of the customer (Simon, 1971).43 The idea is that by using adaptive targeting, i.e., performing
DR dispatch based on within-subject treatment effect heterogeneity, one can increase the
aggregate response level for a given amount of resources (such as customer attention, total
incentive payouts, etc.), which will result in efficiency gains.

One would expect the ITE to be heterogeneous across different dimensions within each
customer, and this heterogeneity to be specific to each customer. For example, the effect
of a DR notification on a participant’s consumption behavior clearly depends on whether
the participant is actually able to change their behavior at that point in time, and it is
natural to expect that whether this is the case depends on the hour of the day (as this will

43Not making this assumption would basically mean that sending DR notifications every single hour of
the day were a reasonable thing to do. Clearly this is not the case, and existing programs generally limit
the number of dispatches to a relatively small number. For instance, PG&E’s “Smart Rate” CPP program
will call a maximum of 15 CPP events per year (Pacific Gas and Electric Company, 2016a).
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Figure 5.17: Identifying quantiles using ITE estimates, linear response

affect whether the customer is at home or at work). Since different people follow different
schedules, the hours in which the CITE is large will be different between different customers.
By targeting only those customers that, for the given hour of the day, are most responsive,
one can arguably increase the total response for a given number of DR notifications.

Similarly, one would also expect that different individuals have different price elasticities,
i.e., respond differently to different marginal monetary incentives.44 Specifically, the response
of some customers may not depend very much on whether they are offered a high or a low
monetary incentive, while the response of others may be strongly affected by the incentive
level. For simplicity we refer to customers of the former group as “low marginal reducers,”
and to customers of the latter group as “high marginal reducers.”45 If we interpret “supply”
as the amount of reduction in consumption in response to the incentive, we would say that
low and high marginal reducers have a small and large elasticities of supply, respectively.

This suggests that it should be possible to increase the total response per incentive
offered by price-discriminating between high and low marginal reducers, that is, exposing
low marginal responders to lower rewards than high marginal responders. Of course such
price discrimination immediately raises questions of fairness. We think there are number
of potential ways to address this, but this is a discussion that is somewhat orthogonal to
the contributions of this thesis, so we will not embark on it at this point. However, we do

44Reiss and White (2005) document considerable heterogeneity in households’ long-term price elasticities
using empirical data from 1,300 households in California. Ito (2014) finds evidence that electricity con-
sumers respond average prices rather than marginal or expected marginal price by comparing billing data
of consumers in Southern California.

45The assumption of two customer groups is for convenience of exposition, in general one would expect
there to be a continuum of customer types.
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Figure 5.18: Effect of ranking on conditional EATT, linear response

point out that the problem of selecting DR reward levels based on customer responsiveness
is closely related to Ramsey Pricing and the problem of optimal taxation of commodities
(see e.g. Slemrod (1990) for an overview).

Evaluating the Potential of ITE-Based Price Discrimination

We now investigate the potential of adaptive targeting based on a relatively simple approach
for price-discriminating between DR participants. Figure 5.19 illustrates the two prototype
customer classes of low and high marginal reducers that we discussed above.

For the purpose of this section, we will assume for simplicity that each consumer has an
affine response function to the DR reward. We specifically allow for participants with nega-
tive intercept,46 which are those that will respond to the DR notification itself, even if it does
not involve a financial incentive.47 We consider distribution of rewards for each DR period as

46Note that in Figure 5.19 we plot the negative treatment effect (i.e. the reduction) on the y-axis.
47It has long been known that both intrinsic and extrinsic motivation (Bénabou and Tirole, 2003, 2006)

play an important role in making economic decisions. This suggests that merely informing electricity con-
sumers about the consequences of their consumption decisions may have a significant effect on consumption.
Ferraro and Price (2013) found evidence of this when studying intrinsically motivated conservation using a
RCT in the context of residential water demand. In a recent field experiment on electricity consumption,
Ito et al. (2015) also find significant short-run effects of such informational treatments, but point out that
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Figure 5.19: Illustration of the ITE for low and high marginal reducers

given exogenously, and hence the problem is essentially one of distributing these rewards to
the different participants. The motivation for this comes from the fact that our experiment
will feature random price variation, and in order to obtain a causal estimate of the effect of
targeting we must have the distribution of rewards be the same as in the control group, which
receives non-targeted notifications and incentives. In a more general sense, we can think of
this problem as a building block of the larger problem of optimally selecting the reward levels.

We randomly assign the customers in the synthetic experiment population to a group of
low and a group of high marginal reducers. The synthetic ITE is affine in the reward and
given by µi(Rit) = ai + biRit. The parameters ai and bi are i.i.d. random draws from the
following distributions:

ai ∼
{
U [−0.125,−0.075] if i ∈ low
U [−0.01, 0.0] if i ∈ high

bi ∼
{
U [−0.025, 0.0] if i ∈ low
U [−0.25,−0.1] if i ∈ high

(5.6)

We generate a synthetic experiment using the ITEs as described above with the reward
level Rit ($/kWh) in each DR period drawn i.i.d. from U [0, 2]. For each participant, we
estimate both intercept and slope of the response function using our two-stage ITE estima-
tor. Based on our results from Section 5.4.2 we choose Random Forest regression with 200
individual decision trees as the first-stage model, with hyperparameters for each customer
optimized on the non-treatment data, and a simple least squares estimator (with intercept)
as the second stage model.

Figure 5.20 shows the slopes of the treatment effect plotted against the respective inter-
cepts, both for the ground truth and for the estimates, where the colors indicate the group
association. The estimates are extremely noisy, which was to be expected given the results
in previous sections. Nevertheless, while precise estimates of ITEs are out of reach in this
setting, we will see below that we can still achieve significant improvements in the aggregate
response by using the estimates to target (i.e. price differentiate between) participants.

effects diminish quickly after repeated interventions. Faruqui et al. (2010) survey the results of various other
studies in the area of electricity consumption.



CHAPTER 5. ESTIMATING INDIVIDUAL TREATMENT EFFECTS IN A
RESIDENTIAL DEMAND RESPONSE PROGRAM 146

0.10 0.05 0.00
ai

0.25

0.20

0.15

0.10

0.05

0.00

bi

true parameters

low
high

1.0 0.5 0.0 0.5
ai

0.75

0.50

0.25

0.00

0.25

0.50

bi

estimated parameters

low
high

Figure 5.20: True and estimated parameters of the treatment effect

In order to split the sample into two groups based on our estimates, we use somewhat of
an ad-hoc approach. Specifically, we assign a given customer i to the high group whenever

b̂i − âi <
1

|PT |
∑
i∈PT

(b̂i − âi) (5.7)

and to the low group otherwise. Remembering that a reduction in consumption corresponds
to a negative treatment effect, the intuition behind this choice is that low marginal reducers
typically have less negative slopes bi and more negative intercepts ai.

We acknowledge that there are certainly better, more principled ways to infer the as-
sociation to the different customer groups. For example, one could try to train a generic
supervised Machine Learning classifier for this task, using data from synthetic experiments
to provide the labels. Another option would be to use unsupervised clustering methods to
identify the groups. However, our goal for this example is not so much to optimize classifi-
cation performance of this particular classification problem, but rather to illustrate the kind
of targeting mechanism that will be deployed in our field experiment. Thus we choose to
not further pursue the question of how to optimally classify participants at this point.

Our targeting mechanism in this example is very simple:48 We price differentiate between
the (estimated) high and low groups by presenting low marginal reducers with lower and high
marginal reducers with higher rewards. To ensure a fair comparison, we of course need to
use the same marginal distribution of prices as in the “vanilla” (non-targeted) dispatch
mechanism.

48The challenge with using more complex targeting mechanisms is not so much with the mechanism
itself, but rather with integrating them with the existing backend systems of the DR provider’s dispatch and
notification mechanisms.
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Estimating the Effect of Targeting An essential point in estimating the effect of tar-
geting is that we must not use the same synthetic experiment from which we estimate the
response parameters also for evaluating the potential effect of targeting. This is because
the estimates are driven by the particular realization of the data generating process, and
so using the same realization to evaluate the effect of targeting will likely yield a biased
estimate overstating the effect. In order to ensure a fair comparison, we instead need to
benchmark our estimated group assignments on a new synthetic experiment, under the orig-
inal treatment effect models. Our methodology for this, including the initial estimation step
described above, can be summarized as follows:

1. Conduct a synthetic experiment with random price variation and estimate the param-
eters of the specified response model for each customer.

2. Split the participants into a group of low and a group of high marginal reducers,
according to a decision criterion such as (5.7). Denote by n̂low and n̂high the number of
participants in the low and high groups, respectively.

3. Run a second, independent synthetic experiment. Compute the true EATT (using the
known ground truth) and record the empirical distribution of the rewards.

4. For each DR period, randomly re-assign the top n̂high rewards observed in that pe-
riod to the individuals assigned to the high group. Similarly, randomly re-assign the
bottom n̂low rewards to the individuals in the low group.

5. Generate treatment responses according to the individual treatment effect models un-
der the newly assigned prices.

6. Compute the EATT of the resulting synthetic experiment.

Under the simple ad-hoc split (5.7), we identify the correct group of 69% of customers
in the sample. Table 5.10 shows the resulting EATT after targeting, as well as the relative
improvement over the nominal case. It also includes the EATT under the omniscient split
(i.e. when group assignment is according to the ground truth), as well as for a placebo test,
in which customers are randomized into the two groups.

nominal targeted omniscient placebo

EATT -0.1478 -0.1639 -0.1887 -0.1477
improvement – 10.9% 27.7% -0.1%

Table 5.10: Effect of targeting on the EATT in the synthetic experiment

We observe a significantly larger (i.e. more negative) treatment effect under the targeted
price assignment.49 In fact, this effect is larger than one might expect from a mere 69%

49In this example, targeting realizes around 40% of the theoretically achievable improvement under the
omniscient split.
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correct identification rate. The point to note here is that we are more likely to correctly
identify those customers with very high or very low marginal response, which are the same
ones from which we see the largest change in effect. The result of the placebo test reassures
us that our procedure for estimating the effect of targeting is not systematically biased.

Targeting and Online Experimentation One fundamental question that arises in adap-
tive targeting is how to estimate the heterogeneity of the response if the reward assignment
itself is already targeted. This is the classic problem of exploration vs. exploitation: We
would like to randomly sample as many different reward levels as possible in order to pre-
cisely estimate the customer’s full response function, but at the same time we also want to
make use of the information we have gathered. This tension is at the heart of any online
decision making process in which one has to estimate properties of the “environment,” in-
cluding multi-armed bandit problems, Reinforcement Learning, and, as in our case, online
experimentation.

In our field experiment we are quite limited in the complexity of our “exploration” scheme,
due to the technical and operational limits of the DR provider’s dispatch mechanism. We
will therefore be running simple two-phase adaptive targeting, in which we send participants
randomized prices for approximately 25 DR notifications in a first phase, and targeted prices
based on the resulting ITE estimates during a second phase. A random selection of half
the customers will not be subject to adaptive targeting, and continue to receive the same
non-targeted prices as in the first phase. This group will serve as the control group, and
comparing the treatment effect in the targeted and control groups will allow us to obtain an
experimental estimate of the causal effect of targeting on the ATE.

5.5 Empirical Results on Observational Data

In this section we use the initial data set to estimate individual and average treatment effects
in the DR provider’s Residential DR program. The primary purpose of this observational
study is to inform the final design of the field experiment, in particular as to what effect
size to expect, and hence which minimum detectable effect (MDE) to design the treatment
group assignments in the experiment for.

First and foremost, we should emphasize that this is non-experimental data, and that we
do not have detailed insight into the mechanism under which DR events were called, and how
customers were dispatched during those events. Thus one needs to be careful in interpreting
the results in this section. That said, the experiment population is a random sample from
the overall customer base, and the data quality is quite good.50 We have validated our
methodology extensively on synthetic experiments using real data in the previous section.
Our ATT estimates are in the general range of what has been observed in randomized
controlled trials in similar settings (Faruqui and Sergici, 2010), and our placebo tests measure

50Except for the lack of historical data for some of the customers. The cause for this, however, seems to
be random in nature and uncorrelated with treatment assignment.
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no effect in non-DR periods. All these factors combined leave us confident that our estimates
are credible.

The Data Set

We exclude all customers with solar PV on Net Energy Metering (NEM) tariffs, as well as
those with large amounts of missing consumption values. Since all customers in this initial
data set had signed up with the DR provider after June 1, 2016, many of them had received
only a small number of DR notifications. For many of these individuals our ITE estimates will
be excessively noisy and not very informative. Hence we restrict our attention in this initial
evaluation to those customers in the sample who received at least 12 DR notifications.51 In
addition, in order to have sufficient training data for each individual household, we consider
only households with at least 220 observation days. This leaves us with a sample of 844
households. Table 5.11 contains summary statistics on the observations and DR periods,
and Table 5.12 provides summary statistics on the consumption and the air temperature
across the households in the sample (restricted to the hours between 7am and 10pm).

min mean max

observation days 220 495 1178
pre-treatment days 113 404 1079
DR notifications 12 14.4 22

Table 5.11: Summary statistics on observations and DR notifications

min mean max std dev

mean hourly usage (kWh) 0.01 0.74 13.29 0.67
max hourly usage (kWh) 0.25 4.74 29.47 2.90
mean daily usage (kWh) 0.56 15.89 293.31 14.51
max daily usage (kWh) 1.78 47.43 473.23 34.99
mean air temp (◦C) 15.05 20.45 26.94 1.50
max air temp (◦C) 28.48 38.33 46.38 2.41

Table 5.12: Summary statistics on consumption and temperature (hours 7-21)

5.5.1 Treatment Effect Estimates

We use the same semi-log specification for the ITEs as in our synthetic experiments in the
previous section. In addition, we also consider the level specification in order to analyze

51This number may seem arbitrary, but follows from the observation that while many customers received
12 notifications, there were much fewer who received 13 or more notifications.
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absolute changes in consumption. Since households actually received notifications, and, as
we will see later, adjusted their consumption behavior during the associated time periods,
we have to be more careful in determining what we consider training data. In particular, we
cannot use the hours directly after a DR event to train our models f̂ 0

i for the counterfactual
consumption, since participants are likely to defer some of their consumption from the DR
period to those hours. Previous studies on CPP programs have observed that this “load-
shifting” effect is indeed present, but that consumption (at least on the aggregate level of
treatment groups) is statistically indistinguishable from regular consumption behavior within
a few hours after a CPP event (see e.g. Jessoe and Rapson (2014) and Herter and Wayland
(2010)). Therefore, erring on the side of caution, we choose to drop the 10 hours following
each DR notification from our training data set.

Based on the results from our synthetic experiments, we choose a Random Forest Regres-
sor with 200 individual decision trees as our first stage model f̂ 0

i , and weight the training
samples according to the weighting scheme (5.4) in order to minimize model bias during
treatment periods. The hyperparameters of the first-stage model are optimized for each
individual separately by performing four-fold cross-validation on the training data. As dis-
cussed earlier in this chapter, customers in this initial data set were not salient of the specific
price incentives they faced in different periods, so we estimate the effect of receiving a DR
notification on the consumption level during the DR period through uniform treatment ef-
fect model using a sample mean second stage estimator. We compute bootstrapped 95%
confidence intervals using the multi-stage bootstrapping procedure with Bm = 25, Bt = 250
and Bp = 2000 based on the percentile method outlined in Section 4.6.52

Relative Change in Consumption During DR Periods

Figure 5.21 shows the ITE estimates µ̂i under the semi-log specification ordered by value
(increasing from bottom to top), with the blue circles representing the point estimates, and
the thin horizontal lines representing the associated 95% confidence interval.53

As was to be expected form the synthetic experiments, there is a very large uncertainty
with respect to each individual estimate, and considerable heterogeneity across individuals,
both in the value of the point estimate and the width of the associated confidence interval.
On the actual data we analyze here this uncertainty is even more pronounced than in the
synthetic experiments, since individuals on average only receive 14 DR events (compared to

52These parameter choices mean that more than 2.1 billion individual bootstrap estimates are used to
generate the confidence intervals for the ATT estimate.

53In rare cases it may happen that the point estimate µ̂i lies outside the associated confidence interval.
This is not an error, but a result of the fact that on the level of an individual the empirical distribution of
the change in consumption during DR periods may be very far from unimodal. In particular, as the number
of observations is small, outliers can have a significant effect on the mean of the distribution. If this is the
case, then the bootstrapped confidence intervals may center around the mode of the empirical distribution,
which may be quite different from the sample mean, which is strongly affected by the outlier. This is in
stark contrast to confidence intervals obtained by assuming a normal limiting distribution, which are always
symmetric around the sample mean.
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Figure 5.21: Empirical Results: ITE Estimates (semi-log)

25 in the synthetic experiment). Moreover, unlike as in the synthetic experiments, the actual
treatment responses are presumably non-homogeneous across the different DR periods, which
adds additional variance to the estimate.

What is most striking about Figure 5.21 is the outlier at the very bottom left of the
plot. The point estimate for this customer is µ̂i = −4.2664, which translates to an average
reduction in consumption of 98.6% during DR events. Initially, we suspected this estimate to
be the result of corrupt data, but it turns out that this customer in fact did reduce consump-
tion to almost zero in almost all DR periods. This is shown in Figure 5.22, which displays
the consumption time series around all DR events for this customer.54 This showcases the

54Note that the second event in the first plot in the third row of Figure 5.22 is not used in the estimation,
as we do not observe a sufficient number of non-treatment consumption values prior to the event.
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potential for using individual treatment effects to explore treatment heterogeneity ex-post.55
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Figure 5.22: Consumption of the “outlier” around DR periods

Figure 5.23 shows the same data as Figure 5.21, but scales the x-axis. There are 59
DR participants in the sample of 844 for which we can reject the null hypothesis of a zero
treatment effect at 95% significance level. For 55 of these participants we estimate a negative
treatment effect (i.e., they on average reduce their consumption during DR periods), and
for 4 of them we estimate a positive effect. If, as our synthetic experiments in the previous
section suggest, the empirical coverage of our confidence intervals is correct, then under the
null of a homogeneous zero treatment effect we would expect around 0.025 · 844 = 21 false
positives on either side. The fact that within the group of 55 participants we observe more
than twice as many with negative ITE estimate, but only 4 with positive ITE estimate,
indicates that, on aggregate, customers do reduce consumption during DR periods.

This observation is confirmed by our ATT estimate of µ̂ = −0.0682 and the associated
95% confidence interval CI.95

µ̂ = (−0.0924,−0.0492) computed by Algorithm 4. Both the
point estimate and the confidence interval are shown on top of the ITE estimates in Fig-
ure 5.23. The t-based 95% confidence interval for µ̂ is (−0.0861,−0.0503), and thus quite
close to the one obtained by our bootstrapping method. For either method we can easily

55Of course one must still be mindful of avoiding the practice of what is often referred to as ”p-value
hacking,” i.e., looking at the data long and hard enough until finding something ”statistically significant.”
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reject the null of a zero ATT at 95% significance level. Moreover, the estimate is within the
range of estimates obtained by other randomized experiments in similar settings (Ontario
Energy Board, 2007; Faruqui and Sergici, 2010; Jessoe and Rapson, 2014).

As can be seen from Figure 5.23, individual treatment effects are highly heterogeneous
across customers. While the ATT estimate µ̂ corresponds to a mere 6.6% reduction in
consumption during DR periods across the sample population, the estimate of the conditional
ATT for those customers with negative ITE estimate for which we can reject the null at 95%
significance is µ̂|CI.95µi <0 = −0.6177, which corresponds to a 46.1% reduction in consumption.56

These insights into the level of heterogeneity are in line with the observations made by
Bollinger and Hartmann (2016) and, on an aggregate level for participants with PCTs, with
those of Harding and Lamarche (2016).

Absolute Change in Consumption During DR Periods

The results for the absolute change in consumption obtained using the level specification
are qualitatively similar. Figure 5.24 shows the results corresponding to Figure 5.23 under
the level specification. Unsurprisingly, compared to the semi-log specification the confidence
intervals are somewhat narrower for those participants with an ITE estimate around zero.
Many of these customers exhibit a generally low consumption level, and so there is little vari-
ation observed in their consumption in absolute terms (this illustrates some of the difficulties
with comparing absolute change in consumption across different customers).

The ATT estimate under the level specification is µ̂ = −0.0691, with associated 95%
confidence interval CI.95

µ̂ = (−0.0918,−0.0454).57 The corresponding t-based 95% confi-
dence interval (−0.0874,−0.0508) is again quite similar to the bootstrapped one. This point
estimate of the absolute reduction roughly corresponds to the average customer switching
off a 75W lightbulb for the duration of the DR event. We can reject the null hypothesis of
a zero treatment effect at 95% significance level for 64 (lower consumption) and 4 (higher
consumption) individuals, respectively.

5.5.2 Placebo Tests

In order to rule out systematic estimation errors in our approach, we conduct placebo tests.
For these tests, we remove the DR periods from the data set, and for each individual ran-
domly label periods in the experiment time frame as synthetic DR periods, according to
the individual’s empirical distribution of actual DR periods (over months, days and hours)
during the observation time frame. This means that we can assume that participants’ con-
sumption behavior in the placebo hours is statistically the same as during DR hours, with

56We have to be careful in interpreting this kind of result — conditioning on low values will of course always
yield a more negative effect. The point here is less about the exact value of the conditional estimate (and
whether it is unbiased), and more about the fact that there is significant heterogeneity across individuals.

57This estimate being close in numbers to the estimate under the semi-log specification is a coincidence
that is explained by the fact that the mean consumption level across customers and DR periods is of 1.14kWh.
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Figure 5.23: Empirical Results: ITE and ATT estimates (semi-log)

the only difference being the lack of exposure to DR notifications. We then estimate ITEs
and ATT in exactly the same fashion as on the actual treatment data. If this yielded a sig-
nificant non-zero average effect (vis-à-vis a significantly non-symmetric distribution of ITE
estimates around zero), this would indicate a systematic error in our estimation approach.
We emphasize that while such a placebo test can help identify systematic errors, it is not
guaranteed to do so (that is, passing the placebo test is necessary but not sufficient).

Figure 5.25 shows the results of the placebo test under the semi-log specification. Here
we color-coded the estimates according to whether the individual’s actual (non-placebo)
estimate belonged to the lower (yellow) or the upper (blue) half of all estimates. The fact
that these two groups are well mixed in the placebo test indicates that the outcomes of our
estimation strategy are not driven by some subject-level characteristics that are unrelated
to treatment exposure. Instead, they are driven by randomness and, of course, the ITE.
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Figure 5.24: Empirical Results: ITE and ATT estimates (level)

The ATT estimate under the semi-log specification for the placebo test is µ̂ = 0.0090,
with associated 95% confidence interval CI.95

µ̂ = (−0.0059, 0.0254). The corresponding t-
based confidence interval is (−0.0022, 0.0201). Hence in either case we cannot reject the null
of a zero ATT. Moreover, there are only 8 individuals for which we can reject the null of a
zero ITE (2 negative, 6 positive), compared to the 59 (55 negative, 4 positive) in the actual
treatment data.

The results of the corresponding placebo test for the level specification are shown in
Figure 5.26, with an ATT of µ̂ = 0.0076 and confidence interval CI.95

µ̂ = (−0.0105, 0.0236).58

For the level specification we can reject a zero ITE for 8/4 (low/high) individuals, compared
to 64/4 (low/high) in the actual treatment data.

The results of these placebo tests reassure us that the effects detected in the previous

58The t-based confidence interval is (−0.0034, 0.0187).
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Figure 5.25: ITE Estimates (semi-log) - Placebo Test

section are indeed real effects, and that they can serve as the basis for informing the design
of the treatment group assignment in our randomized controlled trial.

5.5.3 Heterogeneity in the ITE

In this section we investigate the heterogeneity in the ITE estimates along a number of
dimensions. Given some of the data limitations we face with the initial data set, this should
be regarded more as exploratory analysis that informs the design of the field experiment,
rather than a complete and thorough study.

To start, we note that we do not find any statistically significant difference in the ATT
conditional on the electric utility service territory, suggesting that, at least in terms of how
they respond to DR events, customers of the different IOUs are statistically quite similar.
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Figure 5.26: ITE Estimates (level) - Placebo Test

Temperature

Much of the peak electricity load in California is due to residential AC.59 In combination
with the fact that reducing or deferring AC load is a simple way for residential customers
to reduce their peak consumption, one would expect a dependency of the treatment effect
on the ambient temperature during DR periods.60 Based on the semi-log specification, we
do not find a statistically significant correlation between the ITE estimate and the mean
air temperature across DR periods in our data. That is, we cannot claim that the relative
change in consumption during DR periods is affected by the temperature.

However, using the level specification, we do find a dependency of absolute change in

59Residential and commercial air conditioning together represent at least 30 percent of summer peak
electricity loads in California (California Public Utilities Commission)

60This has been documented in many studies, including (Wolak, 2006; Harding and Lamarche, 2016).
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consumption. Specifically, Figure 5.27 shows the ITE estimates under this specification
plotted against the mean air temperature during DR periods for the respective individual,
together with the associated least-squares fit. While there is significant noise, regressing
the the ITE estimate on the temperature yields a coefficient of −0.0088 with associated
95% confidence interval (−0.014,−0.003).61 In other words, the average participant would
decrease their consumption during DR periods by 0.1kWh on average following a 11.3◦C
increase in ambient temperature.

20 25 30 35 40
mean air temperature during DR events in C
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Figure 5.27: ITE estimates (level) vs. mean local air temperature during DR events

Consumption Level

The higher a customer’s electric load, the more likely it is that they have the opportunity
to reduce consumption during DR periods (in particular, high peak load is often due to the
the use of AC, which is easily curtailed by changing the set point or overriding the AC unit).
Figure 5.28 shows the ITE estimates under the level specification against the peak hourly
consumption of the household. As one would expect, there is a negative correlation between
the absolute change in consumption and the hourly peak load. However, with a coefficient
of −0.0105 with 95% confidence interval (−0.020,−0.001) this correlation is not very strong.
Indeed, under this estimate an average additional 0.1kWh reduction in consumption during
DR periods would correspond to an average increase of 9.5kWh in peak load, which is higher
than the peak load of most households.

As was the case with the ambient temperature, we do not find a statistically significant
correlation between the relative change in consumption and the customer’s hourly peak load
using the semi-log specification. If there was such a correlation, this could be interpreted as
an indication that some of the heterogeneity in reduction is due to the composition of the
participants’ consumption.62

61We use confidence intervals based on robust covariance estimates.
62It is reasonable to assume that consumers have some level of base load that is generally harder to curtail
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Figure 5.28: ITE estimates (level) vs. hourly peak consumption

Home Automation Technology

Another potentially important factor for driving responsiveness in CPP and CPR programs,
as documented by many of the studies discussed in Section 5.1, is whether households use
home automation technology such as “smart” thermostats. Table 5.13 shows the penetration
of active automated devices in the full initial data set (see Section 5.3.1) as well as in the
sample for which we estimated the ITE.

population sample

PCT 151 21
EV 15 0
other 78 10

Table 5.13: Penetration of home automation devices in estimation sample

In Figure 5.29 we present normalized histograms of the ITE estimates for non-automated
(na) and automated (a) customers, together with the conditional ATTs (vertical lines).63

The conditional ATTs are µ̂a = −0.3225 and µ̂na = −0.0601, which correspond to a 27.6%
and 5.8% average reduction in consumption during DR periods among automated and non-
automated customers.

Testing the null hypothesis of equal means using Welsh’s t-test yields a p-value of 0.0009,
which suggests that automated customers indeed show a statistically significant larger (more

or defer. Hence a higher peak load would indicate the consumer has additional loads that can be used more
easily to reduce consumption.

63Due to the small number of automated customers in the sample, the associated histogram is likely not
a very good estimate of the actual distribution of the conditional ITE.
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Figure 5.29: Heterogeneity in ITE estimates (semi-log) by automation

negative) treatment effect than non-automated customers.64 These results are in line with
the benefits that we would expect from DLC. With better data, it would be interesting to
study how much of the benefits are attributable to larger reductions, and how much are
attributable to more consistent reductions (e.g. by being able to turn off the AC remotely
if the DR participant is not at home).

64Welsh’s t-test assumes that the ITE estimates in each group are normally distributed. If we want to
avoid this assumption, we can perform a one-sided Mann-Whitney U test, which yields a p-value of 1.8 ·10−5.
Under the additional assumption that the distributions differ only in their location parameter, this p-value
pertains to the likelihood of the observed sample under the null hypothesis of equal medians.
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Appendix A

Supplementary Material for Chapter 2

A.1 Formulation of the Optimization Problem

Recall the utility function of a risk-neutral, utility-maximizing consumer from Section 2.3:

V(u, x, q, z, qBL) := U(u, x, y, q)−
T∑
t=1

[
pRt qt − 1{t∈E} p

DR
t DRt

]
− FC−DC (A.1)

A.1.1 Optimization Problem for a Fully Rational Consumer

A fully rational consumer faces the following optimization problem:

max
x,u,q,z,qBL

V(x, u, q, z, qBL) (A.2a)

s.t. zDR
t ∈ {0, 1} ∀ t (A.2b)

DRt = (qBL
t − qt)zDRt ∀ t (A.2c)

consumption model constraintst(xt, ut) ∀ t (A.2d)

baseline definition(qBL, q, zDR) (A.2e)

FC = fixed charge definition (A.2f)

DC = demand charge definition(q) (A.2g)

Denote problem (A.2) by P . We point out that, under our assumption of perfect foresight
(which follows from Assumptions 1 and 2), participation in DR events, though voluntary,
will take place automatically in (A.2) whenever it is ex-post beneficial to the consumer.

Before describe how to formulate the different elements of P in the following sections,
we briefly comment on the complexity of the optimization problem. Depending on the
length of the simulation horizon, the number of DR events, and whether the tariff includes
a demand charge, P is a Mixed-Integer Program (MILP for the HVAC model and MIQP
for the Quadratic Utility model) of considerable size. The largest of our simulations are
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for the HVAC model and involve around 45,000 variables and 100,000 constraints. For
the Quadratic Utility model our largest optimization problem has around 35,000 variables
and 9,000 constraints. Despite the large size of the problem, the GUROBI solver (Gurobi
Optimization, 2016) we use manages to solve even the largest of the problems in less than
100 seconds on a standard desktop computer.

Demand Charges

Let TDC denote the set of periods relevant for the demand charge in the horizon of interest1.
Then we have DC =

∑
p∈TDC DCp, where, for each p ∈ TDC , DC p ≥ qt for all t ∈ p. From the

objective function, it is easy to see that at the optimum, DC p = maxt∈p qt for each p ∈ TDC .
In this paper, we focus on charges on the peak consumption during each month. However,
the above formulation is rather general and can easily be modified to account for similar
kinds of demand charges, as long as they can be reformulated as linear constraints.

Endogenous Definition of the DR Baseline

Various baselining methodologies have been proposed for Demand Response and are used
by different ISOs. In the present analysis, we focus on the so-called “10 in 10” baseline
defined by CAISO (California Independent System Operator Corporation, 2015a). In this
methodology, the baseline for a particular hour is the average consumption in the previous n
similar2 non-event days (i.e. days without a DR event), where n = 10 for Business days and
n = 4 for non-Business days. The CAISO methodology also allows for a so-called load-point
adjustment (LPA), by which the raw customer baseline can be adjusted up or down by no
more than 20%, depending on the consumption level during the morning of the event day.
For simplicity, we will ignore the LPA in our analysis.

Let qd,h denote the total energy consumption of the DR participant in hour h of day d.
Under some abuse of notation, let qBL

d,h denote the value of the CAISO baseline in the same
period. In order to improve readability, we start with the simplest case and step by step
build up a formulation that captures the complete baseline.

No other DR events: In the simplest case, there are no possible DR events in the past
n similar days, and the baseline value can be written as

qBL
d,h =

1

n

∑
d′∈D

qd′,h (A.3)

where D is the set of the n similar previous days3. In this case, it is easy to formulate the DR
participants decision problem using the so-called “big-M” method (Williams, 2009). Abusing

1E.g. the different months or the different billing periods within the simulation horizon 1, . . . , T .
2Here “similar” just means the distinction between Business and non-Business days.
3For example, if d is a Business day, then D contains the 10 previous Business days.
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notation again, let zd,h ∈ {0, 1} be a binary variable indicating whether the participants
reduces consumption w.r.t to baseline (zd,h = 1) or not (zd,h = 0) during hour h of day d.
Moreover, let rd,h = (qBL

d,h − qd,h)zd,h denote the reduction w.r.t. the baseline value. The DR
reward during this hour is LMPd,h · rd,h, where LMPd,h is the Locational Marginal Price at
the participant’s pricing node. Thus, as the term LMPd,h · rd,h appears in the participant’s
objective function4 (which is to be maximized), then the constraints

rd,h ≥ 0 (A.4a)

rd,h ≤ qBL
d,h − qd,h (A.4b)

rd,h ≤ zd,h ·M (A.4c)

with M a suitably large constant5 fully encode the decision problem. In particular, if zd,h = 0
then rd,h is forced to zero by constraint (A.4c). Otherwise, if M is large enough and zd,h = 1,
then (A.4c) is not binding, and by way of how it appears in the objective, rd,h at optimum
will equal the baseline reduction qBL

d,h− qd,h by constraint (A.4b). Observe that, importantly,
all constraints (A.4) are linear inequality constraints.

However, if within the n previous similar days there is the possibility for participating in
another DR event, then the previous decision of whether to reduce consumption and receive
a DR payment will affect the computation of the baseline. Nevertheless, by introducing
additional variables and constraints, it is still possible to formulate the baseline as a (possibly
large) set of linear inequality constraints.

All DR events in same hour, one other possible event: For simplicity, assume first
that DR events always occur during the same hour of the day. This allows us to simplify
notation, drop the index h, and simply consider d as the period of interest. Further, suppose
that there is exactly one day, say day d[1], in the previous n similar days during which the
participant may choose to be rewarded for reducing consumption w.r.t. the baseline. Let
zd[1] ∈ {0, 1} denote the associated indicator variable. Again, with the term LMPd · rd in the
objective function, the problem can be encoded via the following constraints:

rd ≥ 0 (A.5a)

rd ≤ qBL
d − qd (A.5b)

rd ≤ zd ·M (A.5c)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd[1]

)
+ zd[1] ·M (A.5d)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd(1)

)
+ (1− zd[1]) ·M (A.5e)

where D′ is the set of n−1 similar previous days excluding day d[1], and d(1) is the first similar
day prior to all days in D′. In particular, if zd[1] = 0, the constraint (A.5e) will be inactive

4Note that the variable rd,h appears nowhere else in the objective or in other constraints.
5Choosing the constant M large enough but not too large is important for the optimization problem to

be well-conditioned. In general this can be tricky, but in our case a straightforward and suitable choice is to
set M to the maximum possible energy consumption or the participant in any given period.
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and, because qBL
d enters the objective through the reduction rd, (A.5d) will be binding. In

both cases, the baseline qBL
d will be forced to the correct value.

All DR events in same hour, more than one event: We retain the simplifying as-
sumption that all events happen during the same hour, but now consider the case when
there are k possible event days that could affect the baseline in day d. Call those event
days d[1], . . . , d[k] and denote by zd[1] , . . . , zd[k] ∈ {0, 1} the associated indicator variables for
participating in the respective event. Furthermore, let D′ be the set of n−k previous similar
days excluding days d[1], . . . , d[k]. Finally, denote by d(1), . . . , d(k) the k first similar days
prior do all days in D′, and let K = {1, . . . , k}. It turns out that we can encode the correct
baseline by using 2k big-M type constraints. This is easiest to see when k = 2, in which the
constraints are:

rd ≥ 0 (A.6a)

rd ≤ qBL
d − qd (A.6b)

rd ≤ zd ·M (A.6c)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd[1] + qd[2]

)
+ (zd[1] + zd[2]) ·M (A.6d)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd(1) + qd[2]

)
+ (1− zd[1])M + zd[2] ·M (A.6e)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd[1] + qd(1)

)
+ zd[1]M + (1− zd[2]) ·M (A.6f)

qBL
d ≤ 1

n

(∑
d′∈D′ qd′ + qd(1) + qd(2) + (2− zd[1] − zd[2]) ·M (A.6g)

It is rather straightforward to verify that for all possible combinations

(zd[1] , zd[2]) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}

the constraints (A.6) result in the correct definition of the baseline. For the general case,
equations (A.6d)-(A.6g) can be replaced by the following 2k constraints:

∀ K ∈ 2K qBL
d ≤ 1

n

(∑
d′∈D′ qd′ +

∑
j∈K qd[j] +

∑
l∈K\K qd(l)

)
+M ·∑j∈K zd[j] +M ·∑l∈K\K(1− zd[l])

(A.7)

where 2K denotes the power set (i.e., the set of all subsets) of K.

DR events in different hours, more than one event: This is the most general case
that covers the full problem. To encode whether there is one or more DR events during a
given day, we use an auxiliary indicator variable for each day with at least one possible event.
Specifically, suppose that during day d there are m hours during which the participant can
choose to participate in DR. Call those hours h1, . . . hm, and let zd,hi ∈ {0, 1} for i = 1, . . . ,m
the associated indicator variables for DR participation. Let zd ∈ {0, 1} be the binary variable



APPENDIX A. SUPPLEMENTARY MATERIAL FOR CHAPTER 2 165

indicating whether the participant places at least one DR bid during day d. Then the variable
zd is fully determined by the following constraints:

zd ≥ zd,hi for i = 1, . . . ,m (A.8a)

zd ≤
∑m

i=1 zd,hi (A.8b)

The general problem can then be formulated by defining auxiliary variables and associated
sets of constraints as in (A.8) for each day with possibly multiple DR events, and by using
those auxiliary variables zd in the respective constraints (A.7) that determine the baseline
value.

A.1.2 A Fixed-Point Algorithm for Computing a
Baseline-Taking Equilibrium

A consumer that takes the baseline values qBL as given exogenously, but otherwise behaves
in a fully rational way, solves a slightly modified version of the optimization problem P
in (A.2). Specifically, qBL does not play the role of an optimization variable anymore but
instead is a fixed parameter, and the constraint (A.2e) is dropped from the problem. Let P̃
denote this modified optimization problem.

We are interested in baseline-taking equilibria as formalized in Definition 1. A straight-
forward approach to finding such an equilibrium is a fixed-point iteration, as given by Algo-
rithm 5. Here β : q 7→ qBL is the function computing the baseline based on the consumption
vector q (in our case, this is the CAISO 10 in 10 method). Furthermore, d : qBL×qBL 7→ R+

is a distance function between two baseline profiles, and ε > 0 is a numerical tolerance
parameter.6 At this point we do not have any theoretical convergence guarantees for Algo-
rithm 5, but numerical simulations have shown it to converge reliably within a few (< 10)
iterations for all our simulation scenarios.7 Algorithm 5 returns, up to numerical tolerances,
a consumption vector q∗ that is optimal with respect to the baseline β(q∗), which is of course
nothing but the a Baseline-taking Equilibrium according to Definition 1.

A.2 Dynamical System Models

While we investigate the two particular models of the Quadratic Utility with battery and the
HVAC-equipped building in detail, we point out that our formulation also allows for general
quadratic utility functions of the form

U(u, x, y, q) = w>Hw + h>w (A.9)

6In our simulations, we use the standard euclidean norm for the distance and a tolerance of ε = 10−2.
7Without making additional assumptions, deriving theoretical guarantees for convergence seems quite

daunting, as in each iteration of the algorithm we are solving a full Mixed-Integer optimization problem.
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Algorithm 5: Algorithm for Computing Baseline-taking Equilibrium

Data: ε
Result: Baseline-taking equilibrium (x∗, u∗, q∗, z∗)
Solve P to obtain initial condition (x0, u0, z0, q0);
Let qBL = β(q0) ;
for k ∈ N do

Solve P̃ for baseline qBL to obtain (x̃, ũ, z̃, q̃) ;
Let q̃BL = β(q̃);
if d(qBL, q̃BL) < ε then

return (x∗, u∗, q∗, z∗) := (x̃, ũ, z̃, q̃);

qBL ← q̃BL ;

where w = [u>, x>, y>, q>]> and H � 0. This is a rather general formulation that encompasses
many different models of interest. As our pyDR package (Balandat et al., 2016a) is written in a
modular fashion, it is straightforward to include other consumption models of the form (A.9).

A.2.1 Quadratic Utility Model with Battery

Calibration of the Consumption Utility Model

Recall from Section 2.3.2 that in the Quadratic Utility model a consumer who consumes
quantity q̃t in period t at price pRt derives stage utility

Ut(qt) = at q̃t −
1

2
bt q̃

2
t − pRt q̃t (A.10)

In the absence of storage, optimal consumption without a budget constraint yields that

U ′t(qt) = 0 ⇔ at − pRt = bt q̃t ⇔ q̃ =
at − pRt
bt

(A.11)

The parameters at and bt are calibrated for each period based on observed consumption data
and prices, by positing the (point) elasticity of demand, η. The elasticity is

η(pRt ) ,
dqt(pt)

dpRt

pRt
qt

= − 1

bt

pRt
qt

= −p
R
t

bt

bt
at − pRt

= − pRt
at − pRt

Solving for the parameters at and bt yields

at = −p
R
t (1− η)

η
bt = − p

R
t

qtη
(A.12)
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We calibrate the parameters at and bt in each period using consumption data representative8

of customers with PG&E’s A1 tariff under the associated retail charges from the A1 tariff.
To ensure comparability of the results, this calibration is the same for all simulations of the
Quadratic Utility model.

Battery Parameters

The battery charge xt (in kWh) is subject to the following constraints:

0 ≤ xt ≤


0 kWh for no battery

10 kWh for medium battery
25 kWh for large battery

Charging and discharging9 are limited to 0 ≤ ui,t ≤ umax
i , where

umax
1 =


0 kW for no battery
5 kW for medium battery

25 kW for large battery
umax

2 =


0 kW for no battery

7.5 kW for medium battery
30 kW for large battery

We assume a leakage time constant of Tleak = 96 h and the same charging and discharging
efficiency of ηc = ηd = 0.95. Discretizing (2.5) under zero-order hold sampling with a sam-
pling time of 1h then yields the following matrices for the discrete-time system model (2.2):

A = 0.9974 B = [0.95, −1.0526, 0] E = D = 0 cq = [1, 0, 1]

A.2.2 Commercial Building HVAC System Model

We consider a simple Linear Time Invariant model for the HVAC system of a commercial
building, with form and parameters from Gondhalekar et al. (2013). The continuous-time
system dynamics are ẋ = Actx +Bctu + Ectv, where x ∈ R3, u ∈ R2, v ∈ R3 and

Act =

−(k1 + k2 + k3 + k5)/c1 (k1 + k2)/c1 k5/c1

(k1 + k2)/c2 −(k1 + k2)/c2 0
5/c3 0 −(k4 + k5)/c3


Bct =

1/c1 −1/c1

0 0
0 0

 Ect =

k3/c1 1/c1 1/c1

0 1/c2 0
k4/c3 0 0


Here x1(t) represents the room temperature, and x2(t) and x3(t) represent interior-wall sur-
face and exterior-wall core temperature at time t, respectively. The inputs u1(t) and u2(t)

8We use the so-called “Dynamic Load Profile” (Pacific Gas and Electric Company, 2016a).
9In our implementation we also limit the direct consumption in order to simplify finding an “M” in the

big-M formulation. However, the limit is so high that the constraints are never binding, and thus do not
affect the solution of the optimization problem.
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are heating and cooling power in period t, respectively. The disturbance vector v(t) consists
of outside air temperature (v1(t)), solar radiation (v2(t)) and internal heat gains (v3(t)). All
temperatures are in ◦C, all other inputs are in kW. The parameters in the matrices are given
in Table A.1.

c1 c2 c3 k1 k2 k3 k4 k5

9.356 · 105 2.97 · 106 6.695 · 105 16.48 108.5 5.0 30.5 23.04

Table A.1: HVAC model parameters (Gondhalekar et al., 2013)

We discretize the continuous-time model using a zero-order hold scheme with 1 hour
sampling time10 to obtain a discrete-time system of the form (2.2). The resulting matrices
are

A = 0.1 ·

5.821 3.394 0.582
1.069 8.868 0.048
0.814 0.214 7.536

 B = 10−3 ·

2.947 −2.947
0.231 −0.231
0.181 −0.181



E = 10−3 ·

 20.238 3.178 2.947
1.441 1.368 0.231

143.635 0.190 0.181


The total power consumption in this model is simply the sum of heating and cooling power,
and so cq = [1, 1]. The interior air temperature x1,t is required to satisfy “comfort con-
straints” of the form xmin

1,t ≤ x1,t ≤ xmax
1,t , where

xmin
1,t =

{
21 if 8am ≤ t ≤ 8pm

19 otherwise
xmax

1,t =

{
26 if 8am ≤ t ≤ 8pm

30 otherwise

with the narrower band capturing the main work hours. Heating and cooling power consump-
tion u1,t and u2,t satisfy actuator constraints of the form 0 ≤ u1,t ≤ umax

1 and 0 ≤ u2,t ≤ umax
2 ,

respectively, where

umax
1,t = 500 umax

2,t =


150 for nodes PGEB, PGP2

200 for node PGCC

300 for nodes PGSA, PGF1

Here we adjusted some of the constraints from Gondhalekar et al. (2013) upwards to account
for the higher cooling requirements (hence larger HVAC systems) at the higher temperature
pricing nodes PGCC (Central Coast), PGSA (Sacramento) and PGF1 (Fresno).

10We could also higher sampling frequencies, but those would result in much larger optimization models.
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A.3 Economics Appendix

A.3.1 Deadweight Loss Bias-Variance Decomposition

We can compute the bias-variance decomposition of a tariff’s deadweight loss (DWL), dis-
played in Table 2.1, under the assumption of a time-separable linear demand system, as
follows. We recall the expression (2.6) for the DWL, under the assumption of time separa-
bility (i.e. cross-derivatives equal zero):

DWL = −1

2

J∑
j=1

e2
j

∂xj
∂ej

We construct weights which are proportional to the demand derivatives, so that the coeffi-
cients on the tariff errors sum to one:

wj , −1

2

∂xj
∂ej

/(
−1

2

J∑
i=1

∂xi
∂ei

)
=
∂xj
∂ej

/( J∑
i=1

∂xi
∂ei

)
.

We treat the vector of weights ~w as a notional probability mass function. All expectations
are with respect to ~w. Then our proxy loss function is the expected squared tariff error,
under ~w, and is proportional to the DWL:

L ,
J∑
j=1

wje
2
j =

∑
j e

2
j
∂xj
∂ej∑

j
∂xj
∂ej

= −2 ·DWL
/(∑

j

∂xj
∂ej

)
We define the tariff’s bias as the expected difference between the retail price and the social
marginal cost (SMC):

Bias ,
∑
j

wj(p
R
j − SMCj) =

∑
j

wjej

The variance is the expected squared difference of the tariff error from the bias:

Var ,
∑
j

wj(p
R
i − SMCi − Bias)2 =

∑
j

wj(ej − Bias)2

The tariff proxy loss is the variance plus the square of the bias:

L = Bias2 +Var .

Since DWL = −
(∑

j
∂xj
∂ej

)
L/2, The portion of DWL due to bias is −

(∑
j
∂xj
∂ej

)
Bias2 /2, and

the portion due to variance is −
(∑

j
∂xj
∂ej

)
Var/2. In Table 2.1, as in our simulations, we

determine demand derivatives by assuming constant demand elasticity, and backing out
demand derivatives from historical price and load levels for A-1 customers.
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A.3.2 Social Marginal Cost and the Social Cost of Carbon

To calculate the social marginal cost (SMC) RTP tariff, we assume that the social marginal
cost of generation is the private marginal generation cost, plus the externalized cost of
pollution. For simplicity, we consider pollution costs to be entirely attributable to GHG
emissions. We do not include estimated capacity costs in SMC tariffs, because we consider
the quality of the data to be too low, and the calculation method too arbitrary, to merit
inclusion in the tariffs that form the basis for our repository of simulation data. However,
when we calculate welfare metrics in Sections 2.5.3 and 2.6.2, we also include estimated
capacity costs, whose calculation we describe in Appendix A.3.3. The resulting inconsistency
means that the SMC RTP benchmark tariff could be improved on.

To determine the social cost of GHG emissions, we start by assigning a social cost of
carbon (SCC), of $40 per metric tonne CO2 (Jacobsen et al., 2016; Interagency Working
Group on Social Cost of Carbon, 2013). From this, we subtract an estimate of the cost of
carbon that was reflected in the price of carbon in the California cap and trade market, and
thus internalized into wholesale prices. We determine the latter subtrahend to be $0 in 2012,
and $12 in 2013 and 2014 (Hsia-Kiung et al., 2014).

In order to obtain the carbon cost per MWh, we multiply these carbon costs per tonne
by the marginal operating emissions rate (MOER) of the CAISO grid, in tonnes per MWh.
To obtain these MOERs, we use a dataset from the company WattTime, which gives hourly
marginal operating emissions rates (MOERs) for the CAISO market, for the year 2015 (see
also Callaway et al. (2015)). We do not have hourly data on emissions rates for the CAISO
grid for 2012-2014, but we will see below that the hourly variation in MOERs in 2015 is
small enough that it would have a very small impact on our welfare calculations. We then
assume that the composition of marginal power plants did not dramatically change between
2012 and 2015, and use the 2015 mean MOER from the WattTime dataset.

Then the time-average marginal external carbon cost is

914.83
lbs

MWh︸ ︷︷ ︸
MOER

· 1 tonne

2204.62 lb︸ ︷︷ ︸
=1

· $40

tonne︸ ︷︷ ︸
SCC

=
$16.60

MWh
for 2012

and

914.83
lbs

MWh︸ ︷︷ ︸
MOER

· 1 tonne

2204.62 lb︸ ︷︷ ︸
=1

· $(40− 12)

tonne︸ ︷︷ ︸
SCC

=
$11.62

MWh
for 2013 and 2014

To show that using the mean MOER in place of the hourly results does not result in excessive
error, we rely on our observation that the coefficient of variation for CAISO MOERs in
WattTime dataset is 6.9%. Since variation in external costs is due entirely to variation in
the MOER, this results in a standard deviation of $1.16 / MWh in 2012, and $0.86 / MWh
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in 2013 and 2014. Compared to the pricing errors we observe, this is extremely small.11 We
also tried fitting several models predicting MOERs from LMPs, and found LMPs to be quite
poor predictors. The R-squared coefficient for a linear regression of MOER on LMP for 2015
is 0.03. Lowess locally linear regression showed a similarly poor fit.

Therefore, in our scenario we can view carbon costs essentially as a fixed adder, which
“cancels out” some portion of the welfare loss caused by high volumetric markups, by bringing
the social marginal cost up toward the retail price.

A.3.3 Calculation of Capacity Costs

In California, due to both price caps and limited price-responsiveness of demand, the energy
markets are seen as inadequate to the task of ensuring sufficient capacity to meet peak
demand. To address this, the CPUC requires that LSEs procure sufficient capacity to meet
their estimated contribution to system peak load, with a 15% reserve margin, in a bilateral
capacity market (Gannon et al., 2015). In the California capacity market, LSEs procure
capacity at the monthly level.

To calculate marginal contributions to system capacity cost, we follow Boomhower and
Davis (2016), whose primary concern is to evaluate the benefits of energy efficiency invest-
ments, which deliver time-varying reductions in consumption. They rely on the 2013-2014
CPUC Resource Adequacy Report (Gannon et al., 2015), which presents data on a survey
of resource adequacy (RA) contracts (covering generally around 10% of all RA contracts),
including the mean, weighted average, maximum, minimum, and 85th percentile of contract
costs per kW-year. It presents these figures by month-of-year for all of CAISO (Gannon
et al., 2015, Table 13), and regionally, aggregated over all months (Gannon et al., 2015,
Table 12).

Boomhower and Davis (2016, Appendix B) take the 85th percentile of contract prices,
in $/kW-month, for all of California, disaggregated by month, to represent the marginal
cost of adding or maintaining capacity. Then they consider several methods of allocating
percentages of contribution to peak capacity needs across hours. The result of such an
allocation procedure is to arrive at a $/kWh capacity charge for each hour of the month,
in proportion to their contribution to peak, such that the charges add up to the original
$/kW-month quantity. We follow one of their three methods, which assigns one third of
the peak capacity cost to each of the peak three hours of system load. We obtain publicly
available system load data from LCG Consulting (2016).

This method has several shortcomings, but it seems to be the best achievable with publicly
available data. Firstly, the CPUC survey covers only 31% of such contracts in CAISO, and we
have no assurance that this subset of contracts is representative of the population. Further,
we can see in (Gannon et al., 2015, Table 12) that capacity contracts reported for capacity
local to the Bay Area and other PG&E areas settle at lower prices than in other regions,

11We can draw a similar conclusion with publicly available data. In CAISO, the time-sensitive estimate
of the marginal cost of carbon differs from its average by less than 2.9%, or $0.463/MWh, more than 95%
of the time (Callaway et al., 2015, p. 19).
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but we do not have monthly prices available for our geographical regions of interest – only
for the CAISO territorry as a whole.12

Pfeifenberger et al. (2012) provide additional background on this topic. They argue that
because California’s long-run Resource Adequacy requirement is currently met by bilateral
contracting, it is difficult to estimate the value of marginal capacity in California. They
report that as of 2012, the CPUC cost-effectiveness test assumed that peak reductions from
that DR resources provided savings of $136. kW-year. In contrast, because of excess capacity,
they argue that the capacity could be acquired for as little as $18-38/kW-year (Pfeifenberger
et al., 2012, p. 2).

A.4 Data

Our simulations use different historical data as inputs, including time series of CAISO LMPs,
weather, and representative historical consumption and data on the various tariffs offered
by PG&E. In this section we describe the sources for this data and how the raw data has
been processed. All data used in our simulations is available for download (Balandat et al.,
2016b) so it can be used with our python package pyDR (Balandat et al., 2016a) to reproduce
the results reported in this paper.

Wholesale Electricity Prices CAISO defines a total of 23 so-called Sub-Load-Aggregation
Points (SLAP). Among other roles, these SLAPs are the pricing points on which compen-
sation for Demand Response resources registered as Proxy Demand Resources (PDR) is
based (California Independent System Operator Corporation, 2013). We used real-time mar-
ket (RTM) data for the years 2012-2014 for the following SLAPs: PGCC (Central Coast),
PGEB (SF East Bay), PGF1 (Fresno), PGP2 (SF Peninsula) and PGSA (Sacramento). The
data was scraped on 15 minute resolution from the CAISO OASIS API (California Indepen-
dent System Operator Corporation, 2015b). For the hourly resolution of our model, we used
the average of the the real-time LMP within each hour.

Tariffs The schedules for the PG&E commercial electricity tariffs used in our study are
provided by PG&E in form of a spreadsheet (Pacific Gas and Electric Company, 2016b).
The tariffs used for the simulation in this paper are also included in our python package
pyDR (Balandat et al., 2016a).

Weather Our HVAC model relies on a number of external inputs. Historical outside tem-
perature and Global Horizontal incident (GHI) solar radiation data for each of the geographic
locations was obtained from the publicly available CIMIS data set (California Department

12In fact, the CPUC capacity (“Long Run Adequacy”) regulations are more complex than we have in-
dicated, because in addition to the total capacity requirement, LSEs are also required to ensure that an
administratively-determined portion of their capacity is in their local area, so that sufficient capacity is still
available during grid congestion. Capacity prices vary considerably by local area.



APPENDIX A. SUPPLEMENTARY MATERIAL FOR CHAPTER 2 173

of Water Resources, 2015). For each SLAP node, we chose the center of the largest city asso-
ciated with the node as the representative location of our prototype consumer. We obtained
localized estimates of the different weather variables by performing a barycentric interpola-
tion over the CIMIS weather stations. The four different components of the solar radiation
used in the HVAC building model simulations were computed using the open source python
library pvlib (pvlib, 2016).

PDP events For peak day pricing, we use data on the historical occurrence of “Smart-
Days,” which are days on which the PG&E residential “SmartRate” critical peak prices are
charged. This data is available from Pacific Gas and Electric Company (2016e), and we use
the data from 2012 to 2014, contained in Table A.2 below, in our simulations.

2012 7/9 7/10 7/11 7/23 9/4 9/13 9/14 10/1 10/2 10/3
2013 6/7 6/28 7/1 7/2 7/19 8/19 9/9 9/10
2014 5/14 6/9 6/30 7/1 7/7 7/14 7/25 7/28 7/29 7/31 9/11 9/12

Table A.2: PG&E “Smart Days”

Demand Profiles We calibrate the parameters for the quadratic utility model (see Sec-
tion A.2.1 for details) on the demand from the “dynamic profiles” provided by PG&E (Pacific
Gas and Electric Company, 2016a).

A.5 Tables of Results

In Tables A.3 - A.14, we display the simulation results for the QU consumer, for each tariff,
DR type (including PDP as a DR type), battery size, and elasticity. Results are averaged
across years (2012, 2013, 2014) and region (PGCC, PGEB, PGF1, PGP2, PGSA).

In the tables “CS” is consumer surplus (consumption utility minus consumer expendi-
ture), “RES” is “retail energy surplus” (consumer expenditure minus LMP-weighted con-
sumption and carbon externalized carbon costs), and “Cap” is capacity costs. “SS” is social
surplus (here reported as SS = CS + RES - Cap), and “Gen” is marginal generation cost
(LMP-weighted consumption, plus externalized carbon cost this implies that consumer ex-
penditure can be calculated as RES + Gen). “VSEAR” is virtual social energy arbitrage
revenue (the revenue that would be generated if all charge-discharge cycles were purchases
and sales of energy, at the LMP plus externalized carbon cost; see footnote 62 in Section
2.5.2) and “VPEAR” is private energy arbitrage revenue (the savings in individual expen-
diture due to battery usage, holding control decisions at their actual values, including PDP
revenues, but excluding baseline-dependent DR revenues).
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 37501 3002 198 40305 1011 0 0
A1 CAISO 37500 3004 194 40309 1004 0 0
A1 LMP-G 37498 3005 194 40309 1005 0 0
A1 BLT 37503 3000 197 40306 1008 0 0
A1 LMP-G BLT 37502 3001 198 40306 1009 0 0
A1TOU None 37457 3045 197 40304 1010 0 0
A1TOU CAISO 37455 3046 193 40308 1003 0 0
A1TOU LMP-G 37454 3047 193 40308 1004 0 0
A1TOU BLT 37459 3042 197 40305 1007 0 0
A1TOU LMP-G BLT 37458 3044 197 40305 1008 0 0
A1TOU PDP 37557 2948 197 40308 1011 0 0
A6TOU None 36506 3915 186 40235 997 0 0
A6TOU CAISO 36505 3916 183 40238 990 0 0
A6TOU LMP-G 36504 3917 183 40238 991 0 0
A6TOU BLT 36508 3912 186 40234 994 0 0
A6TOU LMP-G BLT 36507 3914 186 40235 995 0 0
A6TOU PDP 36930 3532 190 40272 1003 0 0
Opt Flat None 40600 -46 205 40349 1048 0 0
Opt Flat CAISO 40598 -44 201 40353 1041 0 0
Opt Flat LMP-G 40598 -44 201 40353 1041 0 0
Opt Flat BLT 40603 -47 205 40350 1045 0 0
Opt Flat LMP-G BLT 40602 -47 205 40350 1045 0 0
A1 RTP None 38429 2106 197 40338 1015 0 0
SMC RTP None 40558 0 202 40356 1039 0 0

Table A.3: QU results; Ed = −0.05, Battery size = None
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 37501 3002 198 40305 1011 0 0
A1 CAISO 37612 2924 192 40344 981 31 -43
A1 LMP-G 37574 2967 188 40352 975 36 -30
A1 BLT 37555 2991 184 40362 968 43 -5
A1 LMP-G BLT 37538 3008 183 40363 968 43 -5
A1TOU None 37459 3039 197 40301 1014 -3 3
A1TOU CAISO 37572 2962 184 40350 980 31 -36
A1TOU LMP-G 37532 3006 182 40356 976 35 -23
A1TOU BLT 37514 3033 171 40376 965 45 0
A1TOU LMP-G BLT 37495 3051 172 40375 965 45 0
A1TOU PDP 37561 2939 197 40302 1017 -6 4
A6TOU None 37142 3265 185 40222 1013 -16 636
A6TOU CAISO 37235 3212 165 40283 977 21 607
A6TOU LMP-G 37196 3248 172 40272 978 19 619
A6TOU BLT 37191 3257 162 40286 971 26 633
A6TOU LMP-G BLT 37170 3274 170 40274 976 21 634
A6TOU PDP 37389 3058 189 40258 1019 -16 459
Opt Flat None 40600 -46 205 40349 1048 0 0
Opt Flat CAISO 40757 -179 211 40368 1024 25 -13
Opt Flat LMP-G 40736 -157 211 40368 1024 25 -13
Opt Flat BLT 40660 -61 191 40407 1003 45 -1
Opt Flat LMP-G BLT 40652 -53 191 40407 1004 44 -1
A1 RTP None 38546 2144 149 40541 866 155 119
SMC RTP None 40733 0 122 40611 868 178 189

Table A.4: QU results; Ed = −0.05, Battery size = Medium
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 37502 3001 198 40305 1011 0 1
A1 CAISO 37725 2767 227 40265 1027 -15 -143
A1 LMP-G 37645 2863 220 40288 1009 3 -100
A1 BLT 37556 2989 185 40360 969 42 -4
A1 LMP-G BLT 37538 3007 183 40361 969 41 -4
A1TOU None 37461 3038 197 40301 1014 -3 4
A1TOU CAISO 37682 2815 205 40292 1020 -8 -123
A1TOU LMP-G 37601 2908 192 40317 1006 5 -83
A1TOU BLT 37513 3032 171 40374 966 44 1
A1TOU LMP-G BLT 37496 3049 172 40373 966 44 1
A1TOU PDP 37563 2938 197 40303 1016 -5 6
A6TOU None 37842 2632 73 40401 1017 -10 1360
A6TOU CAISO 38008 2476 78 40407 1011 -3 1286
A6TOU LMP-G 37950 2539 76 40412 1005 3 1309
A6TOU BLT 37878 2624 73 40429 988 18 1358
A6TOU LMP-G BLT 37866 2636 73 40429 989 18 1358
A6TOU PDP 37903 2584 81 40406 1020 -10 984
Opt Flat None 40600 -46 205 40349 1048 0 0
Opt Flat CAISO 40983 -498 308 40177 1118 -68 -51
Opt Flat LMP-G 40929 -443 303 40184 1116 -67 -51
Opt Flat BLT 40660 -62 192 40406 1004 44 -1
Opt Flat LMP-G BLT 40652 -55 192 40406 1004 44 -1
A1 RTP None 38608 2180 106 40683 769 254 182
SMC RTP None 40852 0 61 40791 751 297 320

Table A.5: QU results; Ed = −0.05, Battery size = Large
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 18631 3002 198 21435 1011 0 0
A1 CAISO 18634 3002 194 21443 999 0 0
A1 LMP-G 18632 3005 194 21443 1001 0 0
A1 BLT 18635 2999 197 21437 1001 0 0
A1 LMP-G BLT 18633 3001 197 21437 1004 0 0
A1TOU None 18587 3043 196 21433 1009 0 0
A1TOU CAISO 18591 3043 192 21441 997 0 0
A1TOU LMP-G 18588 3045 192 21441 999 0 0
A1TOU BLT 18591 3039 195 21435 1000 0 0
A1TOU LMP-G BLT 18590 3041 196 21435 1002 0 0
A1TOU PDP 18688 2950 197 21440 1012 0 0
A6TOU None 17684 3785 175 21294 983 0 0
A6TOU CAISO 17688 3784 171 21301 971 0 0
A6TOU LMP-G 17685 3787 172 21300 974 0 0
A6TOU BLT 17688 3779 174 21293 973 0 0
A6TOU LMP-G BLT 17686 3784 174 21295 977 0 0
A6TOU PDP 18083 3467 182 21369 995 0 0
Opt Flat None 21782 -48 213 21522 1085 0 0
Opt Flat CAISO 21786 -47 209 21530 1073 0 0
Opt Flat LMP-G 21785 -46 209 21530 1074 0 0
Opt Flat BLT 21787 -49 212 21526 1076 0 0
Opt Flat LMP-G BLT 21786 -48 212 21526 1077 0 0
A1 RTP None 19569 2129 197 21501 1018 0 0
SMC RTP None 21743 0 206 21537 1068 0 0

Table A.6: QU results; Ed = −0.1, Battery size = None
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 18631 3002 198 21435 1011 0 0
A1 CAISO 18743 2925 192 21475 982 31 -43
A1 LMP-G 18704 2968 189 21483 976 36 -30
A1 BLT 18685 2991 184 21492 968 43 -5
A1 LMP-G BLT 18668 3008 183 21493 968 42 -4
A1TOU None 18590 3037 196 21430 1013 -3 3
A1TOU CAISO 18703 2962 184 21480 980 30 -36
A1TOU LMP-G 18662 3005 182 21485 976 35 -23
A1TOU BLT 18644 3031 170 21504 964 45 0
A1TOU LMP-G BLT 18626 3049 171 21503 964 45 0
A1TOU PDP 18691 2940 197 21434 1017 -6 4
A6TOU None 18318 3140 174 21284 999 -15 635
A6TOU CAISO 18410 3091 154 21347 965 19 606
A6TOU LMP-G 18372 3123 161 21334 966 18 618
A6TOU BLT 18366 3132 152 21345 958 24 632
A6TOU LMP-G BLT 18346 3147 160 21334 962 20 632
A6TOU PDP 18542 2997 181 21357 1011 -15 458
Opt Flat None 21782 -48 213 21522 1085 0 0
Opt Flat CAISO 21942 -182 217 21544 1060 27 -13
Opt Flat LMP-G 21921 -160 217 21544 1060 27 -13
Opt Flat BLT 21844 -63 198 21583 1038 46 -1
Opt Flat LMP-G BLT 21837 -55 198 21583 1039 46 -1
A1 RTP None 19684 2168 149 21703 875 155 119
SMC RTP None 21919 0 126 21792 900 181 192

Table A.7: QU results; Ed = −0.1, Battery size = Medium
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 18632 3001 198 21435 1011 0 1
A1 CAISO 18856 2769 227 21398 1029 -15 -143
A1 LMP-G 18776 2865 221 21420 1010 3 -100
A1 BLT 18686 2989 184 21490 969 41 -4
A1 LMP-G BLT 18668 3006 183 21491 969 41 -4
A1TOU None 18591 3036 196 21430 1013 -3 4
A1TOU CAISO 18813 2816 205 21424 1021 -8 -123
A1TOU LMP-G 18731 2908 191 21448 1007 5 -84
A1TOU BLT 18644 3030 170 21503 965 44 1
A1TOU LMP-G BLT 18626 3047 171 21502 966 43 1
A1TOU PDP 18694 2939 197 21436 1016 -5 6
A6TOU None 18984 2613 53 21543 1015 -10 1351
A6TOU CAISO 19151 2458 63 21546 1010 -3 1278
A6TOU LMP-G 19092 2520 57 21555 1003 3 1301
A6TOU BLT 19020 2605 53 21572 986 18 1349
A6TOU LMP-G BLT 19009 2616 53 21572 987 18 1349
A6TOU PDP 19040 2574 66 21549 1019 -10 980
Opt Flat None 21782 -48 213 21522 1085 0 0
Opt Flat CAISO 22171 -504 317 21350 1155 -66 -51
Opt Flat LMP-G 22116 -448 311 21357 1153 -65 -51
Opt Flat BLT 21845 -65 199 21581 1040 45 -1
Opt Flat LMP-G BLT 21837 -57 199 21581 1040 45 -1
A1 RTP None 19746 2206 107 21845 779 255 184
SMC RTP None 22039 0 66 21973 783 303 326

Table A.8: QU results; Ed = −0.1, Battery size = Large
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 9196 3002 198 12000 1011 0 0
A1 CAISO 9207 2999 191 12015 988 0 0
A1 LMP-G 9202 3004 192 12014 993 0 0
A1 BLT 9205 2994 195 12005 987 0 0
A1 LMP-G BLT 9202 3000 196 12006 993 0 0
A1TOU None 9153 3038 195 11996 1007 0 0
A1TOU CAISO 9164 3035 188 12011 984 0 0
A1TOU LMP-G 9159 3041 190 12010 989 0 0
A1TOU BLT 9162 3030 192 12001 983 0 0
A1TOU LMP-G BLT 9158 3036 193 12002 990 0 0
A1TOU PDP 9253 2953 196 12010 1012 0 0
A6TOU None 8345 3524 152 11717 955 0 0
A6TOU CAISO 8356 3519 145 11731 932 0 0
A6TOU LMP-G 8349 3527 148 11728 939 0 0
A6TOU BLT 8355 3509 145 11718 931 0 0
A6TOU LMP-G BLT 8349 3522 151 11720 941 0 0
A6TOU PDP 8695 3339 167 11867 978 0 0
Opt Flat None 12452 -51 228 12173 1159 0 0
Opt Flat CAISO 12463 -53 221 12189 1136 0 0
Opt Flat LMP-G 12461 -51 222 12189 1138 0 0
Opt Flat BLT 12462 -51 225 12185 1136 0 0
Opt Flat LMP-G BLT 12460 -50 226 12185 1139 0 0
A1 RTP None 10154 2173 196 12132 1025 0 0
SMC RTP None 12418 0 215 12203 1125 0 0

Table A.9: QU results; Ed = −0.2, Battery size = None
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 9196 3002 198 12000 1011 0 0
A1 CAISO 9309 2927 193 12043 983 30 -43
A1 LMP-G 9270 2970 189 12050 977 36 -30
A1 BLT 9250 2990 184 12056 967 42 -4
A1 LMP-G BLT 9233 3008 183 12058 968 42 -4
A1TOU None 9155 3032 195 11993 1011 -3 3
A1TOU CAISO 9269 2960 183 12046 981 30 -36
A1TOU LMP-G 9228 3003 181 12051 975 34 -23
A1TOU BLT 9210 3026 169 12067 962 44 0
A1TOU LMP-G BLT 9191 3044 170 12066 962 44 0
A1TOU PDP 9257 2944 196 12005 1018 -6 4
A6TOU None 8976 2895 149 11721 970 -13 632
A6TOU CAISO 9064 2856 132 11788 942 17 604
A6TOU LMP-G 9028 2881 139 11770 941 17 615
A6TOU BLT 9019 2886 132 11773 933 22 629
A6TOU LMP-G BLT 9002 2901 138 11765 936 19 630
A6TOU PDP 9151 2875 165 11861 994 -15 457
Opt Flat None 12452 -51 228 12173 1159 0 0
Opt Flat CAISO 12618 -188 229 12201 1132 31 -13
Opt Flat LMP-G 12595 -165 229 12201 1131 31 -13
Opt Flat BLT 12519 -67 212 12239 1109 50 -1
Opt Flat LMP-G BLT 12510 -59 212 12239 1109 50 -1
A1 RTP None 10265 2217 150 12332 894 156 120
SMC RTP None 12594 0 136 12459 965 186 198

Table A.10: QU results; Ed = −0.2, Battery size = Medium
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 9197 3001 198 12000 1011 0 1
A1 CAISO 9422 2775 228 11969 1032 -15 -143
A1 LMP-G 9342 2869 221 11989 1012 3 -100
A1 BLT 9251 2989 184 12055 969 41 -4
A1 LMP-G BLT 9233 3006 183 12056 969 41 -4
A1TOU None 9157 3032 195 11993 1011 -3 4
A1TOU CAISO 9380 2818 204 11994 1023 -8 -123
A1TOU LMP-G 9297 2909 190 12016 1007 5 -84
A1TOU BLT 9209 3026 169 12066 964 43 1
A1TOU LMP-G BLT 9192 3043 170 12065 964 43 1
A1TOU PDP 9259 2943 196 12006 1017 -5 6
A6TOU None 9564 2602 46 12120 1016 -11 1335
A6TOU CAISO 9732 2449 57 12125 1012 -3 1262
A6TOU LMP-G 9673 2511 50 12135 1005 2 1285
A6TOU BLT 9600 2593 45 12148 986 18 1332
A6TOU LMP-G BLT 9589 2605 46 12148 987 17 1333
A6TOU PDP 9618 2571 46 12142 1021 -10 974
Opt Flat None 12452 -51 228 12173 1159 0 0
Opt Flat CAISO 12851 -515 333 12003 1228 -62 -51
Opt Flat LMP-G 12795 -458 327 12010 1226 -61 -51
Opt Flat BLT 12519 -69 213 12237 1111 48 -1
Opt Flat LMP-G BLT 12511 -61 213 12237 1111 48 -1
A1 RTP None 10327 2256 110 12473 800 258 186
SMC RTP None 12718 0 76 12641 847 314 337

Table A.11: QU results; Ed = −0.2, Battery size = Large
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 6051 3002 198 8855 1011 0 0
A1 CAISO 6069 2996 187 8877 978 0 0
A1 LMP-G 6062 3004 190 8876 985 0 0
A1 BLT 6066 2989 188 8868 975 0 0
A1 LMP-G BLT 6060 2999 194 8865 983 0 0
A1TOU None 6009 3034 193 8849 1006 0 0
A1TOU CAISO 6027 3027 183 8871 973 0 0
A1TOU LMP-G 6019 3036 186 8869 980 0 0
A1TOU BLT 6024 3020 183 8861 969 0 0
A1TOU LMP-G BLT 6018 3031 190 8858 979 0 0
A1TOU PDP 6109 2956 195 8870 1013 0 0
A6TOU None 5296 3263 128 8430 926 0 0
A6TOU CAISO 5314 3257 119 8452 897 0 0
A6TOU LMP-G 5303 3267 125 8446 906 0 0
A6TOU BLT 5311 3240 117 8434 892 0 0
A6TOU LMP-G BLT 5302 3260 126 8436 905 0 0
A6TOU PDP 5596 3210 151 8656 962 0 0
Opt Flat None 9412 -54 243 9115 1233 0 0
Opt Flat CAISO 9430 -60 233 9138 1199 0 0
Opt Flat LMP-G 9427 -56 234 9138 1202 0 0
Opt Flat BLT 9427 -54 235 9138 1197 0 0
Opt Flat LMP-G BLT 9425 -52 238 9135 1200 0 0
A1 RTP None 7029 2217 194 9052 1033 0 0
SMC RTP None 9382 0 223 9159 1182 0 0

Table A.12: QU results; Ed = −0.3, Battery size = None
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 6051 3002 198 8855 1011 0 0
A1 CAISO 6165 2930 193 8901 985 30 -43
A1 LMP-G 6125 2971 189 8907 978 35 -30
A1 BLT 6105 2990 184 8911 967 41 -4
A1 LMP-G BLT 6088 3007 183 8912 967 41 -4
A1TOU None 6011 3028 193 8846 1009 -3 3
A1TOU CAISO 6126 2959 182 8903 981 30 -36
A1TOU LMP-G 6085 3001 180 8906 975 34 -23
A1TOU BLT 6065 3022 168 8919 960 44 0
A1TOU LMP-G BLT 6047 3040 169 8918 961 43 0
A1TOU PDP 6113 2947 195 8865 1019 -6 4
A6TOU None 5920 2672 118 8474 942 -11 628
A6TOU CAISO 6004 2643 107 8540 921 15 602
A6TOU LMP-G 5971 2660 113 8518 917 16 612
A6TOU BLT 5959 2663 109 8513 908 20 625
A6TOU LMP-G BLT 5945 2677 112 8509 911 19 626
A6TOU PDP 6051 2757 149 8659 977 -13 455
Opt Flat None 9412 -54 243 9115 1233 0 0
Opt Flat CAISO 9584 -194 242 9147 1203 34 -13
Opt Flat LMP-G 9560 -170 242 9148 1203 34 -13
Opt Flat BLT 9483 -71 226 9186 1179 53 -1
Opt Flat LMP-G BLT 9474 -63 226 9185 1179 53 -1
A1 RTP None 7136 2265 153 9249 914 157 121
SMC RTP None 9560 0 146 9414 1029 192 204

Table A.13: QU results; Ed = −0.3, Battery size = Medium
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Tariff DR Type CS RES Cap SS Gen VSEAR VPEAR

A1 None 6052 3001 198 8855 1011 0 1
A1 CAISO 6278 2780 228 8830 1035 -15 -143
A1 LMP-G 6197 2872 221 8848 1014 3 -100
A1 BLT 6106 2988 184 8910 968 40 -4
A1 LMP-G BLT 6088 3006 183 8911 969 40 -4
A1TOU None 6012 3027 193 8847 1009 -3 4
A1TOU CAISO 6236 2820 203 8853 1025 -9 -123
A1TOU LMP-G 6154 2909 189 8873 1008 4 -84
A1TOU BLT 6065 3021 168 8919 962 43 1
A1TOU LMP-G BLT 6047 3039 168 8917 962 42 1
A1TOU PDP 6115 2947 195 8867 1018 -5 6
A6TOU None 6430 2592 45 8977 1016 -11 1318
A6TOU CAISO 6599 2443 56 8986 1015 -3 1245
A6TOU LMP-G 6540 2504 49 8995 1007 2 1268
A6TOU BLT 6467 2583 45 9005 986 17 1315
A6TOU LMP-G BLT 6455 2595 45 9005 987 17 1316
A6TOU PDP 6482 2575 46 9011 1025 -11 968
Opt Flat None 9412 -54 243 9115 1233 0 0
Opt Flat CAISO 9821 -526 346 8948 1301 -58 -51
Opt Flat LMP-G 9763 -467 341 8955 1299 -58 -51
Opt Flat BLT 9483 -74 226 9183 1181 51 -1
Opt Flat LMP-G BLT 9474 -65 226 9183 1181 51 -1
A1 RTP None 7199 2307 113 9392 821 261 188
SMC RTP None 9686 0 87 9600 910 324 348

Table A.14: QU results; Ed = −0.3, Battery size = Large
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Tariff DR Type Indiv Gen Cap −SS

A1 None 146795 47275 20825 68100
A1 BLT 144649 44312 18211 62523
A1TOU None 148514 47122 20724 67846
A1TOU CAISO 144595 44006 17477 61483
A1TOU BLT 146211 43926 17284 61210
A1TOU LMP-G 146239 44011 17312 61323
A1TOU LMP-G BLT 146998 44424 18188 62612
A1TOU PDP 145289 47116 20715 67831
A10 None 149471 47936 11455 59391
A10 BLT 147712 46135 10904 57039
A10TOU None 147242 47618 11184 58802
A10TOU BLT 145564 45892 10702 56594
A10TOU PDP 144832 47629 11150 58779
A6TOU None 136553 45695 2867 48562
A6TOU BLT 134969 44162 2778 46940
A6TOU PDP 135830 45616 3515 49131
E19TOU None 131046 49598 3361 52959
E19TOU BLT 129784 48440 3234 51674
E19TOU PDP 131046 49598 3361 52959
OptFlat None 39261 47272 20825 68097
OptFlat CAISO 27985 51660 19106 70766
OptFlat BLT 36334 43510 17037 60547
OptFlat LMP-G 29903 50291 19207 69498
OptFlat LMP-G BLT 36729 43557 17037 60594
A1 RTP None 112629 37073 15051 52124
SMC RTP None 33304 33304 6500 39804

Table A.15: HVAC results

The HVAC simulation results, displayed in Table A.15, are also averaged across years and
regions. “Indiv” is individual expenditures, “Gen” is generation cost, and “Cap” is capacity
cost. If we normalize consumption utility to zero, then consumer surplus is -Indiv, retailer
surplus is Indiv - Gen (or Indiv - Gen - Cap if we account for capacity costs), and social
surplus is -Gen - Cap. We report -SS, i.e. Gen + Cap in the last column.
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Appendix B

Supplementary Material for Chapter 5
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Figure B.1: Parameter estimates vs. true parameters, linear response
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Figure B.2: Empirical distribution of parameter estimation errors, linear response

model mean std dev

KNN (unweighted) 0.0107 0.0622
RFR -0.0018 0.0530
Ridge 0.0021 0.0608
OLS (dummy) 0.0004 0.0674

Table B.1: Properties of the ITE estimation error, linear response



APPENDIX B. SUPPLEMENTARY MATERIAL FOR CHAPTER 5 189

model method coverage error error (lower) error (upper)

KNN BC 0.8967 -0.0533 -0.0395 -0.0138
BCa 0.8951 -0.0549 -0.0395 -0.0154
perc 0.9027 -0.0473 -0.0366 -0.0106

RFR BC 0.8554 -0.0946 -0.0426 -0.0520
BCa 0.8569 -0.0931 -0.0415 -0.0516
perc 0.9834 0.0334 0.0202 0.0131

Ridge BC 0.8823 -0.0677 -0.0337 -0.0340
BCa 0.8793 -0.0707 -0.0344 -0.0362
perc 0.8909 -0.0591 -0.0306 -0.0286

OLS (dummy) 0.9093 -0.0407 -0.0220 -0.0187

Table B.2: Empirical coverage of 95% ITE confidence intervals, linear response
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Appendix C

Proofs

C.1 Proofs from Chapter 3

Proof of Proposition 1. The state of (3.3) in interval Kt is given by

x̃Kt = ÃKtx0 +
∑

θ<Kt Ã
Kt−1−θB̃(ũθ+w̃θ) +DũKt

while the state of (3.4) in interval t is given by

xt = Atx0 +
∑

τ<tA
t−1−τB(uτ+wτ ) +Dut

Now ũtK+j = ut for all j = 0, 1, . . . , K−1 and all t by assumption. That is, “move-blocking”
is applied so that the input ũ is the same as the input u. Then,

x̃Kt = ÃKtx0 +
∑

τ<t

(∑
j<K Ã

Kt−1−(Kτ+j)B̃
)
uτ +

∑
τ<Kt Ã

Kt−1−τ B̃w̃τ +DũKt

= ÃKtx0 +
∑

τ<t Ã
K(t−1−τ)

(∑
j<K Ã

K−1−jB̃
)
uτ +

∑
τ<Kt Ã

Kt−1−τ B̃w̃τ +DũKt

Observe now that A = eATS = eAKTR = ÃK and

B =
∫ TS

0
eA(TS−τ)Bdτ =

∑K
j=0

∫ (j+1)TR
jTR

eA(KTR−τ)Bdτ

=
∑K

j=0

∫ TR
0
eA(K−1−j)TReA(TR−τ)Bdτ

=
∑K

j=0 Ã
K−1−jB̃

With this we have that

x̃Kt = Atx0 +
∑

τ<tA
(t−1−τ)Buτ +DũKt +

∑
τ<Kt Ã

Kt−1−τ B̃w̃τ

and hence

yt − ỹKt =
∑

τ<tCA
t−1−τBwτ −

∑
τ<KtCÃ

Kt−1−τ B̃w̃τ
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To show that the robustified schedule determined for the system (3.4) ensures robust con-
straint satisfaction for the system (3.3) it suffices to show that1, for all i = 1, . . . , ny,

max
w0,...,wt−1

∑
τ<t(C)i:A

t−1−τBwτ = maxw̃0,...,w̃Kt−1

∑
τ<Kt(C)i:Ã

Kt−1−τ B̃w̃τ

where −r↑τ ≤ wτ ≤ r↓τ for all τ < t and −r↑τ ≤ w̃Kτ+j ≤ r↓τ for all τ < t and all j < K. Since
in terms of worst-case analysis there is no coupling between the different wτ (and similarly
between the different w̃τ ) it suffices to show that the above holds for t = 1. Again using
B =

∑K
j=0 Ã

K−1−jB̃ we must show that

max
−r↑≤w≤r↓

yt,i = max
−r↑≤w≤r↓

(∑
j<K(C)i:Ã

K−1−jB̃
)
w

= max
−r↑≤w̃j≤r↓
j=0,...,K−1

∑
j<K(C)i:Ã

K−1−jB̃ w̃j

= max
−r↑≤w̃j≤r↓
j=0,...,K−1

ỹKt,i

By choosing w̃j = w for all j it is clear that

max
−r↑≤w≤r↓

yt,i ≤ max
−r↑≤w̃j≤r↓
j=0,...,K−1

ỹKt,i (C.1)

Now write (∑
j<K(C)i:Ã

K−1−jB̃
)
w =

∑
j<K

∑nu
k=1 ηijk wk∑

j<K(C)i:Ã
K−1−jB̃w̃j =

∑
j<K

∑nu
k=1 ηijk w̃j,k

and observe that if the condition in Proposition 1 is satisfied then (C.1) holds with equality.

1The argument for the minimum is identical.
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C.2 Proofs from Chapter 4

Proof of Lemma 1. The bias (4.12a) is straightforward and follows directly from the defini-
tion of the estimation error (4.11). For the variance we have that

EDi,est
[(
µ̂i − EDi,est

[
µ̂i | f̂0

i , Ti
])2 ∣∣ f̂0

i , Ti
]

=
1

|Ti|2
EDi,est

[(∑
t∈Ti

ei(Xit)− EDi,est
[
ei(Xit)

]
− εit − γit

)2 ∣∣∣ Ti]
=

1

|Ti|2
∑
t∈Ti

EDi,est
[(
ei(Xit)− EDi,est

[
ei(Xit)

])2
+(εit + γit)

2

− 2(εit + γit)
(
ei(Xit)− EDi,est

[
ei(Xit)

]) ∣∣ Dit=1
]

+
1

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ 6=t

EDi,est
[(
ei(Xit)− EDi,est

[
ei(Xit)

])(
ei(Xiτ )− EDi,est

[
ei(Xiτ )

])
− (εit + γit)

(
ei(Xiτ )− EDi,est

[
ei(Xiτ )

])
− (εiτ + γiτ )

(
ei(Xit)− EDi,est

[
ei(Xit)

])
+ (εit + γit)(εiτ + γiτ )

∣∣ Dit=Diτ =1
]

=
1

|Ti|2
∑
t∈Ti

EDi,est
[(
ei(Xit)− EDi,est

[
ei(Xit)

])2
+(εit − E[εit |Dit=1])2 + (γit − E[γit |Dit=1])2

+ 2(εit − E[εit |Dit=1])(γit − E[γit |Dit=1]) + (E[εit |Dit=1] + E[γit |Dit=1])2

+ 2(εit − E[εit |Dit=1] + γit − E[γit |Dit=1])(E[εit |Dit=1] + E[γit |Dit=1])

− 2(εit − E[εit |Dit=1] + γit − E[γit |Dit=1])
(
ei(Xit)− EDi,est

[
ei(Xit)

])
− 2(E[εit |Dit=1] + E[γit |Dit=1])

(
ei(Xit)− EDi,est

[
ei(Xit)

]) ∣∣ Dit=1
]
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+
1

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ 6=t

EDi,est
[(
ei(Xit)− EDi,est

[
ei(Xit)

])(
ei(Xiτ )− EDi,est

[
ei(Xiτ )

])
− (εit − E[εit |Dit=1] + γit − E[γit |Dit=1])

(
ei(Xiτ )− EDi,est

[
ei(Xiτ )

])
− (E[εit |Dit=1] + E[γit |Dit=1])

(
ei(Xiτ )− EDi,est

[
ei(Xiτ )

])
− (εiτ − E[εiτ |Diτ =1] + γiτ − E[γiτ |Diτ =1])

(
ei(Xit)− EDi,est

[
ei(Xit)

])
− (E[εiτ |Diτ =1] + E[γiτ |Diτ =1])

(
ei(Xit)− EDi,est

[
ei(Xit)

])
+ (εit − E[εit |Dit=1])(εiτ − E[εiτ |Diτ =1])

+ (γit − E[γit |Dit=1])(γiτ − E[γiτ |Diτ =1])

+ (εit − E[εit |Dit=1])(γit − E[γit |Dit=1])

+ (εiτ − E[εiτ |Diτ =1])(γiτ − E[γiτ |Diτ =1])

+ (εit − E[εit |Dit=1] + γit − E[γit |Dit=1]) ·
(E[εiτ |Diτ =1]) + E[γiτ |Diτ =1])

+ (εiτ − E[εiτ |Diτ =1] + γiτ − E[γiτ |Diτ =1]) ·
(E[εit |Dit=1]) + E[γit |Dit=1])

+ (E[εiτ |Diτ =1] + E[γiτ |Diτ =1])(E[εit |Dit=1] + E[γit |Dit=1])∣∣ Dit=Diτ =1
]

Now (4.12b) follows by exploiting symmetry and the independence of εit and γit.

Proof of Lemma 3. Fix treatment times and parameters as well as the covariates Xi :=
{Xit}t∈Ti during treatment periods. Conditional on this selection,

EDi,tr
[
µ̂i | Ti, Xi

]
− µi = − 1

|Ti|
∑
t∈Ti

(
Bias f̂ 0

i (Xit)− εit − γit
)

Taking the expectation w.r.t. Di,est (here we use that Di,est ⊥⊥ Di,tr) yields (4.14a). Moreover,

Var
(
µ̂i | Ti, Xi

)
= E

[(
µ̂i − E

[
µ̂i | Ti, Xi

])2 ∣∣ Ti, Xi

]
=

1

|Ti|2
∑
t∈Ti

∑
τ∈Ti

E
[(
EDi,tr

[
f̂ 0
i (Xit)

]
− f̂ 0

i (Xit)
)(
EDi,tr

[
f̂ 0
i (Xiτ )

]
− f̂ 0

i (Xiτ )
) ∣∣Xi

]
=

1

|Ti|2
∑
t∈Ti

(
Var f̂ 0

i (Xit) + 2
∑
τ∈Ti
τ>t

Cov f̂ 0
i

(
Xit, Xiτ

))

From the law of total variance, we have

Var
(
µ̂i | Ti

)
= E

[
Var
(
µ̂i | Ti, Xi

) ∣∣ Ti]+ Var
(
E
[
µ̂i | Ti, Xi

] ∣∣ Ti)
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Now, again using that Di,est ⊥⊥ Di,tr,

E
[
Var
(
µ̂i | Ti, Xi

) ∣∣ Ti] =
1

|Ti|2
∑
t∈Ti

EDi,est
[
Var f̂ 0

i (Xit)
∣∣Dit=1

]
+

2

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

EDi,est
[
Cov f̂ 0

i

(
Xit, Xiτ

) ∣∣Dit=Diτ =1
]

and

Var
(
E
[
µ̂i | Ti, Xi

] ∣∣ Ti)
=

1

|Ti|2
E

[(∑
t∈Ti

Bias f̂0
i (Xit)− EDi,est

[
Bias f̂0

i (Xit)
]
− εit − γit

)2 ∣∣∣ Ti ]

=
1

|Ti|2
∑
t∈Ti

EDi,est
[(

Bias f̂0
i (Xit)− EDi,est

[
Bias f̂0

i (Xit)
])2

+ (εit + γit)
2

− 2(εit + γit)
(
Bias f̂0

i (Xit)− EDi,est
[
Bias f̂0

i (Xit)
]) ∣∣Dit=1

]
+

1

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ>t

EDi,est
[(

Bias f̂0
i (Xit)− EDi,est

[
Bias f̂0

i (Xit)
])
·(

Bias f̂0
i (Xiτ )− EDi,est

[
Bias f̂0

i (Xiτ )
])

− (εit + γit)
(
Bias f̂0

i (Xiτ )− EDi,est
[
Bias f̂0

i (Xiτ )
])

− (εiτ + γiτ )
(
Bias f̂0

i (Xit)− EDi,est
[
Bias f̂0

i (Xit)
])

+ (εit + γit)(εiτ + γiτ )
∣∣Dit=Diτ =1

]
=

1

|Ti|2
∑
t∈Ti

EDi,est
[(

Bias f̂0
i (Xiτ )− EDi,est

[
Bias f̂0

i (Xiτ )
])2

+ (εit − E[εit |Dit=1])2

+ (γit − E[γit |Dit=1])2 + 2(εit − E[εit |Dit=1])(γit − E[γit |Dit=1])

+ (E[εit |Dit=1] + E[γit |Dit=1])2

+ 2(εit − E[εit |Dit=1] + γit − E[γit |Dit=1])(E[εit |Dit=1] + E[γit |Dit=1])

− 2
(
εit − E[εit |Dit=1] + γit − E[γit |Dit=1]

)(
Bias f̂0

i (Xiτ )− EDi,est
[
Bias f̂0

i (Xiτ )
])

− 2
(
E[εit |Dit=1] + E[γit |Dit=1]

)(
Bias f̂0

i (Xiτ )− EDi,est
[
Bias f̂0

i (Xiτ )
]) ∣∣Dit=1

]
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+
1

|Ti|2
∑
t∈Ti

∑
τ∈Ti
τ 6=t

EDi,est
[(

Bias f̂0
i (Xit)− EDi,est

[
Bias f̂0

i (Xit)
])(

Bias f̂0
i (Xiτ )− EDi,est

[
Bias f̂0

i (Xiτ )
])

− (εit − E[εit |Dit=1] + γit − E[γit |Dit=1]) ·(
Bias f̂0

i (Xiτ )− EDi,est
[
Bias f̂0

i (Xiτ )
])

− (E[εit |Dit=1] + E[γit |Dit=1])
(
Bias f̂0

i (Xiτ )− EDi,est
[
Bias f̂0

i (Xiτ )
])

− (εiτ − E[εiτ |Diτ =1] + γiτ − E[γiτ |Diτ =1]) ·(
Bias f̂0

i (Xit)− EDi,iτ
[
Bias f̂0

i (Xit)
])

− (E[εiτ |Diτ =1] + E[γiτ |Diτ =1])
(
Bias f̂0

i (Xit)− EDi,est
[
Bias f̂0

i (Xit)
])

+ (εit − E[εit |Dit=1])(εiτ − E[εiτ |Diτ =1])

+ (γit − E[γit |Dit=1])(γiτ − E[γiτ |Diτ =1])

+ (εit − E[εit |Dit=1])(γit − E[γit |Dit=1])

+ (εiτ − E[εiτ |Diτ =1])(γiτ − E[γiτ |Diτ =1])

+ (εit − E[εit |Dit=1] + γit − E[γit |Dit=1]) ·
(E[εiτ |Diτ =1]) + E[γiτ |Diτ =1])

+ (εiτ − E[εiτ |Diτ =1] + γiτ − E[γiτ |Diτ =1]) ·
(E[εit |Dit=1]) + E[γit |Dit=1])

+ (E[εiτ |Diτ =1] + E[γiτ |Diτ =1])(E[εit |Dit=1] + E[γit |Dit=1])∣∣Dit=Diτ =1
]

Again exploiting symmetry and independence of εit and γit, we obtain (4.14b) after collecting
terms.
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