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#### Abstract

We present optimal parallel algorithms to find maximal matchings in two classes of sparse graphs, namely, graphs with bounded degree and those which, for some $p$, are forbidden to have the clique $K_{p}$ as a minor. This latter class is quite large; for example, planar graphs satisfy this condition, as do graphs with any fixed bound on their genus. Our algorithms use $O(\log n)$ time on a CRCW PRAM for both classes of graphs. On an EREW PRAM, our algorithms use $O(\log n)$ time for graphs with bounded degree and $O\left(\log n \log ^{*} n\right)$ time for graphs with forbidden $K_{p}$-minors.
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## 1. Introduction

Graph matching is an important and well-studied problem (see [Edmo65], [HK73], [Gali86]). A matching for a graph $G=(V, E)$ is a set of edges $M \subseteq E$ such that no two edges in $M$ share a vertex. The problem of finding a maximum cardinality matching has been widely studied (see [Gali86] for a survey). It is known that this problem is in RNC ([KUW86], [MVV87]), but whether it is in NC or not is open.

In this paper, we consider an easier problem called the maximal matching problem. A maximal matching is a matching $M$ such that no other matching $M^{\prime}$ properly contains $M$. Thus if $M$ is maximal, each unmatched edge must share one of its vertices with a matched edge. Finding a maximal matching has applications in approximation algorithms for vertex cover [GJ79] and also serves as a good first step for finding a maximum matching [Gali86].

There is a simple and well-known sequential linear-time algorithm for maximal matching. We start with a set of unmarked vertices and an empty match set. We then repeatedly choose any edge which has neither endpoint ${ }^{1}$ marked, add it to the match set, and mark its two endpoints. We stop when no such edge remains. Finding a maximal matching quickly in parallel is a considerably more difficult problem. Israeli and Shiloach [IS86] presented an $O\left(\log ^{3} n\right)$ CRCW PRAM algorithm using $O(m+n)$ processors to find a maximal matching in general graphs with $n$ vertices and $m$ edges. For planar graphs, the running time of the Israeli and Shiloach algorithm can be reduced to $O\left(\log ^{2} n\right)$ [GPS87]. Goldberg, Plotkin, and Shannon [GPS87] presented an $O\left(\log n \log ^{*} n\right)$ CRCW PRAM algorithm and an $O\left(\log ^{2} n\right)$ EREW algorithm for maximal matching in planar graphs, each using $O(n)$ processors.

[^1]The algorithms presented here are improvements over the [GPS87] algorithm for planar graphs; in addition, these algorithms cover a much larger class of graphs. We consider two classes of sparse graphs: (1) bounded-degree graphs and (2) graphs which, for some fixed $p$, do not contain $K_{p}$ as a minor. The latter class of graphs is a substantial generalization of the class of planar graphs; in particular, it contains all bounded-genus graphs. Note that neither one of these classes ((1) and (2)) contains the other. For example, no planar graph contains $K_{5}$ as a minor, while there are planar graphs with vertices of unbounded degree. On the other hand, there exist bounded degree graphs with $K_{p}$-minors for arbitrary $p$. Examples of such graphs, for any $p$, can be constructed by starting from $K_{p}$ and then by expanding the vertices suitably such that the vertices of the resulting graph are of degree at most 3 . For these two classes of graphs, using a CRCW PRAM, we find a maximal matching in $O(\log n)$ time with $O(n / \log n)$ processors. Using an EREW PRAM, we find a maximal matching for graphs of bounded degree in $O(\log n)$ time using $O(n / \log n)$ processors, and for graphs with forbidden $K_{p}$-minors in $O\left(\log n \log ^{*} n\right)$ time using $O\left(n / \log n \log ^{*} n\right)$ processors.

## 2. Preliminaries

Let $G=(V, E)$ be an undirected graph. We let $|V|=n$ and $|E|=m . K_{n}$ refers to a complete graph on $n$ vertices. An elementary contraction of $G$ is obtained by selecting two adjacent vertices $v, u \in V$ and merging them; more formally, we replace $v, u$, and all incident edges by a new vertex $w$ which is adjacent to all vertices which were adjacent to $v$ or $u . G^{\prime}$ is said to be a contraction of $G$ if $G^{\prime}$ is obtained from $G$ through a series of elementary contractions. A graph $H$ is said to be a minor of $G$ if $H$ is a contraction of a subgraph of $G$. A graph $G$ is $K_{p}$-minor-free if $K_{p}$ is not a minor of $G$.

Our algorithms make use of several other well-known parallel algorithms. In the list ranking problem we are given a list and required to determine the distance of each of the items from the end of the list. List ranking can be performed optimally in $O(\log n)$ time deterministically on an EREW PRAM (see [AM88] and [CV88]). List ranking can be used for list contractions as well. The Euler tour technique [TV85] can be used to optimally perform depth first search on trees, and can be applied to perform various other operations on trees optimally. Specifically, given an unrooted tree, one can obtain an oriented (rooted) tree in $O(\log n)$ time by using this technique. Hagerup [Hage90] has presented algorithms to find the connected components and a spanning forest of a planar graph in $O(\log n)$ time using $O(n / \log n)$ processors on a CRCW PRAM ${ }^{2}$. We make use of these algorithms extensively.

An undirected graph is $d$-bounded if the degree of each of its vertices is bounded by $d$. An orientation of $G=(V, E)$ is a directed graph with each edge $(u, v) \in E$ replaced by a directed edge $u \rightarrow v$ or $v \rightarrow u$; i.e., we assign a direction to each edge. If the in-degree of every vertex of the orientation is bounded by a constant $d$, then we will say that it is a $d$-bounded orientation of $G$. Clearly any undirected graph of maximum degree $d$ has a $d$-bounded acyclic orientation. It is also known that every planar graph has a 6 -bounded

[^2]acyclic orientation, and that one can be found in linear time sequentially and optimally in $O\left(\log n \log ^{*} n\right)$ time in parallel on an EREW PRAM [CE91].

In the adjacency list representation of an undirected graph, there are two list nodes corresponding to each edge: one on the adjacency list of each endpoint. Call these two nodes partners of each other. The cross-linked adjacency list representation of an undirected graph has links between partners. We assume that graphs or directed graphs are represented as an array of cross-linked adjacency lists; this assumption of the existence of cross-links is common in parallel algorithms. (An adjacency list with cross links can be constructed by means of a sorting of the undirected edges [HCD87].) Some of our algorithms require processors to be able to write to the same shared memory location simultaneously. The write conflicts in these cases are resolved arbitrarily, where any one of the processors performing a concurrent write succeeds (i.e., we use the ARBITRARY CRCW PRAM model to resolve conflicts during concurrent writes). Without loss of generality, we assume that the vertices are numbered from 1 to $n$.

## 3. Maximal Matching in a Forest

We assume that trees are represented by adjacency lists. In particular, we assume that an oriented forest is represented by providing an array of lists of the children of each node.

Under these assumptions, maximal matching in an oriented tree can be computed as follows. First form the vertices into a set of linked lists by setting Link $[x]$ to nil when $x$ is a leaf, and $\operatorname{Link}[x]$ to point to any child of $x$ when $x$ is an internal node. Using list ranking we can set, for each $x, \operatorname{Dist}[x]$ to be the number of nodes preceding $x$ on its linked list; i.e., we number the nodes in each list $0,1,2, \ldots$. Now, for each $x$, we place the edge ( $x, \operatorname{Link}[x]$ ) in the matching iff $\operatorname{Dist}[x]$ is even. This will certainly form a matching, since we are only selecting alternate edges from a set of disjoint paths. Moreover, it must be a maximal matching, since all internal nodes are endpoints of edges in the matching and any edge not in the matching has an internal node as an endpoint.

This approach easily generalizes to any undirected graph $G$ without cycles, since we can first divide $G$ into trees, orient each tree, and then apply the algorithm described above to each tree. This is summarized in Algorithm 1.

[^3]Lemma 1. Algorithm 1 can be implemented to perform maximal matching in an undirected forest in $O(\log n)$ time optimally on a CRCW PRAM. If the input is an oriented forest, we can perform the maximal matching in $O(\log n)$ time optimally on an EREW PRAM.

Proof: Step 1 can be done using Hagerup's connected component algorithm [Hage90] optimally in $O(\log n)$ time on a CRCW PRAM. Step 2 can be done in $O(\log n)$ time optimally on a CRCW PRAM using an Euler tour of the graph (see [KR88]). Steps 3-5 (which are all that is necessary if the input is an oriented forest) can be done in $O(\log n)$ time optimally on an EREW PRAM using an optimal list ranking algorithm (see [CV88] and [AM88]).

## 4. Bounded Degree Graphs

We now consider maximal matching in a bounded degree graph.
Theorem 1. Algorithm 2 finds a maximal matching in a $d$-bounded graph on an EREW PRAM optimally in $O(\log n)$ time.

$$
\begin{aligned}
& \text { Algorithm 2: Maximal Matching in Bounded Degree Graphs } \\
& \text { Input: A } d \text {-bounded graph } G \\
& \text { 1. } M=\emptyset \text {. } \\
& \text { 2. Orient the edges in such a way that each edge points from a higher numbered vertex to a lower } \\
& \text { numbered vertex. } \\
& \text { 3. Initialize all edges to be unmarked. } \\
& \text { 4. Repeat } d \text { times: }
\end{aligned}
$$

4a. for each vertex, choose the first unmarked in-edge (if any) on the vertex's adjacency list; let the directed subgraph formed by the chosen edges be called $G^{\prime}$.
4b. use steps $3-5$ of Algorithm 1 to find a maximal matching $M^{\prime}$ for $G^{\prime}$; set $M \leftarrow M \cup M^{\prime}$.
4c. mark all edges which are incident upon endpoints of edges in $M^{\prime}$.

Proof: The marks can be interpreted as indicating that an edge is ineligible for the matching. The final result must be a matching, since each time we add a set $M^{\prime}$ of edges to the matching we mark as ineligible all edges which share a vertex with an edge in $M^{\prime}$. To see that it is maximal, first note that we do eventually mark all edges, since each adjacency list has at most $d$ in-edges, and each iteration of step 4 causes at least one of them to be marked if any remain. Then since each marked edge is either placed into $M$ or is ineligible since it shares a vertex with an edge in $M$, the matching must be maximal.

Note that the orientation formed in step 2 is acyclic. Hence, after step 4a, since each vertex chooses one in-edge, the resulting graph $G^{\prime}$ is a directed out-forest (where the edges are directed away from the roots).

Assume that we have oriented the graph $G$ by simply placing a flag in each node of the adjacency lists to indicate whether it corresponds to an in-edge or out-edge. In Step 4a, after selecting the edges that form $G^{\prime}$, we wish to obtain an adjacency list representation for $G^{\prime}$, i.e., we wish to obtain an adjacency list of out-edges for each vertex from the selected in-edges. This can be done easily and quickly in the case of bounded degree graphs as follows.

Let $H$ be a copy of $G$ such that every edge $e=(v, w)$ in the adjacency lists of $G$ and its copy in the adjacency lists of $H$ are linked to one another. (This enables us to access an
edge in $H$ from the same edge in $G$ and vice versa in constant time.) When an in-edge is selected in $G$ in Step 4a, we flag the partner of the copy of the edge in $H$ (notice that the partner is an out-edge). By contracting the adjacency lists of $H$ to retain all the flagged edges, we obtain the required representation for $G^{\prime}$. Since the adjacency lists of $H$ are bounded, the required adjacency representation for $G^{\prime}$ can be obtained in constant time on an EREW PRAM using $O(n)$ processors.

For Step 4c, we first flag all vertices which are endpoints of $M^{\prime}$, then mark all nodes on the adjacency lists of flagged vertices, and finally propagate this information to partners via the cross-links. Thus this step can also be done in constant time using $O(n)$ processors because of the degree bound.

By Lemma 1, step 4 b can be done optimally on an EREW in $O(\log n)$ time. Hence Algorithm 2 can be implemented to run in $O(\log n)$ time using $O(n / \log n)$ processors on an EREW PRAM.

## 5. Maximal Matching in $K_{p}$-Minor Free Graphs

In this section we describe algorithms to perform maximal matching in graphs which are $K_{p}$-minor free for fixed $p$. This covers a number of interesting classes of graphs; for example, for $p \geq 5$, a graph of genus $g$ is $K_{p}$-minor-free if $g<\lceil(p-3)(p-4) / 12\rceil$ (see [CL86, Section 4.4, Theorem 4.26]).

Following Hagerup [Hage90], we say a class $\mathcal{G}$ of graphs is linearly contractible if for all $G=(V, E)$ in $\mathcal{G}$,
a) $|E|=O(|V|)$, and
b) every minor of $G$ is also in $\mathcal{G}$.

In particular, if (a) can be replaced by $|E| \leq c|V|$, we will say $\mathcal{G}$ is linearly contractible with parameter $c$.

It is known that every graph with $2^{p-3}|V|$ or more edges has a $K_{p}$ minor (see [Boll78, Chapter 7, Theorem 1.14]), so if $G=(V, E)$ is a $K_{p}$-minor-free graph we must have $|E|<2^{p-3}|V|$. Thus the class of $K_{p}$-minor-free graphs is linearly contractible, for fixed $p$.

### 5.1. A CRCW PRAM algorithm

We begin with the following observation.
Lemma 2. If $G$ is a connected $K_{p}$-minor-free graph, then the graph induced by the leaves of any spanning tree of $G$ is $K_{p-1}$-minor-free.
Proof: Let $T$ be a spanning tree of $G$, and let $G^{\prime}$ be the graph induced by the leaves of $T$. Suppose for a contradiction that $K_{p-1}$ is a minor in $G^{\prime}$. By contracting all internal nodes of $T$ into a single vertex we obtain $K_{p}$ as a minor in $G$, giving the desired contradiction.

Note that it follows immediately that if $G$ is a $K_{p}$-minor-free graph, then the graph induced by the leaves of any spanning forest of $G$ is $K_{p-1}$-minor-free.
Theorem 2. For fixed $p$, maximal matching in a $K_{p}$-minor-free graph $G$ can be performed in $O(\log n)$ time using $O(n / \log n)$ processors on a CRCW PRAM.

Proof: Generate a sequence of graphs $G_{0}=G, G_{1}, \ldots, G_{t}$, where each $G_{i}$ is obtained from $G_{i-1}$ by
i) computing a spanning forest $F_{i-1}$,
ii) computing a maximal matching $M_{i-1}$ in $F_{i-1}$ using Algorithm 1, and then
iii) letting $G_{i}$ be the subgraph of $G_{i-1}$ induced by the unmatched vertices.

Since only a subset of leaves remain after a maximal matching is computed for a forest, from Lemma 2 we know that $G_{i}$ is $K_{p-i}$-minor-free. After $t=p-3$ iterations, the remaining graph $G_{t}$ is $K_{3}$-minor-free, which implies that $G_{t}$ must be a forest. Algorithm 1 can then be applied to obtain a maximal matching of this forest.

Since $G$ and its successors are $K_{p}$-minor-free, and hence linearly contractible, Hagerup's algorithm can be used to obtain a spanning forest and label connected components in $O(\log n)$ time using $O(n / \log n)$ processors on a CRCW PRAM. Each application of Algorithm 1 also requires $O(\log n)$ time using $O(n / \log n)$ processors. After computing $M_{i-1}$ in the forest $F_{i-1}$, we mark all the vertices (and edges) in $G_{i-1}$ that are also in $M_{i-1}$. We then compute $G_{i}$ from $G_{i-1}$ by contracting every adjacency list using list ranking. This process of computing $G_{i}$ can be done optimally in $O(\log n)$ time.

The number of iterations is $t=O(p)$, which is $O(1)$ since we assume $p$ is fixed. Hence the whole procedure operates within the stated resource bounds.

### 5.2. An EREW PRAM algorithm

We now obtain a slightly slower algorithm that can be run optimally on an EREW PRAM. First we show how a graph $G$ which is $K_{p}$-minor-free and hence linearly contractible can be oriented such that the in-degree of any node in the graph is bounded. Algorithm 3 is a straightforward generalization of Chrobak and Eppstein's [CE91] optimal $O\left(\log n \log ^{*} n\right)$ EREW PRAM algorithm to find 6 -bounded acyclic orientations for planar graphs, which, in turn, is very similar to the parallel 5 -coloring algorithm for planar graphs presented in [HCD87].
Theorem 3. Given an undirected graph $G=(V, E)$ which is linearly contractible with parameter $c$, Algorithm 3 will orient it to be acyclic and have in-degree bounded by $4 c$. Moreover, this algorithm can be implemented to run optimally in $O\left(\log n \log ^{*} n\right)$ time on an EREW PRAM.
Proof: The computation is in $O(\log n)$ phases. In phase $i$, we find a set $S_{i}$ of vertices of degree at most $4 c$. Now we construct a graph $H_{i}=\left(S_{i}, F_{i}\right)$, where $(u, v) \in F_{i}$ if either $(u, v) \in E$ or $u$ and $v$ have a common neighbor $x$ such that the edges $(u, x)$ and $(v, x)$ are consecutive in the adjacency list of $x$. We then compute a maximal independent set $V_{i}$ in $H_{i}$. Since $H_{i}$ is a bounded degree graph, $\left|V_{i}\right|=\Omega\left(\left|S_{i}\right|\right)$ (see [HCD87], and [GPS87]). Selecting independent vertices in this manner enables us to perform Step 2d in constant time as the list contraction process involved in obtaining $G_{i+1}$ can be performed in constant time.

The correctness of the algorithm can be seen easily. Note that since each $V_{i}$ is an independent set, all edges will run between vertices with different labels, and hence the algorithm produces an acyclic graph. Now if $v$ is an arbitrary vertex with label $i$, then

Algorithm 3: Orienting a Linearly Contractible Graph to Have Bounded In-Degree Input: An undirected graph $G$ which is linearly contractible with parameter $c$

1. $G_{0} \leftarrow G ; i \leftarrow 0$.
2. While $G_{i}$ contains any vertices do

2a. Let $S_{i}$ be the set of all vertices of degree less than $4 c$ in $G_{i}$.
2b. Let $V_{i}$ be a maximal set of independent vertices among $S_{i}$, such that if $v, u \in V_{i}$, and $(v, x),(u, x) \in$ $E$, then $v$ and $u$ are not consecutive elements in the adjacency list of $x$.
2c. Assign the label $i$ to each vertex in $V_{i}$.
2d. Eliminate $V_{i}$ from $G_{i}$ to obtain $G_{i+1}$.
2e. Increment $i$.
3. Orient the edges in such a way that each edge points from a higher numbered vertex to a lower numbered vertex; Obtain adjacency lists consisting of just in-edges.
$v \in V_{i}$ and all in-edges of $v$ must have been present in $G_{i}$, so since all vertices in $V_{i}$ had degree at most $4 c$, the in-degree of $v$ is bounded by $4 c$.

Next we show that there are only $O(\log n)$ iterations in step 2 . Let $n_{i}$ be the number of vertices in $G_{i}$. First note that the set $S_{i}$ must contain at least $n_{i} / 2$ vertices, since the total of the degrees of the vertices in $G_{i}$ is at most $2 c n_{i}$. Thus at each iteration we remove a constant fraction of the vertices (as $\left|V_{i}\right|=\Omega\left(n_{i}\right)$ ), so it takes only $O(\log n)$ iterations to remove them all.

Finally, we show that the algorithm can be implemented to run within the given bounds. Step 1 is straightforward. Aside from 2 b , the substeps within step 2 can be done in constant time with $O(n)$ work, since we only need constant time to scan adjacency lists of length bounded by $4 c$.

Each execution of Step 2 b can be done in $O\left(\log ^{*} n\right)$ time using $O(n)$ processors or in ( $\log n$ ) time using $O(n / \log n$ ) processors ([HCD87], [GPS87]). We use the second method for the first $O\left(\log ^{*} n\right)$ iterations. The total work done during these $O\left(\log ^{*} n\right)$ iterations is $O(n)$ as the size of the graph decreases by a constant factor each time. We then switch to the faster method. Again, the total work done is $O(n)$ as the size of the graph decreases by a constant factor after each iteration. The total time taken is $O\left(\log n \log ^{*} n\right)$.

In order to obtain an optimal algorithm, we use Brent's theorem [Bren74] and reduce the number of processors. Reduction in the number of processors requires a scheduling method to balance the work load among the smaller number of processors. We can achieve this by keeping a list of remaining vertices and edges and by compacting the list to get rid of deleted vertices and edges. The list compaction can be done using a prefix computation [LF80], which takes $O(\log n)$ time and does $O(n)$ work. We perform the compaction at appropriate intervals to achieve the $O\left(\log n \log ^{*} n\right)$ time using $O\left(n / \log n \log ^{*} n\right)$ processors [CE91].

When we orient an input graph $G$ with Algorithm 3, we obtain a directed graph $G^{\prime}$ with the in-degree of each vertex bounded by a constant (namely, $4 c$ ). This does not enable us to apply the result of Theorem 1 directly, since that theorem requires that the degree of the undirected graph be bounded by a constant. Fortunately, a variation of Algorithm 2
can be used to find a maximal matching for $G$; we omit step 2 and take extra care in the implementation of step 4 . Step 2 can be omitted since the graph has already been oriented as needed, and the desired adjacency in-lists have been obtained. Most of step 4 can readily be done optimally. After performing Step 4a, as in the bounded-degree case of Section 4, we obtain an adjacency list consisting of out-edges from the selected in-edges. Unlike in the bounded-degree case, the adjacency lists of $G$ may not be of bounded length; but we can still perform the necessary operations (such as flagging edges and compacting lists) within the resource bounds of $O(\log n)$ time and $O(n / \log n)$ processors. In Step 4c, some care is needed when we mark all edges incident with the endpoints of edges of $M^{\prime}$.

Assume that when we create the oriented graph (call it $H$ ) in Algorithm 3, we keep a copy of the original graph $G$. Assume also that whenever we add a directed edge $e=(v, w)$ ( $e$ is directed from $v$ to $w$ ) to the adjacency list of $w$ in $H$, we let the corresponding edge on the adjacency list of $w$ in $G$ point to $e$. We can now mark all edges in $H$ which are incident with endpoints of $M^{\prime}$ as follows.
i) using list ranking, mark all edges on the adjacency lists in $G$ of all vertices which are endpoints of $M^{\prime}$.
ii) using the cross links, mark the partners of each marked edge in $G$.
iii) for each marked edge in $G$ which points to an edge $e$ in $H$, mark $e$.

This process can be done optimally in $O(\log n)$ time, and step 4 is iterated only $O(1)$ times. Thus we obtain the following:

Corollary. Maximal matching can be performed on any linearly contractible class of undirected graphs optimally in $O\left(\log n \log ^{*} n\right)$ time on an EREW PRAM.

## 6. Conclusion

We have presented fast parallel algorithms for maximal matching for a large class of sparse graphs. Using a CRCW PRAM, we can find a maximal matching for these sparse graphs in $O(\log n)$ time. Using an EREW PRAM, we can find a maximal matching in $O(\log n)$ time for graphs of bounded degree, and in $O\left(\log n \log ^{*} n\right)$ time for the $K_{p}$-minor-free graphs. All these algorithms are optimal, i.e., they require only $O(n)$ work. For general graphs the previously best known algorithm was that of Israeli and Shiloach [IS86] which used $O\left(\log ^{3} n\right)$ time and $O\left(m \log ^{3} n\right)$ work. Even for planar graphs, which are a small subset of the class we consider, the previously best known algorithm on a CRCW [GPS87] used $O\left(\log n \log ^{*} n\right)$ time with $O(n)$ processors.
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    ${ }^{1}$ By the endpoints of an edge $(v, w)$ we mean the two vertices $v$ and $w$.

[^2]:    ${ }^{2}$ As Hagerup points out, his algorithm actually applies to a larger class of graphs called linearly contractible graphs, which we will discuss in Section 5.

[^3]:    Algorithm 1: Maximal Matching in a Forest
    Input: A Forest $F$

    1. Divide $F$ into trees and select a root for each tree.
    2. Direct the edges of the trees away from the roots.
    3. Let each internal node choose (arbitrarily) one of its outgoing edges, forming a set of paths.
    4. List rank each path.
    5. In each path, select alternate edges beginning with the first.
