Abstract. Desert dust perturbs climate by directly and indirectly interacting with incoming solar and outgoing long wave radiation, thereby changing precipitation and temperature, in addition to modifying ocean and land biogeochemistry. While we know that desert dust is sensitive to perturbations in climate and human land use, previous studies have been unable to determine whether humans were increasing or decreasing desert dust in the global average. Here we present observational estimates of desert dust based on paleodata proxies showing a doubling of desert dust during the 20th century over much, but not all the globe. Large uncertainties remain in estimates of desert dust variability over 20th century due to limited data. Using these observational estimates of desert dust change in combination with ocean, atmosphere and land models, we calculate the net radiative effect of these observed changes (top of atmosphere) over the 20th century to be $-0.14 \pm 0.11 \text{ W/m}^2$ (1990–1999 vs. 1905–1914). The estimated radiative change due to dust is especially strong between the heavily loaded 1980–1989 and the less heavily loaded 1955–1964 time periods ($-0.57 \pm 0.46 \text{ W/m}^2$), which model simulations suggest may have reduced the rate of temperature increase between these time periods by 0.11 °C. Model simulations also indicate strong regional shifts in precipitation and temperature from desert dust changes, causing 6 ppm (12 PgC) reduction in model carbon uptake by the terrestrial biosphere over the 20th century. Desert dust carries iron, an important micronutrient for ocean biogeochemistry that can modulate ocean carbon storage; here we show that dust deposition trends increase ocean productivity by an estimated 6% over the 20th century, drawing down an additional 4 ppm (8 PgC) of carbon dioxide into the oceans. Thus, perturbations to desert dust over the 20th century inferred from observations are potentially important for climate and biogeochemistry, and our understanding of these changes and their impacts should continue to be refined.
1 Introduction

Desert dust or mineral aerosols are soil particles suspended in the atmosphere, and are considered a “natural” aerosol constituent. There is strong evidence that desert dust is very sensitive to climate, globally changing by a factor of 3–4 between glacial and interglacial time periods (Kohfeld and Harrison, 2001), and by a factor of four regionally over the latter part of the 20th century (Prospero and Lamb, 2003). However, how humans are perturbing desert dust is not well known. It is unclear whether humans are increasing or decreasing the size of deserts through climate change and elevated carbon dioxide effects (Mahowald, 2007). In addition humans could be changing desert dust aerosols directly by removing surface vegetation for agriculture (Gillette et al., 1997) or pasture usage (Neff et al., 2005), or through altered water usage (Reheis, 1997). Globally, the net effect of humans on desert dust emissions remains uncertain, but could be between −20% to +60% (Tegen and Fung, 1995; Prospero et al., 2002; Mahowald and Luo, 2003; Tegen et al., 2004; Mahowald et al., 2004; Moulin and Chiapello, 2006; Mahowald et al., 2009).

Variability in desert dust is likely to be climatically important, as desert dust interferes with both incoming short wave and outgoing long wave radiation (Miller and Tegen, 1998). In addition, desert dust can interact with liquid clouds (Rosenfeld and Nirel, 1996) and frozen ice clouds (Sassen, 2002; DeMott et al., 2003), and thereby perturb the optical properties of clouds and change precipitation patterns (Rosenfeld et al., 2001; Mahowald and Kiehl, 2003; Hoose et al., 2008). Desert dust also contains small amounts of iron and is thought to be the dominant source of new iron to some regions of the open ocean (Fung et al., 2000). Iron is an important micronutrient in the oceans (Martin et al., 1991; Boyd and Law, 2001), and iron deposition has been linked to nitrogen fixation in the oceans (Falkowski et al., 1998). Thus changes in dust fluxes to the ocean have the potential to modify ocean biogeochemistry (e.g., Parekh et al., 2006; Moore et al., 2006; Aumont et al., 2008).

In this study, we use a set of paleodata observations for the 20th century to reconstruct the temporal evolution of desert dust for different source areas for the first time. We combine the observations with a dust emissions/atmospheric transport model to estimate global changes in dust sources, distributions and deposition over the 20th century. We then simulate the impact of these changes on climate and biogeochemistry using existing models. We also estimate the uncertainties in our approach.

2 Methodology

2.1 Dust variability reconstruction over 20th century from data

Ice, lake core and coral record data provide valuable information about the variability in dustiness in the past, and here we use the data presented in Table 1 to reconstruct desert dust distributions over the period from 1870 to 2000. We use a combination of model provenance studies with geochemical provenance studies, when available, to estimate the dominant source deposited at each site. We divide the world into 7 different source areas (North Africa, Middle East/Central Asia, East Asia, North America, Australia, South America, South Africa), and use the observations to infer a time varying source strength for each source area. This approach assumes that the variability in deposition at the sites is dominated by variability in source strength, not transport variability; the model results support this assumption for the sites used here to constrain the source variability (see Sect. 3). The exceptions are the Greenland and high Andes sites as discussed below.

We estimate the deposition variability at every grid box:

\[ \text{TD}(x,y,t) = \sum_i \text{SD}_i(x,y) \cdot S_i(t) / \sum_i \text{SD}_i(x,y) \]  

(1)

Where \( \text{TD}(x,y,t) \) is the relative deposition at a particular location and time period (relative to 1980–2000), \( \text{SD}_i(x,y) \) is the climatologically average annual deposition at location \( x,y \) for each source \( (i) \), and \( S_i(t) \) is the derived time variability for each source region \( (i) \), derived in the following paragraphs. The \( \text{SD}_i(x,y) \) comes from model simulations described in (Mahowald, 2007), where one source region is turned on for each model simulation. The strength of each source, aerosol optical depth and deposition to oceans for each source is indicated in Table 2. The derivation of the time tendency of each source region \( (S_i(t)) \) is described next.

For the Southern Hemisphere sources, we rely to a large extent on the results of a recent modeling study (Li et al., 2008), since other studies are characterized by too large of an Australian source (Luo et al., 2003; Mahowald, 2007). While geochemical provenance studies can be valuable for deducing the sources for different dust deposition sites, there is limited data (Grousset and Biscaye, 2005). For the present climate, information on long-range dust provenance for Antarctica is so far limited to the central East Antarctic Plateau, the main source being Argentina (Delmonte et al., 2007), with significant contribution from a secondary source which could be either the Puna-Altiplano (Delmonte et al., 2008; Gaiero, 2008) or Australia (Marino et al., 2008). For the Antarctic cores, we chose our sources to be consistent with these model and observational studies (Table 3). Some paleorecords (e.g. West Antarctic Ice Sheet and Siple, Table 1) are associated with two different sources, and so
Table 1. The location of the paleodata sites and associated source used to infer the 20th century dust trends.

<table>
<thead>
<tr>
<th>Paleodata site</th>
<th>Type of data</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Associated Source</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Antarctic Ice Sheet</td>
<td>Ice core</td>
<td>−79.5</td>
<td>247.5</td>
<td>Australia/South America</td>
<td>(J. McConnell, personal communication, 2009)</td>
</tr>
<tr>
<td>Newall Glacier</td>
<td>Ice core</td>
<td>−77</td>
<td>162</td>
<td>Australia</td>
<td>(Mayewski and al., 1995)</td>
</tr>
<tr>
<td>Siple</td>
<td>Ice core</td>
<td>−76</td>
<td>276</td>
<td>S. America/Australia</td>
<td>(Mosley-Thompson et al., 1990)</td>
</tr>
<tr>
<td>Gomez</td>
<td>Ice core</td>
<td>−73.9</td>
<td>289.7</td>
<td>S. America</td>
<td>(J. McConnell, personal communication, 2009)</td>
</tr>
<tr>
<td>Law Dome</td>
<td>Ice core</td>
<td>−65.6</td>
<td>112.5</td>
<td>Australia</td>
<td>(Souney et al., 2002)</td>
</tr>
<tr>
<td>James Ross Island</td>
<td>Ice core</td>
<td>−64</td>
<td>302</td>
<td>S. America</td>
<td>(J. McConnell, personal communication, 2009)</td>
</tr>
<tr>
<td>Cape Verde</td>
<td>Coral core</td>
<td>16</td>
<td>336</td>
<td>N. Africa</td>
<td>(Mukhopadhyay and Kreycik, 2008)</td>
</tr>
<tr>
<td>Dasuopu</td>
<td>Ice core</td>
<td>28</td>
<td>85</td>
<td>Middle East/Central Asia</td>
<td>(Thompson et al., 2000)</td>
</tr>
<tr>
<td>Red Sea</td>
<td>Coral core</td>
<td>29.5</td>
<td>35</td>
<td>Middle East/Central Asia</td>
<td>(S. Mukhopadhyay, personal communication, 2009)</td>
</tr>
<tr>
<td>San Juan Mountain Lakes</td>
<td>Lake core</td>
<td>38</td>
<td>252</td>
<td>N. America</td>
<td>(Neff et al., 2008)</td>
</tr>
<tr>
<td>Everest</td>
<td>Ice core</td>
<td>28</td>
<td>86.9</td>
<td>Middle East/Central Asia</td>
<td>(Kaspari et al., 2007)</td>
</tr>
</tbody>
</table>

Table 2. Source Apportionment: the relative strength of the different sources in the source apportionment simulations. The values represent the total contribution of the source area to the globally averaged aerosol optical depth and deposition to oceans.

<table>
<thead>
<tr>
<th>Source area</th>
<th>Source Strength (Tg/year)</th>
<th>Aerosol optical depth</th>
<th>Deposition to oceans (Tg/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Africa</td>
<td>1367</td>
<td>0.0146</td>
<td>276</td>
</tr>
<tr>
<td>Middle East/Central Asia</td>
<td>760</td>
<td>0.0067</td>
<td>97.6</td>
</tr>
<tr>
<td>Australia</td>
<td>120.3</td>
<td>0.0010</td>
<td>25</td>
</tr>
<tr>
<td>North America</td>
<td>121.9</td>
<td>0.00098</td>
<td>35</td>
</tr>
<tr>
<td>East Asia</td>
<td>100.6</td>
<td>0.00062</td>
<td>7.7</td>
</tr>
<tr>
<td>South America</td>
<td>98.5</td>
<td>0.00086</td>
<td>31</td>
</tr>
<tr>
<td>South Africa</td>
<td>6.25</td>
<td>0.00016</td>
<td>4.8</td>
</tr>
</tbody>
</table>

influence both source areas in their time series, but at half the weight of the other records.

We do not include several cores because we do not think their variability over the last 100 years represents dustiness over a large region that can be associated with a particular source. For GISP (Donarummo et al., 2002) and Penny (Zdanowicz et al., 1998), the variability over the 20th century appears to be governed by transport and deposition to the ice cores (Meeker and Mayewski, 2002), not necessarily broad scale source or dustiness changes. Several tropical cores (Quelccaya, Thompson et al., 1984; Huascaran, Thompson et al., 1995; and Kilamanjaro, Thompson et al., 2002) are far downwind from the dust source areas, and at high elevations, and seem to represent the variability in dustiness in remote regions (Mahowald et al., 2010), while here we want to characterize the source changes for regions dominating large parts of the globe. We have no paleodata to constrain the South African or East Asian sources, so we let them remain constant over the time period considered here.

The dust data we use are from downwind of the source regions, which means that we are deriving the long range transported dust variability from different source regions. This is also the fraction that will impact climate and biogeochemistry the most because it is the fraction transported away from the source regions. We recognize that the assumptions made here will impact the results of our study and that more data will determine whether these assumptions are valid or not. We evaluate the uncertainties in our approach in Sect. 4.

Once we assign each paleorecord to be representative of a source region, we average the relative dust deposition time series for the paleodust records within one source region, to produce one time series of variation for each source region ($S(i)$).

Paleodata description

We include here mostly published data (Table 1), of which we do not include a detailed description. Ice core data from Antarctica and the Tibetan plateau are used (J. McConnell, personal communication, 2009; Mayewski and al., 1995; Mosley-Thompson et al., 1990; Souney et al., 2002; McConnell et al., 2007; Kaspari et al., 2007). Lake sediment data from the San Juan Mountains in Colorado (Neff et al., 2008), and coral data from Cape Verde and the Red Sea are used (Mukhopadhyay and Kreycik, 2008; S. Mukhopadhyay, personal communication, 2009). There is one data set that
we extrapolate prior to the 1950s (Cape Verde used for North Africa), and several unpublished datasets. We describe these in more detail here.

The North African source is responsible for about half of the atmospheric loading (Luo et al., 2003). For this source, we only have data from a coral record at Cape Verde going back to the 1950s (Mukhopadhyay and Kreycik, 2008). This dust deposition data correlates well with both in situ concentration data observed at Barbados (Prospero and Lamb, 2003) and negative precipitation anomalies over the Sahel region of North Africa (Mukhopadhyay and Kreycik, 2008). In order to extend the North African record back in time, we use gridded observed temperature and precipitation data, which has been converted to a Palmer Drought Severity Index (Dai et al., 2004). There is a statistically significant correlation ($r = -0.66, p < 0.0001$) between the Palmer drought severity index for the Sahel region and the Cape Verde coral record for the 1955–2000 time period. This relationship is slightly stronger than that seen between precipitation in the Sahel and the coral record ($r = -0.60, p < 0.0001$). Using the slope between the PDSI and Cape Verde dust deposition record and the observational-based estimates for the Palmer Drought Severity Index going back to 1905, we extrapolate the dustiness of the North African source back to 1905 (Fig. 1). We could do the same analysis but based on the shorter in situ Barbados concentration data (1968 to 2000) (Prospero and Lamb, 2003), and extrapolate a similar less dusty early part of the 20th century (Fig. 1). Using the Cape Verde dataset to extend back to 1905 estimates less change in North Africa than the Barbados data would (Fig. 1).

In recent years, the correlation between precipitation and Barbados dust is not as robust as the precipitation is recovering, but the dust is staying high (Mahowald et al., 2009). This is consistent with land use change contributing to the variability at Barbados (Mahowald et al., 2002), or other unknown processes contributing to dust variability. If land use were contributing to the dust variability at Barbados, it would imply a larger change in dust in North Africa than estimated here (Fig. 1). A new observationally-based study suggests a large increase in dust coming from North Africa during the 20th century, which they attribute to land use in North Africa (Mulitza et al., 2010). This study extends over many centuries, and also shows time periods where the inferred precipitation correlates well with dust, while during other time periods, there is an increase in dust, unrelated to climate, which they interpret as a contribution to dust from land use (Mulitza et al., 2010). There are issues with the interpretation of this data, since the small size particles that they interpret as riverine inputs could also be desert dust from farther upwind, however the results of this new observationally based study support the large increase we see during the 20th century from North Africa.

Next we describe the unpublished datasets used for this study. For the datasets from Law Dome, Gomez and the West Antarctic Ice Sheet Divide deep drilling sites, we used continuous measurements of the rare earth element Cerium (Ce) (McConnell and Edwards, 2008) in shallow ice cores to develop detailed records of continental dust concentration and flux. Ce is an ideal tracer because it derives almost entirely from continental dust. Ce is an ideal tracer because it derives almost entirely from continental dust. Annual dust concentrations were derived from 40 to 80 Ce measurements per year in the cores using an abundance of 0.000083 ng Ce $\cdot$ g$^{-1}$ dust.$^{-1}$

For the Red Sea dataset, Helium-4 ($^4$He) measurements were carried out on annual growth bands of a Porites lutea coral collected in the northern Red Sea from the Ras Mohammad National park at the southern tip of Sinai Peninsula (27°43’N, 34°07’E). Previous studies have established $^4$He to be an effective proxy for mineral dust in deep-sea...
Fig. 1. Estimated relative dustiness for North Africa and North Atlantic. Cape Verde relative dustiness is shown in Black, while the extrapolated change in North African dustiness (using the Palmer Drought Severity Index-PDSI) is shown in dark blue. In situ concentration data from Barbados is shown in red (Prospero and Lamb, 2003), while extrapolated dustiness from the Barbados record and the PDSI is shown in light blue.

sediments and corals (Mukhopadhyay and Kreycik, 2008; Patterson et al., 1999; Winckler et al., 2005). The $^4$He record therefore, provides a near-annual proxy record of dust deposition in the Northern Red Sea during the 20th century. Large fluctuations are observed in the depositional dust flux as measured in the Red Sea Porites coral. In general, dust fluxes in the first half of the 20th century are low compared to dust fluxes in the 2nd half of the 20th century, with the lowest dust fluxes occurring during the 1950’s. Dust fluxes increase during the late 1960’s with pronounced peaks in the 1970’s and early 1980’s.

2.2 Model descriptions

The models used to estimate the impact of the changes in desert dust are components of the Community Climate System Model (Collins et al., 2006a). There are three sets of model simulations conducted: those with the dust model (a combined atmosphere/land model), the ocean model and the land model. We drive each of these model separately, instead of in a coupled mode, so that we can better understand the individual responses from different model components.

2.2.1 Dust model

For dust modeling, we use the Community Atmosphere Model/Community Land Model (Collins et al., 2006b) (CAM/CLM3.1), which includes sources, transport and deposition of desert dust; dust simulations have been compared to available observations (Mahowald et al., 2006a). The dust module used here was described previously (Zender et al., 2003a; Mahowald et al., 2006a). The model assumes that dust is generated over unvegetated, dry soils, with strong winds in regions where soil is easily erodible (Zender et al., 2003a). The easily erodible soils, or preferential source areas (Ginoux et al., 2001), are assumed here to be in regions where infrequent rains supply new sediment for entrainment into the atmosphere (Zender et al., 2003b). One small change to the simulations from previous simulations is that the vegetation threshold is changed so that the leaf area index (LAI: surface area of leaves over surface area of land) is averaged over all vegetation types within a grid box, and if the vegetation is below 0.3 LAI, the source strength grows linearly. Previously the vegetation threshold was at 0.1 LAI and calculated for each plant functional type. Since the vegetation types are assumed to overlap, the new approach is more consistent with the way vegetation is considered in the model.

The dust model simulations include increasing greenhouse gases and time varying anthropogenic aerosols over the historical time period (1870–2000), using the same historical forcing as Flanner et al. (2009). The model simulations are conducted using a slab ocean model, and are simulated at T42 (roughly $2.8^\circ \times 2.8^\circ$ resolution).

By default the dust model allows changes in soil dryness and winds to vary the strength of the source with time. Because the model includes fixed monthly average satellite derived vegetation (Bonan et al., 2002), the impact of changes in vegetation on dust source area is not included in this version of the model (Dynamic vegetation versions of this model simulate surface albedo poorly (Sealy et al., 2010), so that the dynamic vegetation version of the model was not used). Simulations conducted over the 130 year historical time period with no tuning of the dust sources were unable to capture the observed variability in deposition (shown in Sect. 3.1). This is despite the fact that the model captures observed mean global surface temperature changes (as shown in the Sect. 3).

Normally in this model, the entrainment of the dust into the atmosphere ($E(x,y,t)$) is a function of soil moisture (SM), leaf area index (LAI), snow cover (SNOW), friction velocity (FV), and soil erodibility (SE) (see Zender et al., 2003a for a more detailed description). All but the last variable are time and spatially varying variables used or derived in the land model. The last variable (soil erodibility) is a spatially constant variable indicating the relative effectiveness of each grid box for causing dust generation (Zender et al., 2003b).
$E(x, y, t) = \text{function(SM}(x, y, t), \text{LAI}(x, y, t), \text{SNOW}(x, y, t), \text{FV}(x, y, t), \text{SE}(x, y))$

(2)

In order to force our model to reproduce the observed changes in deposition we add in a term proportional to our deposition changes at each gridbox (derived above from the paleodata):

$E_{\text{new}}(x, y, t) = TD(x, y, t) \cdot E(x, y, t)$

(3)

This means we use our estimated deposition variability as a measure of source strength variability, a reasonable assumption since deposition in source regions is dominated by the local source and one that allows us to make one map of time evolution at each point. On top of this, the model is still allowed to vary the source strength with stronger winds or drier soils. We had planned to iterate to get the correct deposition variability, but the deposition matched the observations within the large uncertainty, so no iteration was conducted (as shown in results Sect. 3).

We calculate the climate impact of the direct forcing of dust using the CAM/CLM3.1, with a simple slab ocean model, which should include most of the effects of the ocean response to warming without the expense of a fully coupled ocean model. However, there will be errors associated with our simplification of the ocean, especially with regards to decadal time scale forcing of climate from oceans. Since we use these simulations to interpret the difference between simulations with and without dust, which is a smaller forcing than anthropogenic forcing, these biases are unlikely to be large. We conduct four ensemble members for the control case with no dust direct radiative forcing, and three ensemble members with dust direct radiative forcing. All the model cases are forced with increasing greenhouse gas concentrations in the atmosphere, changes in sulfate, black carbon and organic carbon aerosols, and volcanoes, similar to previous studies (Flanner et al., 2009).

The climate impacts of desert dust on direct radiative forcing have been shown to reproduce the few available radiative forcing estimated based on observations (Yoshioka et al., 2007; Flanner and Zender, 2006; Flanner et al., 2007). Dust in the atmosphere absorbs and scatters both long and short wave radiation, and in the global net, tends to cool the atmosphere in the dust model (Yoshioka et al., 2007). The model simulation is similar to Yoshioka et al. (2007), but small changes to the dust optical properties were made to better match observations (Flanner et al., 2009). Snow albedo reduction from dust is treated in a similar manner as black carbon, but with appropriate global-mean dust optical properties (Flanner et al., 2007). The impact of including dust in this model has been compared to observations and analyzed previously, although we did not have information about the time series of variability in the 20th century (Mahowald et al., 2006b; Yoshioka et al., 2007). The response to dust in the atmosphere is a function of both the single scattering albedo of dust (e.g. Perlwitz et al., 2001) and the surface albedo of the underlying surface (Bonfils et al., 2001; Sealy et al., 2010). For our dust model simulations we are careful to match available aerosol optical properties and radiative forcing observations as closely as possible (see Yoshioka et al., 2007).

### 2.2.2 Biogeochemistry models

The CCSM incorporates an ocean biogeochemistry module with three types of phytoplankton, zooplankton grazers, and major nutrient and iron cycling (Moore et al., 2006). This model has been compared against available observations (e.g. Doney et al., 2009). The simulations are run in the ocean-only mode (Krishnamurty et al., 2009), and are spun up with the new preindustrial dust levels, estimated here from observations at 1870–1890. The historical simulations (1870–2000) are integrated with a repeated annual cycle of atmospheric physics and are forced with dust deposition computed from the monthly mean dust fluxes from Luo et al. (2003) combined with the variability derived from Eq. (1) for each grid point and year. Two simulations are conducted, one with constant dust and constant solubility, and one with increasing dust (estimated here) and increasing solubility of iron due to air pollution (Mahowald et al., 2009). Results of the impact on ocean biogeochemistry from increases in the solubility of iron have previously been published (Krishnamurty et al., 2009). For the ocean biogeochemistry experiments, we ignore the physical forcing of aerosols for this study, and focus on the biogeochemistry of iron addition, because it is thought that is an important mechanism (e.g. Martin et al., 1991).

The land biogeochemistry response is computed using the prototype version of the Community Land Model (CLM4) that incorporates several updates relative to CLM3.5 (Oleson et al., 2008) including a land biogeochemistry model (Thornton et al., 2007; Thornton et al., 2009). The biogeochemistry model includes N-collimation, which will reduce the carbon uptake under higher CO2 conditions (Thornton et al., 2007), and a 2-leaf model for plant photosynthesis, which allows for the inclusion of direct versus diffuse radiation effects on photosynthesis (Thornton et al., 2007). The model is relatively insensitive to climate, with a small negative feedback of climate onto the carbon cycle (Thornton et al., 2009). The model is run offline using the hourly CAM generated climate data (e.g. temperature, precipitation and insolation) based on a control and a simulation including the dust radiative forcing (from the above described simulations). The change in carbon uptake and land productivity are estimated based on the difference between simulations including dust radiative feedbacks and excluding them.

For the land biogeochemistry experiments we focus on the physical climate forcings, and ignore any biogeochemistry impacts from direct aerosol deposition. The most important
nutrient coming in with the dust deposition for the terrestrial biosphere is thought to be phosphorus, a limiting nutrient for tropical forests (Swap et al., 1992; Vitousek, 2003). However, the phosphorus cycle changes because of increasing phosphorus deposition are likely to be important on thousand year or longer time scales, not the hundred year time scale considered here (Okin et al., 2004).

2.3 Radiative forcing calculation

We conduct a set of simulations to calculate the direct radiative forcing from the dust, which requires calculating the radiation twice for each time step: once with dust included and once without, the difference yielding the instantaneous change in radiative forcing. For the climate simulations, we include several ensemble members to assess the uncertainty due to variability in the simulations or interannual variability, which tends to be smaller than the uncertainty in the optical properties (e.g. Miller and Tegen, 1998).

We also calculate the radiative forcing of the indirect aerosol effect. Because of the large uncertainties in the interaction between aerosols and cloud properties (Forster et al., 2007), our model does not explicitly include indirect effects. However, we can estimate the importance of these large changes in aerosol amount on the clouds based on estimates from the last Intergovernmental Panel on Climate Change assessment report (IPCC) (Forster et al., 2007) and assuming that aerosols act as cloud condensation nuclei in proportion to their aerosol optical depth (Rosenfeld et al., 2008). Observations suggest that aerosol optical depth is a good proxy for cloud condensation nuclei, independent of their chemistry (Rosenfeld et al., 2008), because the number and size of particles is important (but not their mass). While desert dust particles are largely insoluble, they are hydrophilic (Koretsky et al., 1997), readily attracting condensing water, and thus likely to be heavily involved in cloud formation (Rosenfeld and Nirel, 1996). In addition, desert dust particles could interact with ice nuclei (Sassen, 2002). We do not have a model that includes these impacts. Therefore, to roughly estimate the indirect forcing from dust variability we: (1) divide the total aerosol indirect effect radiative forcing estimated in the last IPCC by the total change in aerosol optical depth assumed in the IPCC, and (2) multiply the result from (1) by the observed global average change in aerosol optical depth estimated here. This can only be considered a rough estimate of the indirect effect of desert dust changes on climate.

The radiative forcing of the biogeochemistry impacts of desert dust onto the land and ocean are calculated based on the changes in atmospheric CO$_2$ estimated from the biogeochemical models (Sect. 2.2) times the radiative forcing of CO$_2$, based on Forster et al. (2007).

3 Results

3.1 Dust variability over 20th century

Our estimates from the available paleorecords suggest significant fluctuations in desert dust source strength from the different source areas over the 20th century (Fig. 2). There are differences in the deposition variability at the different core locations that sample each source (Fig. 2), which implies significant uncertainties in our estimated trends (discussed in more detail in Sect. 4). In our methodology, the differences in deposition variability at different sites are assumed to come from variations due to transport-deposition relationships at the individual sites. These results suggest that many of the main desert dust sources were relatively less active during the early part of the 20th century (all except North America, Fig. 1a), and many increased with time, reaching a maximum in the 1980’s, during the North African/Sahel drought.

The reason for these changes in dustiness is not clear. Data suggests that desert dust responds strongly to climate, either regional variability such as due to the North African drought (Prospero and Lamb, 2003) or global variability during glacial/interglacial cycles (Petit et al., 1999). While the land surface or inundated lakes are likely to be drying due to hotter temperatures and precipitation pattern shifts (Dai et al., 2004), carbon dioxide increases may make arid plants more able to deal with water stress (Smith et al., 2000). Because of these potentially offsetting effects of humans, climate model based estimates are inconclusive, suggesting that deserts may have either expanded or contracted since the late 1800’s (Mahowald, 2007). Desert dust also responds locally to agriculture and pasture land use, since both remove the vegetation that protects the soil against wind erosion (Gillette, 1988; Neff et al., 2005), but the global importance of land use is not known (Tegen and Fung, 1995; Prospero et al., 2002; Tegen et al., 2004; Mahowald et al., 2004; Yoshioka et al., 2005; Moulin and Chiapello, 2006; Mahowald et al., 2009). Water use by humans could impact desert dust (Reheis, 1997), but there is no evidence of large scale impacts from water use (Mahowald et al., 2009). The results here suggest that the net effect of climate drying, carbon dioxide fertilization and land use change by humans result in an increase in desert dust over the 20th century. This model was not able to simulate this variability without the source being forced to vary with time (dotted line in Fig. 2). Note that we were unable to extrapolate our North African source farther back than 1905, so we do not estimate the desert dust amounts in the 19th century, required for a preindustrial to current climate contrast.

As discussed in the methodology section, the model was unable to capture the observed variability in dust deposition without modification to the source strength. Once the source strength is tuned using the relative deposition time series derived in Eq. (1), the model deposition at the paleorecord sites capture the variability that we derived from the
Fig. 2. Observational derived fluctuations in relative source strength and relative deposition for each paleorecord (colors) and the mean estimated source variation for each source area (black) for Australia (a), North Africa (b), N. America (c), South America (d), and Middle East/Central Asia (e). For Australia (a) the sites are WAIS (dark blue), Siple (cyan), Newall (green) and Law Dome (yellow). For North Africa (b) the site is Cape Verde (Fig. S1) (dark blue). For North America (c), the San Juan Lakes are averaged in blue. For South America (d), the sites are James Ross Island (dark blue), WAIS (cyan), Siple (green), and Gomez (yellow). For the Middle East/Central Asian source, the sites are Dasuopu (dark blue), Red Sea (cyan) and Everest (green). Also shown in grey are the ensemble model simulated dust deposition as sampled at each paleorecord and averaged exactly as done with the data. All values are 10-year running means.

observations (Fig. 2; grey lines compared to black lines). For this comparison, we average the model output at the same locations as the data. For this model, changes in dust transport are not important for the variability seen in the cores (at the cores we include: see Sect. 2.1 for cores not included in the data forcing the model, because transport/deposition variability is thought to be important), even though large scale changes in precipitation and temperature are simulated. This is consistent also with previous model studies (Tegen and Miller, 1998; Mahowald et al., 2003). This is even consistent with the model studies of the last glacial maximum, where to get large changes ($>25\%$) in dust deposition, changes to source areas need to be included in some models (Mahowald et al., 1999, 2006a). Some models obtain larger changes in dust source strength without changes in source area for the last glacial maximum because of stronger winds and/or dryness (Andersen et al., 1998; Werner et al., 2002). Note that Mahowald et al. (1999) and Werner et al. (2002) use different versions of the same climate model (ECHAM).

The model estimated aerosol optical depth, a measure of the interference of the aerosols with incoming solar radiation, follows the variability in the source strength (Fig. 3b). The relative contribution of each source area to the total source, aerosol optical depth, and deposition to oceans for the source provenance studies conducted with this model show the dominance of the North African source for controlling much of the climate impact of desert dust (Table 2). The radiative forcing of the desert dust follows closely the aerosol optical depth (Fig. 3b). The average direct radiative forcing of desert dust at the top of the atmosphere over the 20th century is $-0.5\, W/m^2$, and varies strongly with time (Fig. 3b). The net change between the relatively less dusty early 20th century (1905–1914) and the dusty 1990–1999 results in a direct radiative forcing of $-0.07\, W/m^2$. The largest
changes in radiative forcing occur between the dusty 1980’s (1980–1989) and less dusty late 1950’s (1955–1964), resulting in globally averaged differences in radiative forcing of −0.28 W/m² (Fig. 4a). For reference the current net anthropogenic radiative forcing (from greenhouse gases and anthropogenic aerosols, etc.) is estimated to be +1.6 W/m² (Forster et al., 2007), signifying that the 20th century changes in direct radiative forcing due to fluctuations in desert dust are climatically important (Fig. 4a).

As discussed in the methods, we are not able to include indirect effects of dust aerosols explicitly in this model, but instead estimate the impact of dust onto clouds. We roughly estimate the impact of changes in desert dust on the radiative budget through the indirect effect (described in Sect. 2.3), but cannot include these impacts in the atmospheric modeling study. A first order estimate of the radiative forcing from aerosol indirect effects from changing dust (Fig. 4a) is −0.36 W/m² for 1980–1989 vs. 1955–1964. The indirect effect of dust changes is about the same size (and sign) as the direct effect, so that including this response doubles our estimate of the 20th century “cooling” radiative forcing of desert dust.

3.2 Climate and biogeochemical response

The climate impact of the dust is simulated using ensemble members including and excluding the direct radiative forcing of desert dust. The globally averaged net impact of including desert dust direct radiative forcing on model climate is a mean cooling of −0.12 °C. For comparison, when historical 20th century greenhouse gases trends and aerosols are used to force the model, the simulated temperature increase is +0.73 °C between the 1870s and 1990s (Fig. 3c). Although the mean change between the early 1900s (1905–1914) and the 1990s (1990–1999) just due to dust changes is not statistically significant, there are larger impacts for some time periods. The inclusion of desert dust changes in the model reduces the temperature rise between the relatively low dust 1955–1964 time period and the high dust 1980–1989 time period by approximately 0.11 °C; this is about 1/3 of the total change between these two time periods simulated in the model (Fig. 3c), and this reduction in the rise in temperatures makes the model more consistent with the observational data (Brohan et al., 2006) (Fig. 3c). If we focus on just the land surface temperatures in the model (which the data represents better), the change in surface temperature between 1980–1990 and 1955–1965 is 0.34 and 0.48 °C with and without dust, respectively, while the observations show a change of 0.21 °C (Fig. 4b); again the model including the effects of dust changes matches the data better than without the effects of dust changes. Note that after this time period, the dust is reduced and the temperature rises again. In addition, the dust cools the atmosphere over desert regions, causes subsidence locally and moves precipitation away from desert dust regions (Yoshioka et al., 2007). Because most of the desert dust is in the Northern Hemisphere, this causes a decrease in Northern Hemisphere land precipitation in the tropics between 1980–1989 compared to 1955–1964 (Fig. 4c), allowing the model to better match observational estimates of the change in precipitation (Dai et al., 2004) (Figs. 4c and 5).

Regional changes in surface temperature, precipitation and sea level pressure, as simulated in the model for the 1980–1989 dusty period compared to the 1955–1965 non-dusty period (Figs. 5, 6 and 7), suggest that the changes in regional climate from changes in dust are of the same order as from the changes due to other forcings (including CO₂) for this time period, especially for the case of precipitation. For precipitation, we compare to available observations (Dai et al., 2004) and demonstrate that with dust included in the model, even without forcing the ocean, we can capture much of the large-scale shifts in precipitation between the dusty period (1980–1989) to the non-dusty period (1955–1965). This suggests that desert dust itself contributes to drought in the Sahel, for example, as argued previously (Yoshioka et al., 2007). The response of precipitation to dust is sensitive to single scattering albedo (Perlwitz et al., 2001), and our model has been carefully compared to available observations to show that it matches observed single scattering albedo (Yoshioka et al., 2007). In order to compare the model simulation to observations over oceans, we are restricted to a few datasets. Comparisons to the mean sea level pressure estimates based on observations (Allan and Ansell, 2006), suggest that including dust variability improves the comparison with increased sea level pressure over North Africa and South Atlantic, but degrades the simulation over the South Indian Ocean.

In addition to these impacts of desert dust on climate, desert dust can interact with biogeochemistry, and thereby impact atmospheric CO₂ and other greenhouse gas emissions. For this study we include the impact of increasing dust solubility from air pollution (Mahowald et al., 2009) as well as changes in desert dust deposition, in a 3-dimensional model simulation of ocean biogeochemistry (Krishnamurti et al., 2009) and obtain changes in net air-sea CO₂ fluxes (Fig. 3d). Changes in dust deposition result in a 6% increase in ocean productivity and a significant perturbation to the nitrogen budget, through the reduction in iron limitation of the nitrogen fixing organisms (Fig. 8). This results in an increase in the uptake of carbon dioxide by the ocean of 8 Pg C (equivalent to 4 ppm in atmospheric CO₂) over the 130 years of the simulation (Figs. 3 and 8). This approximately doubles the impact of human perturbations on iron deposition to the oceans simulated from changes in combustion processes only (Krishnamurti et al., 2009). Notice that for this ocean ecosystem model, anthropogenic increases in the iron deposition to the oceans are more important than anthropogenic increases in nitrogen deposition to the ocean (Krishnamurti et al., 2009). The net effect of these changes in CO₂ onto the radiative balance for different time periods is shown in Fig. 4.
Fig. 3. The relative strength the dust source regions (normalized to 1 for each region for 1980–2000) as estimated from the observations (a) for North Africa (black), Middle East/Central Asia (dark blue), Asia (blue), Australia (cyan), South America (green), North America (yellow), and South Africa (red). The model estimated aerosol optical depth (AOD) (black) and change in instantaneous radiative forcing in W/m$^2$ (red) (b). Globally averaged surface temperature change (relative to 1960–2000) for the mean of the atmospheric general circulation model simulations without dust (blue) and with dust (red) compared against the observed changes (black triangles) (c). The variability in the ensemble simulations are shown as shaded areas for the no dust (cyan) and dust (gold) simulations. Net release of carbon dioxide in GtC/year deduced from the change in dust deposited to oceans (blue), land areas (green) and the fire portion of the land flux (red) (d): note that positive means a flux into the atmosphere. The net CO$_2$ flux anomalies into the atmosphere from the land and ocean model simulations computed here including dust variability (blue line) compared to the residual CO$_2$ flux (black) and uncertainty (cyan shading) computed from simulations not including dust variations from a recent synthesis (LeQuere et al., 2009). The shaded blue region represents the uncertainties in the residual CO$_2$ flux (LeQuere et al., 2009). The background green and yellow boxes represent the least dusty time period (green: 1955–1964) and the most dusty time period (1980–1990) during the 20th century.
The 20th century changes in desert dust can impact the ability of the land biosphere to take up carbon dioxide by altering precipitation and temperature patterns (Jones et al., 2009), as well as by changing the amount and characteristics of the incoming solar radiation (Mercado et al., 2009). Using a land biogeochemistry model to simulate the impact of changing dust on the land carbon cycle, we estimate a decrease in the land uptake of carbon over the 20th century, during the transition from wetter to drier conditions due to the increase of dust (Fig. 3d). Integrated over the 20th century, this results in 6 ppm (12 Pg C) more CO$_2$ in the atmosphere in the 1990’s, much of it coming out through a higher incidence of fires in a climate with changing dust (Fig. 3d). The increased carbon dioxide concentrations will result in a warming (more than offsetting the ocean uptake of carbon) (Figs. 3 and 4). The net result of the land and ocean carbon
surface temperature change for 1980–1989 vs. 1955–1965 with no dust radiative forcing (a), with dust radiative forcing (b), and the difference in the surface temperature change (1980–1989 minus 1955–1965) between simulations with and without dust radiative forcing (c). The change in temperature between 1980–1989 vs. 1955–1965 from observations (only over land) (d). For (a–c) only statistically significant results at the 95% confidence level are shown, including all the ensemble members. For (d) the grey color indicates where observations are available, but did not show a statistically significant result (grey is below the statistically significant level for the modeled results).

Fig. 5. Model estimated surface temperature change for 1980–1989 vs. 1955–1965 with no dust radiative forcing (a), with dust radiative forcing (b), and the difference in the surface temperature change (1980–1989 minus 1955–1965) between simulations with and without dust radiative forcing (c). The change in temperature between 1980–1989 vs. 1955–1965 from observations (only over land) (d). For (a–c) only statistically significant results at the 95% confidence level are shown, including all the ensemble members. For (d) the grey color indicates where observations are available, but did not show a statistically significant result (grey is below the statistically significant level for the modeled results).

The flux response to dust is surprisingly similar to the residual unexplained carbon fluxes deduced from atmospheric concentrations, land and ocean biogeochemistry models in a recent synthesis (LeQuere et al., 2009) (Fig. 3e). This temporal covariance between the residual carbon flux and the flux associated with desert dust suggests that much of residual carbon flux may be associated with desert dust fluctuations. The model results suggest that the land system moves from the relatively less dusty 1955–1964 period into the more dusty 1980–1989, there is a positive carbon flux from the land to the atmosphere. However, caution should be used in interpreting this comparison, since the precipitation shifts associated with the desert dust should already be included in the data used to drive the land biogeochemistry models used to derive the residual carbon flux.

Much of the change in terrestrial carbon occurs in the Northern Tropics (0–20° N) in the model (Fig. 8a). The spatial distribution of the land carbon anomalies suggests that dust direct radiative forcing reduces productivity over large regions of the globe (Fig. 9a). Most of this reduction appears to be associated with changes in moisture availability (Fig. 9b), consistent with the shifts in precipitation predicted by the model (Fig. 6). This suggests that the shifts in precipitation are most important to these changes in land carbon uptake, not changes in insolation (direct vs. diffuse) (Mercado et al., 2009), but the sensitivity of the carbon uptake in this model to different forcings has not been tested rigorously.

4 Uncertainty analysis

We estimate the uncertainty from each part of the analysis in this paper. We use a simple approach in this first estimate of dust variability and impacts on the 20th century and add the uncertainty from each step in the process. First, to deduce the uncertainty associated with the estimated temporal
variability in dustiness, we look at the variability in relative deposition across the deposition sites that we assume represent the same source. This uncertainty is estimated for the sources with the most paleodata records (Australia, South America and the Middle East/Central Asia) by calculating the standard deviation in relative deposition at each time, and then averaging this value over all times. This results in standard deviations in relative deposition of 41%, 28% and 33% for Australia, South America and the Middle East/Central Asia, respectively. We assume that the true uncertainty in our time series of source variability (due to the lack of sufficient paleodatasets) is the highest of these (40%) for all our source regions for all time.

For the radiative forcing calculation and the climate response estimates in the model, there is additional uncertainty associated with the uncertainties in the optical properties of mineral aerosols. Based on the modeling studies included in the Intergovernmental Panel on Climate Change (IPCC), focusing on those studies using single scattering albedos that match recent observations (Forster et al., 2007), we estimate approximately 20% uncertainty in the direct radiative forcing of dust. The climate response of the system to this radiative forcing appears to be to move precipitation away from the dust layer and cool surface temperatures in several model studies using observed single scattering albedo (Yoshioka et al., 2007). We thus assume that direct radiative forcing and climate responses to dust have an uncertainty of 40% (from source strength) plus 20% (from mineral aerosol optical property uncertainties), totaling 60%.

The uncertainties in the indirect radiative forcing of the mineral aerosols are assumed to be the uncertainties associated with the dust variability, as well as the uncertainties associated with the indirect effect itself (+100%/−50%) (Forster et al., 2007). In addition, we have not directly calculated the indirect effect, but rather estimated it based on anthropogenic aerosol results. We assume that the sign of

---

Fig. 6. Model estimated change in precipitation for 1980–1989 vs. 1955–1965 with no dust radiative forcing (a), with dust radiative forcing (b), and the difference in the precipitation change (1980–1989 minus 1955–1965) between simulations with and without dust radiative forcing (c). The change in precipitation between 1980–1989 vs. 1955–1965 from observations (only over land) (d). For (a–c) only statistically significant results at the 95% confidence level are shown, including all the ensemble members. For (d) the grey color indicates where observations are available, but did not show a statistically significant result (grey is below the statistically significant level for the modeled results).
Fig. 7. Model estimated change in sea level pressure for 1980–1989 vs. 1955–1965 with no dust radiative forcing (a), with dust radiative forcing (b), and the difference in the sea level pressure change (1980–1989 minus 1955–1965) between simulations with and without dust radiative forcing (c). The change in sea level pressure between 1980–1989 vs. 1955–1965 from observationally based estimates (d). For (a–c) only statistically significant results at the 95% confidence level are shown, including all the ensemble members. For (d) the grey color indicates where observations are available, but did not show a statistically significant result (grey is below the statistically significant level for the modeled results).

the indirect effect is known (negative) so that we assume our uncertainties are ($\pm 100\%$).

Uncertainties in the response to dust in the ocean uptake of carbon dioxide are estimated using the ocean carbon response for several models included in a recent intercomparison (LeQuere et al., 2009), using the same dust forcing (Maltrud et al., 2010). The modeled response to iron was highly variable with uncertainties between 50–100%. We assume here an uncertainty of 60%, so that our total uncertainty in ocean response is 100% (40% + 60%). The ocean modeling does not include any physical climate impacts of aerosols onto the ocean biogeochemistry, and thus the uncertainty estimate may be an underestimate.

For the land uptake of carbon, the uncertainties come from the dust variability (40%), the radiative forcing and climate response (20%), and uncertainties in different land model responses to the same forcing. We use a study that looked at the climate response for several carbon cycle models over 1958 to 2002. Over these five models (all of which were carbon-only models), the mean uptake is 83.2 PgC, with a standard deviation of 16.6 PgC, or 20% different (Sitch et al., 2008). We thus assume our uncertainty in land model uptake of carbon from dust is 80% (40% + 20% + 20%).

Notice that our uncertainties are large, and that much of the uncertainties are associated with the change in dustiness deduced from a relatively few paleodata sets. We include these uncertainty estimates into our radiative forcing calculations in Fig. 2.

5 Summary and conclusions

This study represents a first attempt to reconstruct desert dust variability over the 20th century based on observational and model synthesis. Our results have large uncertainties: much of the uncertainties are due to the sparse data available for this time period, thus suggesting that more paleodata records covering the recent past would improve our understanding.
of desert dust variability since the preindustrial time period. The North African, East Asian and Middle East/Central Asian sources are the most important, and least constrained, and thus should be the high priority for future observations. Using established models, we estimate the climate and biogeochemical response from these changes in 20th century dust. There remain large uncertainties in the response to desert dust in the models, due to uncertainties in desert dust distributions, optical parameters, and indirect effects in the atmosphere, as well as uncertainties in the ocean and land biogeochemistry models and their responses to desert dust.

We do not consider important interactions such as the impact of desert dust aerosols on air quality and health (Prospero, 1999), and atmospheric chemistry (Dentener et al., 1996). We deal with the potential for indirect effect of aerosols on climate with a simple, back of the envelope approach, and do not consider the complete effects of indirect forcing in a full, interactive model. In addition, the changes in desert dust reconstructed here will impact the indirect effects of anthropogenic aerosols by providing additional surfaces for condensation to occur on.

Our results suggest that desert dust roughly doubled over the 20th century over much, but not all the globe (Fig. 3a and b). The largest estimated differences were between the dusty 1980–1989 period compared to the relatively dust-free 1955–1964 period. The net radiative forcing due to dust between the dusty (1980–1989) and non-dusty (1955–1964) time periods is $-0.57 \pm 0.46$ W/m$^2$ (Fig. 4a). A smaller net radiative forcing for the change in dust of $-0.14 \pm 0.11$ W/m$^2$ is obtained for the time period of 1990–1999 compared with 1905–1914 from the direct radiative forcing, indirect radiative forcing of the aerosols, as well as the impact of carbon uptake and release by the ocean and land ecosystems. Including desert dust fluctuations in climate model simulations improves our ability to simulate decadal scale variability in global surface temperature (Fig. 3c), regional changes in temperature and precipitation (Fig. 4b and c), and possibly explains the residual global carbon flux unexplained by other mechanisms (LeQuere et al., 2009) (Fig. 3e). Thus, continued work to refine the variability and impact of “natural” desert dust fluctuations over the 20th century is important.
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