
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Information-Theoretic efficiency and semantic variation: The case of color naming

Permalink
https://escholarship.org/uc/item/40r434zr

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 40(0)

Authors
Zaslavsky, Noga
Kemp, Charles
Regier, Terry
et al.

Publication Date
2018

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/40r434zr
https://escholarship.org/uc/item/40r434zr#author
https://escholarship.org
http://www.cdlib.org/


Information-theoretic efficiency and semantic variation: The case of color naming
Noga Zaslavsky1,3 (noga.zaslavsky@mail.huji.ac.il) Charles Kemp2 (ckemp@cmu.edu)

Terry Regier3,4 (terry.regier@berkeley.edu) Naftali Tishby1,5 (tishby@cs.huji.ac.il)

1Edmond and Lily Safra Centre for Brain Sciences, The Hebrew University, Jerusalem 9190401, Israel
2Department of Psychology, Carnegie Mellon University, Pittsburgh, PA 15213 USA

3Department of Linguistics and 4Cognitive Science Program, University of California, Berkeley, CA 94720 USA
5The Benin School of Computer Science and Engineering, The Hebrew University, Jerusalem 9190401, Israel

Keywords: information theory; semantic typology;
color naming; categories; language evolution.

A major question in semantic typology is how to account for
semantic universals and variation in a principled and unified
way. One approach to this question proposes that word mean-
ings may reflect adaptation to pressure for efficient communi-
cation. Color is a semantic domain that has been approached
in this spirit. Recent work has relied on the notion of the ‘in-
formativeness’ of word meaning, has often cast that notion in
terms borrowed from information theory, and has accounted
for several aspects of color naming across languages on that
basis (e.g. Jameson & D’Andrade, 1997; Regier et al., 2007;
Baddeley & Attewell, 2009; Regier et al., 2015).

However, two fundamental issues have been left largely
unaddressed. First, little is known about how a drive for ef-
ficiency may relate to present accounts of color term evolu-
tion. Second, while previous accounts of color naming in-
voked the general idea of efficiency (e.g. Regier et al., 2015),
they did not ground their argument comprehensively in inde-
pendently motivated formal concepts of efficiency from infor-
mation theory. Thus, it is not yet clear to what extent variation
in color naming can be explained in terms of information-
theoretic efficiency, and whether doing so can explain aspects
of color naming previously left unexplained.

In this work we examine this open question. We argue that
languages efficiently compress ideas into words by optimiz-
ing the tradeoff between the complexity and accuracy of the
lexicon according to the Information Bottleneck (IB) princi-
ple (Tishby et al., 1999), a formal principle with broad scope
which is closely related (Harremoës & Tishby, 2007) to Shan-
non’s rate distortion theory. We support this claim by showing
that: (1) color naming systems across languages lie near the
information-theoretic limit of efficiency; (2) small changes in
a single tradeoff parameter account to a large extent for ob-
served cross-language variation; (3) efficient IB color nam-
ing systems exhibit soft rather than hard category boundaries,
and often leave large regions of color space inconsistently
named, both of which phenomena are found empirically; and
(4) these IB systems evolve through a sequence of structural
phase transitions, in a process that captures key ideas from
Berlin and Kay’s theory (Berlin & Kay, 1969), as well as
ideas associated with more continuous accounts (MacLaury,
1997; Levinson, 2000) of color category evolution. These re-

sults suggest that a drive for information-theoretic efficiency
may shape color naming systems across languages. This prin-
ciple is not specific to color, and so it may also apply to cross-
language variation in other semantic domains.
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