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ABSTRACT OF THE THESIS

Advancing Large Vision-Language Models with

Efficiency, Reliability and Visual Knowledge

by

Wenbo Hu

Master of Science in Computer Science

University of California, Los Angeles, 2024

Professor Nanyun Peng, Chair

Humans perceive and understand the world primarily through the complementary modalities

of vision and language. The development of Large Vision-Language Models (LVLMs) marks a

significant step toward realizing general artificial intelligence.

This thesis advances LVLMs through three critical aspects: (1) improving the efficiency of

LVLMs by controlling visual input representations, (2) evaluating hallucination and informativeness

in LVLMs, and (3) assessing the integration of visually augmented knowledge. We introduce

MQT-LLaVA, a model capable of elastically encoding an image into a variable number of visual

tokens, enabling dynamic visual processing. Additionally, we present VALOR-EVAL, a two-

stage evaluation system leveraging human-annotated data to address not only object hallucination

but also nuanced issues of attribute and relational hallucinations, as well as informativeness.

Furthermore, MRAG-Bench systematically identifies and categorizes scenarios where visually

augmented knowledge outperforms textual knowledge, providing valuable insights into retrieval-

augmented LVLMs. The thesis concludes by analyzing the latest advances in LVLMs, highlighting

their current challenges, and exploring future directions for research and development.
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Chapter 1

Introduction

1.1 Motivation

The quest to develop AI systems that emulate human-like intelligence remains one of the most

profound challenges in artificial intelligence. Humans excel at integrating sensory perceptions with

linguistic and cognitive understanding, enabling them to perceive, reason, and interact seamlessly

with their environment. However, even as machine learning models achieve remarkable milestones,

they often fall short of replicating this holistic understanding. My thesis is motivated by the promise

of bridging this gap through the development of Large Vision-Language Models (LVLMs), which

aim to combine visual and linguistic modalities to address complex, real-world tasks.

Despite their transformative potential, LVLMs face three critical challenges that must be

overcome to advance the field: improving computational efficiency, ensuring trustworthiness

through robust evaluation, and enabling seamless integration of visual knowledge into reasoning

processes. Addressing these challenges not only holds the potential to enhance the reliability and

scalability of LVLMs but also paves the way for creating AI systems that can better align with human

cognitive capabilities. This thesis seeks to tackle these challenges through a series of innovations,

contributing to the evolution of multimodal AI and its applicability in real-world scenarios.

The interplay of vision and language is central to human cognition. From interpreting a bustling
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cityscape to reasoning about an abstract painting, humans effortlessly combine visual perception

with linguistic and conceptual understanding to navigate the world. Emulating this ability has been a

long-standing goal in AI research, with the emergence of Large Vision-Language Models (LVLMs)

marking a significant step forward. By integrating visual and textual data at scale, LVLMs hold the

promise of tackling complex tasks that require multimodal reasoning.

1.2 Thesis Contribution

This thesis advances the development of LVLMs across three interrelated dimensions. First, it

addresses the need for computational efficiency by introducing MQT-LLaVA, a novel model capable

of elastically encoding images into variable numbers of visual tokens. This enables adaptive visual

processing, reducing computational costs without compromising accuracy. Second, it examines the

reliability of LVLM outputs by presenting VALOR-EVAL, a robust evaluation framework designed

to assess hallucination and informativeness, providing nuanced insights into model trustworthiness.

Finally, the thesis explores the integration of visual knowledge with MRAG-Bench, a benchmark

that systematically evaluates how visually augmented knowledge can enhance reasoning compared

to purely textual approaches.

Through these contributions, this work not only advances the technical foundations of LVLMs

but also provides actionable frameworks for evaluating their performance and guiding future

research. By addressing efficiency, reliability, and knowledge integration, this thesis aims to move

LVLMs closer to achieving the human-like intelligence needed to solve real-world challenges.

1.3 Thesis Overview

The remainder of this thesis is organized as follows:

Chapter 2 introduces Matryoshka Query Transformer (MQT), which allows for a flexible

choice of the number of visual tokens and accommodates varying computational constraints in

different tasks. Leveraging MQT, we build MQT-LLAVA, a vision-language model that matches
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the performance of LLaVA-1.5 using less than half the number of visual tokens, and outperforms it

in 6 out of 11 benchmarks. We further explore the performance and computation trade-offs across

11 tasks and demonstrate that a significant speed-up can be achieved with minimal performance

drop by reducing the number of visual tokens (e.g., 8X fewer TFLOPs with 2.4 points drop on

MMBench)

Chapter 3 introduces VALOR-BENCH, a comprehensive human-annotated dataset covering

relation, attribute, object with challenging images selected based on associative bias. We propose

an LLM-based two-stage evaluation framework VALOR-EVAL that generalizes previous methods

to consider the precision and informativeness trade-off and handle object, attribute, and relation

evaluation in open vocabulary settings. We evaluate 10 mainstream LVLMs on VALOR-BENCH,

focusing on the balance between faithfulness and coverage score. We notice that even GPT-4V(ision)

still suffers from hallucination, achieving a relatively low faithfulness score despite covering more

information within an image compared to other models.

Chapter 4 introduces the first visual centric RAG benchmark that focuses on utilization of

visual information, unlike previous benchmarks focusing on retrieving and utilizing external textual

knowledge for question answering. MRAG-Bench consists of 16,130 images and 1,353 human-

annotated multiple-choice questions across 9 distinct real-world scenarios, evaluated on 14 large

vision-language models (LVLMs). Extensive experiments demonstrated that visual augmentation

provides greater utility than textual information in our benchmark, offering valuable insights such

as 1) how retrieved visual knowledge benefits LVLMs, 2) GPT-4o lags significantly behind human

performance in visual information utilization, and 3) Open-source models are more susceptible to

noisy retrieved examples than proprietary models.

Chapter 5 concludes the thesis by discussing future work and the broader impact of the research,

emphasizing the potential of AI systems to achieve human-like multimodal intelligence. It outlines

key challenges and promising directions for advancing Large Vision-Language Models (LVLMs),

including handling long-context scenarios, improving efficiency through lightweight architectures,

expanding into new domains such as 3D and embodied AI, and integrating external tools for real-

3



world applications. By addressing these challenges, this research lays the groundwork for the next

generation of LVLMs, with the potential to transform AI’s role in solving complex, real-world

problems.
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Chapter 2

Dynamic Visual Tokens Advances LVLM

Efficiency

2.1 Introduction

Recent work in Large Vision-Language Models (LVLMs) [Bai et al., 2023, Liu et al., 2023b, OpenAI,

2023] has shown remarkable performance across a broad range of vision-language tasks [Cai et al.,

2024, Chen et al., 2023b, Huang et al., 2023b, Li et al., 2023b]. These LVLMs typically consist of

a vision encoder to embed images into grid features, which are fed into a Large Language Model

(LLM) [Chiang et al., 2023, Touvron et al., 2023b] for processing and reasoning alongside a text

input.

A key research question is how to transform these raw visual embeddings into the visual tokens

that are fed into the LLM. Prior work either directly projects the grid features with a multi-layer

perceptron (MLP) [Liu et al., 2023b] or compresses the grid features into fewer tokens with a query

transformer or resampler [Alayrac et al., 2022, Bai et al., 2023, Dai et al., 2023, Li et al., 2023a, Ye

et al., 2023a]. However, these models all need to pre-determine how many tokens an image is worth,

The contents of this chapter appeared in paper Hu et al. [2024a]
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Figure 2.1: Our model, MQT-LLAVA, matches LLaVA-1.5 performance on 11 benchmarks using
only 256 visual tokens instead of 576. We achieve a 2x speed-up with 256 tokens and 8X speed-up in
TFLOPs using 16 tokens with only a 2.4 performance drop compared to LLaVA-1.5 on MMBench.

and set a fixed number for all images. Finding a flexible number that adaptively strikes a balance

between efficiency and performance is difficult. More visual tokens encode more information, but

come at a higher inference cost, as the complexity of the transformers used in these LVLMs scales

quadratically with the number of input tokens. Additionally, not all applications require or allow the

same token budget: some applications have limited computational resources, necessitating a lower

token budget to ensure real-time processing. In practice, most best-performing LVLMs choose a

fixed, large number of visual tokens per image (e.g., 576 for LLaVA-1.5) without the ability to

adaptively adjust the visual token allocation at deployment time.

In this work, inspired by Matryoshka Representation Learning (MRL) [Kudugunta et al., 2023,

Kusupati et al., 2022], we introduce Matryoshka Query Transformer (MQT), a simple way to train

a single LVLM that supports adaptively changing the number of visual tokens at inference time.

We use a query transformer [Alayrac et al., 2022, Li et al., 2022] with M latent query tokens to

transform grid features into visual tokens. Crucially, during each training step, we train the model

using only the first m latent query tokens while dropping the rest, where m is randomly selected

within the range of M . With such a tail-token dropping strategy, the query tokens form a Matryoshka

structure. Intuitively, the significance of each token correlates with its placement within this nested
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structure. During inference, we have the flexibility to selectively utilize solely the initial m visual

tokens.

We combine MQT with LLaVA-1.5: the resulting model, MQT-LLAVA, is able to match

LLaVA-1.5 performance across 11 benchmarks using only a maximum of 256 tokens, instead of

LLaVA’s fixed 576. When the maximum number of tokens is dropped drastically to only 2 tokens,

MQT-LLAVA performance drops by only 3% on ScienceQA and 6% on MMMU. Finally, we

study the performance of 2, 4, 8, 16, 36, 64, 144, and 256 visual tokens during inference across

11 benchmarks, and offer a trade-off in the selection of visual tokens that balances achieving the

highest accuracy with minimizing computational costs on different tasks. Interestingly, we find that

changing the number of visual tokens impacts different tasks very differently. For instance, tasks

involving language-based reasoning and subject-level scientific knowledge can achieve excellent

performance with only a few tokens, whereas complex open-ended visual question tasks that involve

rich local information details require a larger number of tokens.

2.2 Matryoshka Query Transformer

2.2.1 Preliminary: Matryoshka Representation Learning (MRL).

MRL [Kudugunta et al., 2023, Kusupati et al., 2022] involves training models with nested dimensions

to learn representations at multiple granularities, enabling adaptive deployment per computational

constraints. MRL defines a series of models f1, f2, . . . , fM with the same input and output space

but growing hidden dimensions.

The name “Matryoshka” comes from the fact that the parameters of fm are contained by fm+1.

For example, in Kudugunta et al. [2023], {fm} are a series of Transformers with the same depth

but different widths. Consider a specific Feed Forward Network (FFN) block in fM that has dM

neurons in the hidden layer. Then, the FFN block in fm will contain the first dm neurons, and

7



Vision Encoder Image

Query Transformer

Pre-trained LLM 

Elastic Visual Tokens

Grid Features

Figure 2.2: Our model employs a query transformer to encode images as visual tokens. We randomly
select the first m tokens during training, and enable flexible choice of any m number under M
during inference, where M is the maximum number of initialized tokens.

d1 ≤ d2 ≤ ⋯ ≤ dM . MRL then trains these models jointly with the following loss:

∑
m

cm ⋅ L (fm(x); y) , (2.1)

where L is the loss function and y is the ground truth label. Note that for each training step, MRL

performs forward and backward passes for all M models, inducing significant training overhead

compared to training one model. After training, MRL can perform inference with any hidden

dimension di≤M , enabling flexible deployment based on specific needs. MRL is our motivation to

train LVLMs that can perform inference with a flexibly selected number of visual tokens.

2.2.2 MQT-LLAVA

We first explain how we encode images with a query transformer, then discuss our training paradigm.

Encoding images with a Query Transformer. We employ a query transformer-based architecture

to extract visual tokens from images following previous work [Bai et al., 2023, Li et al., 2022].

Specifically, an input image x is first processed by an image encoder and are then flattened into

H×W grid features G = [g11,⋯, g1W ,⋯, gH1,⋯, gHW ]. Then, a query transformer Q is applied

to compress the grid features to M visual tokens. Specifically, Q assumes a set of latent query

tokens Z = [z1, . . . , zM] as input, where M is usually smaller than H × W . The query tokens

cross-attend to the grid features and compress the information into the query tokens. The final-layer

8



query tokens become the visual tokens V that are fed to a large language model together with the

input text tokens. I.e., V = Q(Z, G). A linear projection layer is added in the end to match the

hidden size of the language model.1

Matryoshka Query Transformer. To enable elastic inference, given the M latent query tokens

Z = [z1, . . . , zM], at each training step, we feed only the first m query tokens to the query

transformer Q. Subsequently, we obtain only m visual tokens from the query transformer. m can

be any number equal to or smaller than the maximal token number M . In practice, we choose

m from a linear set of maximum dimensions, in increments of 2, e.g. m can be any number in

{2, 4, 6, . . . , 252, 254, 256} when M = 256. From a training efficiency perspective, our approach

uses, on average, half of the visual tokens compared to the original query transformer-based models.

Formally, given an input image with its corresponding text question q and answer y, at each

training step, we randomly select a m and feed the first m latent tokens Z1∶m and the text question q

to the model. We compare the model output and y and minimize

cm ⋅ L ( LM(V, q); y) , where V = Q(Z1∶m, G), (2.2)

LM is the language model, L is the language modeling loss function, and cm is a constant coefficient

to control the weight of different numbers of visual tokens, which is always set to 1 in our setting.

Discussion. Here we discuss several interesting properties of MQT. (1) Unlike the original

matryoshka representation learning that maintains a nested structure in the parameter space, we

specifically target LVLMs and make the visual tokens Matryoshka-like. (2) Despite discarding

the tail M − m tokens during each training step, models trained with this token-dropping strategy

perform comparably to those trained consistently with all M tokens, as long as we utilize the

entire M tokens during inference for both models. (3) Unlike the original MRL, which performs

forward and backward passes for all M configurations in each step, we now select just one model

1Unlike previous work [Bai et al., 2023, Ye et al., 2023a] that first applies projection followed by attention, we
empirically find that our “attention then projection” architecture performs better (c.f. §2.4.3).
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configuration per training step, significantly cutting training costs. (4) Our cost reduction enables

training across a broader spectrum of m values, facilitating the training of models with a more

diverse range of choices compared to the original MRL’s limited scope.

2.3 Experiments

We first introduce the implementation details of our query transformer architecture (§2.3.1). We

then show the empirical performance of our approach compared to state-of-the-art models across 11

benchmarks (§2.3.2). Finally, we further study the performance-efficiency trade-off (§2.3.3).

2.3.1 Experimental Setup

MQT-LLAVA Implementation Details. We implement our models based on LLaVA-1.5 [Liu

et al., 2023a], except that we use our Matryoshka Query Transformer instead of an MLP to obtain

the visual tokens. The MQT is a single-layer Transformer with cross-attention. Following Liu et al.

[2023a], we select CLIP ViT-L/14 [Radford et al., 2021] as our vision encoder, supporting 336x336

image resolution, and Vicuna-v1.5 [Chiang et al., 2023] as our LLM. As studied in Hu et al. [2024c],

Liu et al. [2023b], Zhu et al. [2023], we adopt a two-stage training approach. We train only the

query transformer in the first-stage alignment, using LLaVA-558K for 1 epoch with a batch size

of 256 and a learning rate of 1e-3. We then fine-tune both the query transformer and LLM using

LLaVA-665K for 2 epochs with a batch size of 128 and a learning rate of 2e-5. All training is on

8xA6000s, with 4 and 30 hours per stage, respectively. We apply MQT during the second stage (c.f.

§2.4.3).

Baselines. As shown in Table 2.1, we compare our model with LLaVA-1.5 [Liu et al., 2023a] and

our model’s baseline LLaVA query transformer (QT-LLaVA), which is trained with a fixed number

of 256 visual tokens across all training stages. We also list other models’ results for comparison,

including BLIP-2 [Li et al., 2023a], InstructBLIP [Dai et al., 2023], Shikra [Chen et al., 2023b],
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Method LLM Res. #Tokens VizWiz SQAI VQAv2 GQA POPE MMEP MMEC MMMU MMB LLaVAW MM-Vet Avg

BLIP-2 Vicuna-13B 224 32 19.6 61 41.0 41 85.3 1293.8 – – – 38.1 22.4 –
InstructBLIP Vicuna-7B 224 32 34.5 60.5 – 49.2 – 1084 229 30.6 – 60.9 26.2 –
InstructBLIP Vicuna-13B 224 32 33.4 63.1 – 49.5 78.9 1212.8 243 33.8 – 58.2 25.6 –
Shikra Vicuna-13B 224 256 – – 77.4∗ – – – – – 58.8 – – –
IDEFICS-9B LLaMA-7B 224 64 35.5 – 50.9 38.4 – – – – 48.2 – – –
IDEFICS-80B LLaMA-65B 224 64 36.0 – 60.0 45.2 – – – – 54.5 – – –
Qwen-VL Qwen-7B 448 256 35.2 67.1 78.8∗ 59.3∗ – – – – 38.2 – – –
Qwen-VL-Chat Qwen-7B 448 256 38.9 68.2 78.2∗ 57.5∗ – 1487.5 – – 60.6 – – –
LLaVA-1.5 Vicuna-1.5-7B 336 576 50.0 66.8 78.5∗ 62.0∗ 85.9 1510.7 316.1 34.7 64.3 63.4 30.5 59.2
QT-LLaVA Vicuna-1.5-7B 336 256 51.1 68.1 76.8∗ 61.5∗ 84.1 1431.2 348.2 34.3 64.0 63.9 27.9 58.8

MQT-LLAVA Vicuna-1.5-7B 336 256 53.1 67.6 76.8∗ 61.6∗ 84.4 1434.5 353.6 34.8 64.3 64.6 29.8 59.4
MQT-LLAVA Vicuna-1.5-7B 336 144 52.0 67.5 76.4∗ 61.4∗ 83.9 1446.4 351.8 34.4 64.4 61.4 29.9 58.9
MQT-LLAVA Vicuna-1.5-7B 336 64 51.5 67.0 75.3∗ 60.0∗ 83.6 1464.3 352.9 34.4 63.5 59.4 28.9 58.3
MQT-LLAVA Vicuna-1.5-7B 336 36 51.0 66.8 73.7∗ 58.8∗ 81.9 1416.3 349.3 34.4 63.4 59.6 27.8 57.4
MQT-LLAVA Vicuna-1.5-7B 336 16 49.8 67.5 71.1∗ 57.6∗ 80.8 1408.5 349.3 33.6 61.9 55.2 25.3 56.1
MQT-LLAVA Vicuna-1.5-7B 336 8 49.4 66.2 67.2∗ 55.5∗ 79.4 1282.2 323.6 33.1 58.6 51.4 21.3 53.3
MQT-LLAVA Vicuna-1.5-7B 336 4 49.4 65.1 64.1∗ 53.0∗ 77.6 1176.1 296.8 32.8 56.5 44.3 20.2 50.8
MQT-LLAVA Vicuna-1.5-7B 336 2 48.5 65.0 61.0∗ 50.8∗ 74.5 1144.0 268.9 32.5 54.4 41.7 19.5 49.0

Table 2.1: Comparison with state-of-the-art methods on 11 vision-language benchmarks. Our model
(MQT-LLAVA) with up to 256 tokens achieves on par or better than LLaVA-1.5 performance across 11
benchmarks, outperforming it on 6 of 11 benchmarks. We mark the best performance in bold and the
second-best underlined. #Tokens is the number of visual tokens used during inference. Avg is the normalized
average across 11 benchmarks, out of 100. Benchmark names are abbreviated for brevity: SQAI: ScienceQA-
IMG, MMEP: MME Perception, MMEC: MME Cognition, MMB: MMBench, LLaVAW: LLaVA-Bench
(In-the-Wild). ∗The training images of the datasets are observed during training.

IDEFICS [IDEFICS, 2023], and Qwen-VL [Bai et al., 2023].

Evaluation Benchmarks. We evaluate our model across 11 mainstream benchmarks, including

VizWiz [Gurari et al., 2018], ScienceQA-IMG [Lu et al., 2022a], VQA-v2 [Goyal et al., 2017],

GQA [Hudson and Manning, 2019b], POPE [Li et al., 2023c], MME Perception [Fu et al., 2023],

MME Cognition [Fu et al., 2023], MMBench [Liu et al., 2023c], LLaVA-Bench (In-the-Wild) [Liu

et al., 2023b], and MM-Vet [Yu et al., 2024].

2.3.2 Main Results

Table 2.1 presents the results of MQT-LLAVA with inference visual token budgets of 2, 4, 8, 16,

36, 64, 144, and 256. We refer to the baseline approach, where the model is trained with a fixed

number of visual tokens across all training stages, as LLaVA Query Transformer (QT-LLaVA).

MQT-LLAVA outperforms the baseline QT-LLaVA with 256 tokens in 9 out of 11 benchmarks.
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One possible explanation is that by enforcing our model to only see fewer tokens during training, the

stricter constraint helps the model generalize better to unseen tasks. This is especially evident in the

higher performance on VizWiz. When compared to open-source state-of-the-art models, our model

with 256 tokens achieves on par or better than LLaVA-1.5 performance with 576 tokens across 11

benchmarks, outperforming it in 6 out of 11 benchmarks. Even with 64 tokens, our model falls short

of LLaVA-1.5 by only 0.9 points on average. When drastically drop to only 2 tokens, our score

falls by only 3% on ScienceQA and 6% on MMMU. While directly adding a query transformer to

LLaVA degrades the performance, our strategy can achieve comparable or better performance than

LLaVA-1.5.

Figure 2.3: With only 2 visual tokens, MQT-
LLAVA outperforms InstructBLIP (which uses 32
visual tokens) on all 8 benchmarks it is evaluated
on.

We explore performing inference using a

variety of numbers of visual tokens, including

1) an extremely low number of tokens; 2) a

number of visual tokens unseen during training.

As shown in Figure 2.3, MQT-LLAVA with

only 2 visual tokens outperforms InstructBLIP

(Vicuna-7B), which is based on Q-Former [Li

et al., 2023a] using 32 visual tokens. This

demonstrates the effectiveness of our model in

compressing visual information, pointing to its

potential use for applications in computation-

heavy tasks. For an unseen number of visual tokens, we pick a random number of visual tokens:

77, and include its results in Appendix A.1. Despite never being explicitly trained for this number

of tokens, our model can generalize to any number within 256 during inference, demonstrating a

further benefit of our elastic approach.
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Figure 2.4: Grad-CAM visualization of 1 randomly picked token from using 8, 16, 64, 256 visual
tokens, respectively, to encode an image. The model effectively concentrates on high-level concepts
using fewer tokens and delves into low-level details with more tokens. The complete input to the
third image is “List all the objects on the desk. The objects on the desk include a computer monitor,
a keyboard, a mouse, a cell phone, and a pair of headphones”.

2.3.3 Computational Efficiency

To demonstrate our computational efficiency, we compute TFLOPs when running MQT-LLAVA

on MMBench with 8, 16, 36, 64, 144, and 256 visual tokens, compared to LLaVA with 576 tokens.

As shown in Figure 2.1, we are able to achieve significant speed-ups with little-to-no performance

loss: our model with 256 and 144 tokens respectively achieve a 2x and 3x speed-up compared to

LLaVA-1.5 while maintaining the same or even better performance; and when using 16 tokens, we

achieve an 8x speed-up with a performance drop of only 2.4 points.

2.4 Analysis

To better understand the meaning of visual tokens and to systematically study the number of tokens

required by different vision-language tasks, we investigate two key questions: (1) How does the
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Figure 2.5: The number of visual tokens impact different tasks differently (x-axis is in log-scale).
Our model’s performance on ScienceQA, MME-Cognition and MMMU is remarkably robust to
token reduction.

focus of the model change with varying numbers of visual tokens? (§2.4.1); and (2) How do

different numbers of visual tokens impact various tasks? (§2.4.2)

2.4.1 How does the focus of the model change with varying numbers of visual

tokens?

To explore what visual information each token encodes, we utilize Grad-CAM [Selvaraju et al.,

2017] to visualize the focus of visual tokens. As illustrated in Figure 2.4, we qualitatively analyze

the results of using 8, 16, 64, and 256 tokens.

We observe that the model’s focus changes with the number of tokens used. When using a few

tokens (e.g., 8), the model accurately concentrates on global visual concepts related to the question.

As the number of tokens increases (e.g., 256), the model not only attends to the relevant objects

but also delves into localized details. For example, in the third image, with 8 tokens, the model

focuses on the monitor. With 16 tokens, it includes both the monitor and the mouse. With 64 tokens,
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it highlights the monitor and keyboard. Finally, with 256 tokens, the model encompasses several

objects, including the monitor, keyboard, and cell phone. In the examples from the first and second

images, our model effectively focuses on the man ironing behind the car and the two cats, even

with only 8 tokens. The impressive qualitative results, especially those using only a few tokens,

demonstrate the effectiveness of our approach and the strong capabilities obtained despite using a

minimal number of tokens.

2.4.2 How do different numbers of visual tokens impact different tasks?

When using varying numbers of visual tokens during inference, we observe that the model’s

performance change varies across different tasks.

Tasks requiring a large number of visual tokens. Tasks that require fine-grained visual

understanding and deep reasoning across multiple areas of the image naturally demand a higher

number of visual tokens for optimal performance. When the number of visual tokens decreases, the

encoded image information is reduced, leading to performance degradation. This trend is evident

in tasks such as VQAv2, GQA, VizWiz, MMBench, LLaVA-Bench, and MM-Vet. As illustrated

in Figure 2.5, the performance on these tasks gradually declines as the number of visual tokens

decreases from 256, with a more rapid decline observed when the tokens are further reduced.

Tasks robust to visual token reduction. In contrast, for several benchmarks primarily targeting

the visual perception skills of models, performance remains consistent when gradually reducing

the number of visual tokens until a threshold is reached. Beyond this threshold, performance

drops significantly (see Figure 2.5). This “turning point" is observed in benchmarks such as MME

Cognition, MME Perception, POPE, and MMMU.

For instance, in MME-Cognition (see Figure 2.6), tasks involving commonsense reasoning,

code reasoning, and numerical calculation can be performed effectively with as few as 16 visual

tokens, allowing the model to focus on the relevant image sections. Similar results are seen in other
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Question: The image shows a python code.  Is the output 
of the code 'Hello’?   Answer: Yes

Question: All apples are shown in the picture. My 
brother and I divide the apples equally. May I have 
two apples?  Answer:  No.

Question: Is the answer to the arithmetic question in 
the image 340? 
Answer: Yes

Figure 2.6: Examples from MME Cognition. Grad-CAM results are from using 16 tokens which
answered all the questions correctly.

tasks, like the hallucination question "Is there a car in the image?" from POPE. However, once the

“turning point" is reached, further reducing the number of visual tokens prevents the model from

attending to the correct objects, leading to a sharp decline in performance.

Another notable observation comes from ScienceQA and MMMU, which contain subject-

specific questions from school curricula. The model’s performance on these tasks remains robust

despite a decrease in visual tokens, achieving scores of 65.0 and 32.5, respectively, with only 2

tokens. This suggests that the reasoning required for academic questions is primarily conducted

by the language model (LLM); even with minimal visual hints, the LLM can interpret the image

content and perform the reasoning tasks effectively.

When are fewer visual tokens better? As shown above, MQT-LLAVA with 16 tokens can

achieve better performance on ScienceQA compared to MQT-LLAVA with 144 tokens. To

understand why fewer tokens may benefit this task, we qualitatively analyze instances where

MQT-LLAVA succeeded with 16 visual tokens, but failed with 144. We show a representative

example in Figure 2.7. MQT-LLAVA with 16 visual tokens attends to all three objects, allowing it

to understand their mutual relationship and answer the question correctly. On the other hand, with

144 visual tokens, MQT-LLAVA focuses on various portions of the image and attend to each object

independently. This discourages the model from reasoning with the common attributes among
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Question: Which state is highlighted? A.Texas, B.Oklahoma, C.Virginia, D.Georgia.    Answer : C

Question: Which property do these three objects have in common? A.shiny, B.slippery, C.opaque.    Answer: C

Figure 2.7: Comparison of correct and failure cases in 16 vs 144 visual tokens on Science-QA
(test-set).

the three objects, thus predicting the wrong answer. In summary, fewer visual tokens seems to be

preferable when fine-grained visual understanding is not required.

However, it should be noted that using fewer tokens is not always better in this case. As shown

in Figure 2.7, MQT-LLAVA with 144 tokens precisely identified state of Virginia on the map

and answered the question correctly. Whereas 16 tokens concentrated on another region which

potentially confused its final prediction, lacking the abilities of distinguishing local details of the

geographic shape on the map.

2.4.3 Ablation Studies

We ablate several design choices across 11 benchmarks in Table 2.2. Each ablation independently

modifies our best variant, MQT-LLAVA, to create new variants. (i) linear vs. log-based token

number selection. We replace our linear growth elastic tokens, i.e., m ∈ {2, 4, 6, . . . , 252, 254, 256}

to the log-based approach of MRL, i.e., m ∈ {2, 4, 8, 16, . . . , 128, 256}. This results in an average

accuracy of 57.3%, 2.1% lower than MQT-LLAVA, validating our hypothesis that gradually

compressing the visual tokens helps the model perform better than log-based choices. (ii) query

transformer architecture. As mentioned in §2.2, we choose to first perform cross-attention between
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Method VisWiz SQAI VQAv2 GQA POPE MMEP MMEC MMMU MMB LLaVAW MM-Vet Avg

QT-LLaVA (Baseline) 51.1 68.1 76.8∗ 61.5∗ 84.1 1431.2 348.2 34.3 64.0 63.9 27.9 58.8

MQT-LLAVA (Ours) 53.1 67.6 76.8∗ 61.6∗ 84.4 1434.5 353.6 34.8 64.3 64.6 29.8 59.4
w/ Log-based Matryoshka Tokens 51.2 67.4 75.6∗ 60.3∗ 83.2 1418.9 314.1 32.8 62.6 59.2 27.3 57.3
w/ Project then Attention 50.5 66.8 73.4 57.1 82.3 1382.8 317.5 32.7 61.4 60.0 29.5 56.6
w/ First-stage training with Query Transformer 51.6 67.2 75.9∗ 60.5∗ 82.6 1378.6 295.4 33.2 63.1 56.5 26.8 56.7

Table 2.2: For simplicity in ablation studies, we evaluate all the models with 256 visual tokens. All
models are trained with the same hyperparameters.

query tokens and visual features, then project the learned visual tokens to the LLM. We call this

technique “attention then projection”. The alternative variant is “projection then attention”, which

achieves lowest average performance, with a score of 56.6%. This suggests that directly applying

the attention mechanism helps preserve the rich grid features, making them better projected to the

LLM. (iii) first-stage pretraining with query transformer. As mentioned in §2.3.1, we choose to

apply our elastic training paradigm only during the second stage. Experimental results demonstrate

that adopting elastic training during the first stage leads average performance dropped by 2.7%.

We hypothesize that the first stage aims to align the randomly initialized query tokens with vision-

language awareness. Therefore, it is important to train all 256 tokens with this prior knowledge

before reducing the number of tokens in the second stage.

2.5 Conclusion

In this work, we present MQT-LLAVA, a single vision-language model that enables elastic inference

on various downstream tasks and computation resources. We demonstrate that our model achieves

performance comparable to or better than training with a fixed number tokens. MQT-LLAVA

matches the performance of LLaVA-1.5 across 11 benchmarks using less than half the number

of visual tokens, and outperforms LLaVA-1.5 in 6 out of 11 benchmarks. We achieve an 8x less

TFLOPs when reducing to 16 tokens while only sacrificing the performance on MMBench by 2.4

points. We hope our exploration of the trade-off between the accuracy and computational cost

caused by the number of visual tokens will facilitate future research to achieve the best of both

worlds.
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Chapter 3

Advance Hallucination and Informativeness

Evaluation of LVLM

3.1 Introduction

Large Vision-Language Models (LVLMs) Chen et al. [2023a], Liu et al. [2023b], OpenAI [2023]

have shown remarkable performance across a broad range of vision-language tasks. Despite the

promising progress, the issue of hallucinations has emerged as a critical concern. Hallucination

refers to the generation of plausible-sounding but inaccurate or fabricated textual descriptions for a

given image, which can compromise the reliability and trustworthiness of the models.

Recent studies have proposed various methods to evaluate models’ generative hallucinations

Jing et al. [2023], Wang et al. [2023a], Zhai et al. [2023] and discriminative hallucinations Guan

et al. [2023], Li et al. [2023c], Lovenia et al. [2023]. However, they predominantly focus on

hallucinations concerning object existence and their faithfulness within generated content, often

neglecting other critical types of hallucinations and the assessment of coverage. This oversight

can result in a lack of attention to the variety and depth of hallucinations that may occur beyond

The contents of this chapter appeared in paper Qiu et al. [2024]
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Evaluation Hallucination Type Human Faithfulness Coverage Open Vocab.

Method Object Attribute Relation Annotation Generation

POPE ✓ ✗ ✗ ✗ ✓ ✗ ✗

HaELM ✓ ? ? ✗ ✓ ✗ ✓

HallusionBench ✓ ? ? ✓ ✓ ✗ ✗

Halle-Switch ✓ ✗ ✗ ✗ ✓ ✓ ✓

NOPE ✓ ✗ ✗ ✗ ✓ ✗ ✗

Bingo ? ? ? ? ✓ ✗ ✗

FaithScore ✓ ✓ ✓ ✗ ✓ ✗ ✓

AMBER ✓ ✓ ✓ ✓ ✓ ✓ ✗

MERLIM ✓ ✗ ✗ ✗ ✓ ✗ ✗

Ours (VALOR-EVAL) ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 3.1: Comparison of existing hallucination evaluation benchmarks for LVLMs, including POPE
Li et al. [2023c], HaELM Wang et al. [2023a], HallusionBench Guan et al. [2023], Halle-Switch
Zhai et al. [2023], NOPE Lovenia et al. [2023], Bingo Cui et al. [2023], FaithScore Jing et al. [2023],
AMBER Wang et al. [2023b], MERLIM Villa et al. [2023]. ? refers to features not explicitly
mentioned in the paper. Open Vocab represents evaluating free-form generated captions without
constraints to pre-defined vocabulary.

object identification, such as attributes and relations. Furthermore, these evaluation methods are

often constrained by a predefined vocabulary, thus are inherently limited to fully appreciating the

richness of the free-form generated captions. Specifically, the evaluation metrics may not capture

novel expressions that extend beyond the predetermined vocabulary.

In contrast to prior studies, we introduce a human-annotated multi-dimensional evaluation

benchmark VALOR-BENCH
1 by breaking down hallucinations into three categories: object

(existence), attributes (color and count), and relations (positional and comparative). In addition, to

make the test cases challenging, we utilize the associative biases Li et al. [2023c], Zhou et al. [2023]

presented in training datasets to select images with only one component of commonly co-occurred

pairs or groups, leading models to mistakenly generate associated elements that are not present. Our

experimental findings validate the effectiveness of this methodology in exposing the susceptibility

of current LVLMs to such biases.

In addition to constructing the benchmark dataset, we also propose a new evaluation framework,

VALOR-EVAL. Existing evaluation frameworks such as the widely used CHAIR Rohrbach et al.

[2018] metric, exhibit several major constraints. First, they rely on a predefined vocabulary, limiting

their ability to identify hallucinations in an open vocabulary setting where semantic nuances –

1VALOR is short for vision-language attribute, relation, and object coverage and faithfulness.
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such as synonyms and variations – are prevalent in model outputs and references. Additionally,

focusing exclusively on hallucination overlooking the aspect of coverage, resulting in a preference

for precise but uninformative model outputs. To address these issues, our propose VALOR-EVAL

metric generalizes CHAIR by incorporating an LLM in a two-stage design, enhancing the capability

to evaluate open vocabulary hallucination across object, attribute, and relation dimensions while

also considering coverage. We provide a detailed comparison of existing evaluation methods in

Table 3.1.

We conduct comprehensive evaluations on 10 established LVLMs across multiple dimensions

with VALOR-BENCH. Our findings reveal that some LVLMs tend to prioritize precision over

coverage, leading to predictions with high accuracy but limited scope. This observation underscores

the need for the community to focus on achieving an balance between faithfulness and coverage in

LVLMs.

3.2 VALOR-BENCH

In this section, we detail the methodology employed to create the benchmark, which aims to evaluate

the hallucination issues of LVLMs. Constructing this benchmark involves two principle phases: the

collection of images (Section 3.2.1) and their subsequent annotation (Section 3.2.2).

3.2.1 Image Collection

We aim to select images that can effectively expose the issue of model hallucinations. We

hypothesize that when models are repeatedly exposed to specific combinations of features – such as

object existence, object attributes, and object relations – during training, they develop a pronounced

associative bias, which leads the models to expect these co-occurring features in similar situations.

Consequently, when a model encounters an image containing only one element of a familiar

combination, it may erroneously infer the presence of the associated feature. This associative bias

is one primary source of model hallucinations Li et al. [2023c], Zhou et al. [2023]. To explore this
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Figure 3.1: Overview of VALOR-EVAL evaluation framework: (1) Firstly, LVLMs generate
captions from VALOR-BENCH benchmark images. (2) Following this, LLMs are employed to
extract pivotal features that encapsulate from the generated descriptions. (3) Subsequently, these
features are aligned with a pre-defined list of ground-truth features using LLMs, facilitating the
creation of two essential outputs: a dictionary of matched features and a more extensive dictionary
encompassing broader conceptual matches. (4) Finally, we calculate two key metrics: faithfulness
and coverage. These metrics measure the LVLMs’ comprehension by evaluating how well the
generated captions encapsulate the salient features of the images and the breadth of concepts they
cover, respectively.

phenomenon, we initially analyze the co-occurrence statistics of object-object, object-attribute, and

object-relation-object combinations within the extensively annotated GQA Hudson and Manning

[2019a] dataset. We then curate a collection of images representing frequently and infrequently

co-occur (object, object), (object, attribute), (object, relation, object) tuples. By doing so, we

identify the most challenging images to construct a benchmark, to which we then add detailed

human annotations for later thorough evaluation.

We first outline the definition (Section 3.2.1), then explain the process for calculating co-

occurrence statistics (Section 3.2.1), and finally describe the steps for using these dependencies to

select images (Section 3.2.1).
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Definition We first define three principal features to assess hallucination issues in LVLMs. The

first feature, Object existence (object-object), encompasses all visual entities within an image,

covering both foreground and background elements. The second feature, Attribute (object-attribute),

focuses on the characteristics of objects, with a particular emphasis on color and counting. Our

analysis within this category is divided into two segments: object and people. For objects, we

concentrate on the color and count of each item not related to people (e.g., six green apples on the

table). For people, we highlight the colors of attire and the total number of individuals depicted

(e.g., a woman who is wearing a red jacket). The third feature, Relation (object-relation-object),

pertains to the relational information between the objects in the image. Here, we focus on positional

and comparative relation. Specifically, the positional relation tests the relative position between the

objects, while the comparative relation analyzes the understanding of “which object is larger than

the other.”

Quantifying Co-Occurring Features To utilize co-occurring features effectively, the first step

involves computing the statistical dependencies between different features. This analysis aids in

identifying dominant co-occurrence patterns in the data, thereby spotlighting features with strong

associations that the model might have internalized. We employ two statistical methods to determine

these dependencies – frequencies and conditional probabilities. Frequency provides insights by

quantifying the frequency of specific features in conjunction with particular objects, attributes, or

relations, thereby illuminating the raw distribution of these features throughout the dataset. To delve

deeper, we calculate the conditional probability, which quantifies the likelihood of encountering a

specific feature given the presence of an object:

P(feature∣object) = Frequency(feature, object)
Frequency(object) , (3.1)

where feature ∈ {object, attribute, relation}. Our goal is to identify objects whose conditional

probability distributions exhibit significant skew. To achieve this, we explore five distinct metrics

based on conditional probabilities. Detailed definitions of these five metrics are provided in
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Appendix B.2.

Utilizing Co-Occurrence Statistics for Image Extraction Leveraging the identified co-

occurrence statistics, we systematically extract images from existing datasets. The process includes

several critical steps:

1. Identify objects (O) that exhibit the most pronounced co-occurrence dependencies, including

frequency and conditional probabilities:

O = {arg max
o

P (f∣o)∣f ∈ F}, (3.2)

where F denotes the set of all features (including object, attribute, and relation) annotated

in the dataset, o represents any object annotated in the dataset, and P signifies all statistical

dependencies, including frequencies and five kinds of conditional probabilities.

2. Select features that are minimally associated with each identified object in O, denoted as set

I, thereby spotlighting instances where common co-occurrences are absent:

I = {arg min
i

P (i∣o)∣i ∈ Fo, o ∈ O}, (3.3)

where Fo denotes the set of all features (including object, attribute, and relation) annotated in

the dataset related to object o and P signifies all statistical dependencies.

3. Determine features that are most frequently co-occurring with each identified object in O,

denoted as set H, serving as strong associative tendencies:

H = {arg max
h

P (h∣o)∣h ∈ Fo, o ∈ O}, (3.4)

where Fo denotes the set of all features (including object, attribute, and relation) annotated in

the dataset related to object o and P signifies all statistical dependencies.

4. Collect images C for each feature in I corresponding to an object in O, with the chosen

images including the specified feature and object, yet excluding any features from H, to create

clear cases for testing the model’s associative bias:

C = {c ∶ (o, f)∣o ∈ O, f ∈ I, and f /∈ H} (3.5)
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where c denotes an image that contains the object o characterized by the feature f .

For each feature defined in Section 3.2.1, we adhere to the outlined steps to extract images from

the GQA dataset. Subsequently, we manually review the collected images by two expert annotators

to ensure that only those of high quality and with clear annotations are retained. These procedures

enable us to amass a collection of images for evaluating the object existence and the relations.

However, extracting images that accurately represent specific attributes proved to be challenging

due to the limited attribute annotations in GQA. To overcome this, we source copyright-free images

from the Internet2, guided by the attribute-related statistics gathered in the previous step. The

statistics of our proposed benchmark are detailed in Table 3.2.

3.2.2 Annotation

For each image within the distinct feature subsets, we manually annotate them based on existing

annotations, adhering to the definitions discussed in Section 3.2.1. Figure 3.1 illustrates three

examples in the object, attribute, and relation subsets from our collected benchmark. Below, we

discuss the details of these annotations.

Object Existence. Through manual verification of existing annotations, we enhance the dataset

by including additional annotations to ensure all visual entities within an image are accounted for.

This contains both foreground and background entities. For example, in an image showing “a lady

sitting on a bench in front of a building,” the objects to be annotated are the “lady,” “bench,” and

“building.”

Attributes. In a similar vein to the approach adopted in the object subset, we further enhance

images by appending detailed attribute annotations to the depicted objects. Our analysis within

this category bifurcates into two subsets: object and people. Within the object sub-category, for an

image described as “two green apples on a white table,” the identified attributes are “(green, apple)”

2We use Pixel, a free stock photos platform: https://www.pexels.com/ for image retrieval.
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Category Sub-Category # Images Source

Object Existence - 50 GQA

Attribute
Object 27 Pixel
People 34 Pixel

Relation
Positional 50 GQA

Comparative 50 GQA

Table 3.2: In the VALOR-BENCH benchmark, we categorize images into three main areas: object
existence, attributes, and relations, as outlined in Section 3.2.1 and Section 3.2.1. Attributes are
further split into object (focusing on color and count of each item not related to people) and people
(emphasizing the attire colors and the total number of individuals. For relations, we examine both
positional relations between objects and comparative sizes.

for each apple and “(white, table)” for the table. For people sub-category, in a scene showing “a

woman wearing a red jacket with black shoes,” the identified attribute is “(woman, (red, jacket),

(black, shoes))”.

Relations. In our benchmark, we capture positional relations between objects. For instance, the

statement “the bed is to the left of the table” illustrates the positional relation between “bed” and

“table”. Conversely, the inverse statement “the table is to the right of the bed” is equally valid and is

annotated accordingly. Additionally, we annotate descriptions such as “a bed is on the left side of

the image” to denote the positional relations of objects at the image level. For comparative relations,

we use an annotation scheme that assigns a numerical rank based on object size, ordering objects

from largest to smallest (e.g., “1. bed, 2. table, 3. cup”).

Ultimately, VALOR-BENCH provides a set of tuples (I, FG, pG), where I denotes the image,

FG is the feature annotations of the image, and pG represents the prompt designed for LVLMs

generation. The designed prompts pG are shown in Section B.3 for each subset – object, attribute,

and relation.

3.3 VALOR-EVAL

We propose a framework VALOR-EVAL that generalizes CHAIR, a metric that is widely adopted

in existing studies Wang et al. [2023b], Zhai et al. [2023], by introducing semantic matching and
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incorporating both the faithfulness and coverage aspects into the evaluation. As shown in Figure 3.1,

our evaluation process has two steps: feature extraction and matching (Section 3.3.1) and scoring

(Section 3.3.2).

3.3.1 Feature Extraction and Matching

We start the process by generating an initial response, denoted as R, using a specific LVLM with

the input pair (I, pG), where I denotes the image and pG represents the prompt designed for

LVLMs generation from VALOR-BENCH. Then, we leverage an LLM to analyze R and extract

key features. This is achieved through a series of prompts pE , outlined in Section B.4, which are

designed to extract features from object existence, attributes, and relations, respectively, resulting

in a comprehensive list of extracted features from R, denoted as FR = {fR1 , fR2 , ..., fRm
}. Next,

we utilize an LLM to align the extracted features list FR with a pre-annotated ground-truth features

list FG = {fG1 , fG2 , ..., fGm
} from VALOR-BENCH. This alignment is facilitated through a set

of carefully crafted prompts pM , outlined in Section B.5, tailored to each feature subset, aiming

to identify correlations and correspondences. Unlike previous evaluation metrics that rely on a

fixed feature list and direct mapping, our approach eschews pre-processing and instead utilizes

LLMs’ language comprehension capabilities to semantically match extracted features with their

ground-truth counterparts. This process yields two key outputs: matched features dictionary (DM )

and broader conceptual matches dictionary (DB).

DM contains features fRi′m
from fR that semantically aligned with the features fGim

from

FG, ensuring precision. For example, if we have the extracted “(plaid, shirts)” and the candidate

ground-truth feature is “(checkered, shirt),” we can establish a match between these two because

“plaid” and “checkered” are conceptually similar patterns often used interchangeably in the context

of textiles.

DB includes features fRj′n
from fR that have broader conceptual meanings than the features fGjn

from FG, adding conceptual depth to the evaluation. For instance, if we have the extracted “(red,

clothes)” from an image, and the ground-truth annotation is “(red, dress),” we can still consider
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these features to match. This is because “clothes” is a broader category that encompasses “dress.”

Therefore, despite the slight difference in specificity, the extracted features can be aligned with

the ground-truth annotations based on their semantic relationship, where “dress” is a sub-type of

“clothes.”

3.3.2 Evaluation Metrics

We introduce two metrics to evaluate the hallucinations in two dimensions: faithfulness and coverage

based on the original CHAIR metric.

Faithfulness. In the context of image captioning, faithfulness measures how closely captions

match an image’s content, emphasizing accuracy in depicting visual elements and their attributes

and relations without introducing hallucinations. It is calculated by comparing generated features

against actual image features, considering both direct (DM ) and broader conceptual similarities

(DB):

Faithfulness(R, FG) =
∣DM ∪ set(DB)∣

∣FR∣
∈ [0, 1]. (3.6)

Coverage. It measures the comprehensiveness of the generated captions in capturing the key

elements and attributes depicted in the image. It evaluates the proportion of ground-truth features

that are successfully captured in the generated response, only through direct matches (DM ):

Coverage(R, FG) =
∣set(DM)∣

∣FG∣
∈ [0, 1]. (3.7)

3.4 Experiment

In this section, we perform experiments to evaluate different existing LVLMs within our proposed

framework (Section 3.4.1). We also present evidence demonstrating that our evaluation methodology

aligns closely with human judgment (Section 3.4.2). Additionally, we explore the significance of
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Model

Object Attribute Relation Average
Faithful.

Score
(%)

Average
Cover.
Score
(%)

Existence Color & Counting Positional Comparative

Object People

Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑ Faithful↑ Cover↑

InstructBLIP 74.5 24.8 72.0 23.9 47.1 9.3 50.0 13.6 66.9 35.6 62.1 21.44
LLaVA-1.5 72.1 24.7 74.6 37.8 43.3 12.1 64.8 14.9 51.9 40.1 61.34 25.92
MiniGPT-4 v2 65.0 25.4 64.5 17.9 38.9 11.6 38.8 33.1 44.7 11.2 50.38 19.84
mPLUG-Owl2 71.5 24.8 79.9 32.7 39.7 16.2 45.2 10.8 41.6 30.6 55.58 23.02
BLIVA 77.7 21.9 73.3 24.3 37.6 11.6 39.5 9.7 68.0 29.9 59.22 19.48
CogVLM 71.2 35.5 75.3 24.3 43.7 22.4 51.9 10.5 49.0 35.9 58.22 25.72
InternLM-XComposer2 82.5 23.9 75.8 26.3 50.4 13.8 62.6 11.1 64.1 38.4 67.08 22.7
Qwen-VL-Chat 70.6 28.4 75.1 38.6 38.8 16.0 56.9 8.5 51.9 24.3 58.66 23.16
Emu2 94.2 14.1 66.7 10.4 54.3 1.9 72.2 1.8 87.5 12.3 74.98 8.1
GPT-4V 61.6 38.8 78.5 36.3 34.7 23.8 46.7 12.6 51.6∗ 28.5∗ 54.62 28.0

Table 3.3: The overall evaluation results of object existence, attribute, and relation hallucination in
VALOR-BENCH using GPT-4 as the LLM Agent within VALOR-EVAL. The highest is highlighted
in blue , while the worst performance is highlighted in yellow . Faithfulness and coverage scores
are in percentage (%). For images that contain people, GPT-4V refrains from generating comments,
and we marked this score with an asterisk (∗).

each design aspect of our framework through ablation studies (Section 3.4.3). Finally, we showcase

qualitative examples to illustrate our findings (Section 3.4.4).

3.4.1 Model Coverage-Faithfulness Evaluation

We use the framework VALOR-EVAL to evaluate various LVLMs listed in Table B.1 in the

Appendix B.1, employing GPT-4 as the evaluation LLM agent.

In the evaluation of various models, as shown in Table 3.3, Emu2 distinguishes itself by achieving

the highest average faithfulness score of 74.98, signifying its consistent capability to generate

responses that accurately reflect the content of the input image. However, Emu2’s performance

in terms of coverage is less impressive, with the lowest average score of 8.1, suggesting that its

responses, while accurate, may not comprehensively cover all elements of the image. When broken

down into specific dimensions, Emu2 excels in faithfulness across categories – scoring 94.2 in object

existence, 54.3 in attribute-people, 72.2 in relation-positional, and 87.5 in relation-comparative.

Conversely, it lags in coverage, with scores of 14.1 in object existence, 10.4 in attribute-object,

1.9 in attribute-people, and 1.8 in relation-positional. These results point to a potential trade-off
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between faithfulness and coverage in Emu2’s design, where the model prioritizes accuracy at the

expense of a broader scope in its responses. This pattern supports the initial hypothesis that some

LVLMs may intentionally sacrifice coverage to improve the precision of their outputs.

Meanwhile, GPT-4V(ision) distinguishes itself with an unparalleled average coverage score

of 28.0, showcasing its adeptness in encapsulating a wide array of features from the input image.

This indicates that GPT-4V excels in recognizing and addressing diverse elements within images,

although it does not necessarily always maintain the highest accuracy, as seen in its lower faithfulness

score of 61.6. Particularly in evaluations concerning the existence of objects, GPT-4V leads with

the highest coverage score of 38.8, underlining its comprehensive approach to object detection. This

approach tends to favor inclusivity, which might lead to the occasional identification of objects that

are not present in the image. Furthermore, in evaluations focused on attributes related to people,

GPT-4V again achieves the highest coverage score of 54.3. However, this comes with a trade-off,

as it also exhibits a higher tendency towards hallucinations compared to other models, indicating

a propensity to generate details or elements that may not be grounded in the actual content of the

image.

Models such as LLaVA-1.5 and CogVLM showcase a more equitable performance, achieving

respectable scores in both faithfulness and coverage metrics. This highlights their capability to

provide responses that are not only precise but also encompassing. Notably, LLaVA-1.5 stands out

for its remarkable outcomes, achieved through the efficient use of training data, underscoring the

significance of leveraging high-quality instruction-tuning data to enhance model performance.

3.4.2 Effectiveness of Evaluation Framework

To demonstrate the effectiveness and reliability of our LLM-based automatic evaluation pipeline,

we conduct experiments to evaluate if our evaluation framework correlates with human evaluations

in both faithfulness and coverage dimensions. Specifically, we have human and our GPT-4-based
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Category Sub-Category Faithful. (ρ) Cover (ρ)

Object Existence - 0.91 0.89

Attribute
Object 0.99 0.98
People 0.98 0.96

Relation
Positional 0.78 0.86

Comparative 0.92 0.98

Table 3.4: Pearson correlation (ρ) between our GPT-4-based evaluation framework VALOR-EVAL

and human judgements.

evaluation method evaluate InstructBLIP outputs and compute the Pearson correlation (ρ) score3.

As shown in Table 3.4, for object existence, the findings reveal a significantly strong Pearson

correlation of 0.91 for faithfulness and 0.89 for coverage, effectively rejecting the null hypothesis

that posits no correlation between the two evaluation methodologies, with a compelling p-value

of 0. Additionally, our study achieved a notably high correlation of 0.98 in attribute recognition

and comparative relations. When evaluating positional relations, which tend to involve longer and

more complex descriptions, the correlation scores were not as high as those observed in the other

categories but still indicated a very high level of correlation, with 0.78 in faithfulness and 0.86 in

coverage. These results affirm the comparability of our automatic evaluation metrics to human

evaluation in terms of both efficacy and reliability.

3.4.3 Ablation Study

In this section, we serve to answer two questions and discuss our findings.

1. How does our co-occurrence data selection method compare to other alternatives?

To illustrate the effectiveness of the co-occurrence data selection method, we set up a baseline of

randomly selecting 50 images in the GQA validation split and applying human annotations, the same

as for our dataset. For the ablation study, we focus on the well-studied object hallucination. We

evaluate three popular models representing query tokens-based image features (InstructBLIP), linear

projection-based features (LLaVA-1.5), and advanced commercial LVLMs (GPT-4V). As shown in

3We opt for Pearson correlation as our assessment metric due to its suitability for measuring linear relationships, as
opposed to Spearman’s rank correlation, which is more attuned to monotonic relationships.
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Model InstructBLIP LLaVA-1.5 GPT-4V

Evaluation data: randomly selected
Faithfulness 76.5 84.5 64.1
Coverage 24.3 26.3 41.2

Evaluation data: co-occurrence selected (Ours)
Faithfulness 74.5 (-2.0) 72.1 (-12.4) 61.6 (-2.5)
Coverage 24.8 (+0.5) 24.7 (-1.6) 38.8 (-2.4)

Table 3.5: Model performance comparison on our data selection method against random selection.
Faithfulness and coverage scores are in percentage (%).

Table 3.5, all models tend to produce more hallucinations and exhibit significantly lower faithfulness

compared to our benchmark. Notably, LLaVA-1.5 scores 12.4 points lower in faithfulness when

evaluated against our benchmark. This suggests that our benchmark is challenging due to its reliance

on co-occurrence selection. Additionally, the coverage scores for both LLaVA-1.5 and GPT-4V

decreased. Upon further analysis through human review, we discover that our benchmark, on

average, contains 1.69 more objects than images selected at random. This finding indicates that

our data selection method can incorporate more complex objects compared to the random selection

approach commonly used in other benchmark constructions.

2. How does our LLM-based evaluation framework compare with LLM-free evaluation?

We compare our proposed LLM agent augmented framework against the original CHAIR metric

which is adopted by all previous studies. Because the CHAIR metric is limited to evaluating only

80 objects from the MSCOCO dataset, for a fair comparison, we randomly select 20 COCO images

and re-annotate them for analysis alongside the CHAIR metric. We have made these annotations

publicly available, adhering to the same list of synonyms used in the original CHAIR metric. To

conduct this comparison, we utilize two accuracy scores. For Acc (F), we assess the performance

by comparing the number of hallucinated objects identified by the metric against the ground-truth

hallucinated objects in the caption. If an object is incorrectly identified as hallucinated when it is

not, the metric imposes a penalty of -1. This score aligns with the matching phase of our framework,

ensuring a thorough evaluation of hallucination detection accuracy. For Acc (C), we calculate the

number of objects detected by metric over the unique objects mentioned in the caption, assessing
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Metric F.↑ C.↑ Acc (F)↑ Acc (C)↑
Model: InstructBLIP
CHAIR 75.0 34.3 11.11 80.66
CHAIRLLM (Ours) 76.9 30.4 88.89 (+77.78) 100.0 (+19.34)

Model: LLaVA-1.5
CHAIR 74.3 34.1 30.00 83.52
CHAIRLLM (Ours) 81.5 27.0 90.00 (+60.00) 97.08 (+13.56)

Model: GPT-4V
CHAIR 79.3 54.8 5.88 82.35
CHAIRLLM (Ours) 69.7 57.9 82.35 (+76.47) 98.17 (+15.82)

Table 3.6: Comparison of LLM-augmented CHAIR with original CHAIR metric. Here, F. and
C. denote faithfulness and coverage scores in percentage (%). Acc (F) represents the average
percentage of hallucinated objects detected by the metric. Acc (C) denotes the average percentage
of objects detected by metric.

our extraction phase’s efficiency. As shown in Table 3.6, our framework significantly outperforms

in both faithfulness and coverage accuracy by a large amount. This improvement is due to our

framework’s open vocabulary matching ability, unlike the original CHAIR approach that struggles

with new expressions without pre-defined synonyms. Notably, with complex models like GPT-4V,

CHAIR’s faithfulness accuracy drops to 5.88, highlighting our method’s strength in managing

diverse object descriptions.

Moreover, the limitation of CHAIR’s pre-defined object list extends to its inability to account

for potential hallucinated objects, which are essential for differentiating between mere words and

actual objects in captions. This leads to its failure in detecting hallucinated objects, resulting

in performance degradation. In contrast, our method overcomes this by using an automatically

extracted object list that dynamically matches objects, avoiding this limitation. Although approaches

like Wang et al. [2023b] attempt to address this by including a selection of potential hallucinated

objects, they cannot guarantee coverage of all possible hallucinated objects, particularly in complex

outputs from advanced LVLMs that generate extensive captions.
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3.4.4 Qualitative Results

We illustrate the qualitative results of three representative models in Figure B.1, Figure B.2 and

Figure B.3 in the Appendix B.6. Each model exhibited instances of hallucination in these examples

from our evaluation benchmark VALOR-BENCH. Notably, while GPT-4V generates the most

comprehensive results, it is also more prone to producing hallucinations.

3.5 Conclusion

We introduce a comprehensive multi-dimensional benchmark, named VALOR-BENCH, dedicated

to the evaluation of LVLMs, with a particular focus on measuring hallucinations in generative tasks.

Our benchmark categorizes hallucinations into three distinct types – object, attribute, and relation

– offering a detailed understanding of model inaccuracies. Furthermore, our novel evaluation

framework, referred to as VALOR-EVAL, employs a two-stage approach that integrates an LLM,

effectively addressing the complexities related to open vocabularies, semantic similarities, and the

intricate assessment of attributes and relationships. This method significantly enhances the precision

and depth of image captioning evaluations compared to previous methods. Our experimental

findings highlight the persistent challenges in this field, demonstrating that even state-of-the-art

models such as GPT-4V, are prone to a considerable degree of hallucination. This study emphasizes

the imperative for continuous advancements in LVLM evaluation techniques and establishes a new

benchmark for future endeavors aimed at reducing hallucination and bolstering the reliability of

content generated by LVLMs.
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Chapter 4

Advance LVLM with Visual

Retrieval-Augmented Knowledge

4.1 Introduction

Retrieval-augmented generation (RAG) has emerged as a promising direction in large vision-

language models (LVLMs) [Bai et al., 2023, Chen et al., 2023b, 2024, Hu et al., 2024c, Huang et al.,

2023b, Liu et al., 2023a, McKinzie et al., 2024, OpenAI, 2023, Tong et al., 2024]. By incorporating

external knowledge during generation, models such as Wiki-LLaVA [Caffagni et al., 2024] have

demonstrated improved performance in knowledge-intensive question answering tasks.

There are several existing benchmarks evaluating retrieval-augmented LVLMs. For example,

OK-VQA [Marino et al., 2019] focused on scenarios where the image content alone is insufficient

to answer the questions. A-OKVQA [Schwenk et al., 2022] further extended this dataset to

incorporate additional types of world knowledge. More recent works [Chang et al., 2022, Chen

et al., 2023c, Mensink et al., 2023] further expanded and curated large-scale knowledge base data to

evaluate pre-trained vision and language models in knowledge-intensive and information-seeking

The contents of this chapter appeared in paper Hu et al. [2024b]
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Hard to be identified and correlated with text.
No related knowledge can be found. ❌

1.Retrieving correct textual knowledge is hard

Example from (Perspective: Angle)

Q: Can you identify the specific 
model of this car?

Retrieve from text corpus:

More angles of this car can be found!
The car can be more easily identified!  ✅

Retrieve from image corpus (Our focus) :

“Strawberry is a widely grown hybrid species of 
the genus Fragaria in the rose family ……” ❌

2. Retrieved correct textual knowledge is not useful 

Example from (Transformative: Biological)

Q: What is not likely to happen 
       when this fruit goes bad?

Retrieve from text corpus:

More images of strawberry goes bad are 
found!  ✅

Retrieve from image corpus (Our focus) :

Previous Benchmarks
Retrieve textual-intensive knowledge 

Encyclopedic VQA

We focus on scenarios where

Infoseek 

WebQA

Figure 4.1: Example scenarios from MRAG-BENCH. Previous benchmarks [Chang et al., 2022,
Chen et al., 2023c, Mensink et al., 2023] mainly focused on retrieving from textual knowledge.
However, there are scenarios where retrieving correct textual knowledge is hard and sometimes not
as useful as visual knowledge.

visual questions. However, as shown in Table 4.1, these benchmarks remain text-centric, as their

questions can often be resolved with related external textual knowledge. In contrast, retrieving

visual information is sometimes more beneficial than retrieving text, as humans often gain greater

insights from it. Specifically, we illustrate examples in Figure 4.1 where retrieving correct textual

knowledge can be hard and retrieved textual knowledge can be useless, while retrieving additional

images is helpful. For instance, when presented with a top-down view of a car, humans may struggle

to accurately identify it; however, with a front-facing view, they can quickly recognize the vehicle

and effectively leverage the visual information.

In this paper, we introduce MRAG-BENCH, a benchmark specifically designed for vision-

centric evaluation for retrieval-augmented multimodal models, with visual questions typically

benefit more from retrieving visual knowledge than textual information. MRAG-BENCH consists of

16,130 images and 1,353 human-annotated multi-choice questions spanning 9 distinctive scenarios.

Focusing on utilizing visually augmented knowledge in real-world scenarios, we divide our

benchmark into two aspects: perspective, where changes in visual entity’s perspective requiring

visually augmented knowledge; and transformative, where the visual entity undergoes transformative

change physically thus requiring visually augmented knowledge. Specifically, MRAG-BENCH
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Benchmarks Knowledge Knowledge Multi-Image Diverse
Modality Source Input Scenarios

K-VQA [Shah et al., 2019] Text Wikipedia ✗ ✗
OK-VQA [Marino et al., 2019] Text Wikipedia ✗ ✗
MultiModalQA [Talmor et al., 2021] Text Wikipedia ✗ ✗
ManyModalQA [Hannan et al., 2020] Text Wikipedia ✗ ✓
A-OKVQA [Schwenk et al., 2022] Text Common/World ✗ ✗
ViQuAE [Lerner et al., 2022] Text Wikipedia ✗ ✗
WebQA [Chang et al., 2022] Text/Caption Wikipedia ✗ ✗
Encyclopedia VQA [Mensink et al., 2023] Text Wikipedia ✗ ✗
InfoSeek [Chen et al., 2023c] Text Wikipedia ✗ ✗

MRAG-BENCH (Ours) Image ✓ ✓

Table 4.1: Compared with previous works, MRAG-BENCH focuses on evaluating LVLMs
in utilizing vision-centric retrieval-augmented multimodal knowledge. “Diverse scenarios”
refers to whether a benchmark categorized different scenarios during evaluation. : Web, :
ImageNet [Russakovsky et al., 2015], : Flowers102 [Nilsback and Zisserman, 2008], :
StanfordCars [Krause et al., 2013].

requires models to reason about visual entities that undergo perspective changes, such as angle,

partial, scope and occlusion, as well as transformative changes, such as temporal, incomplete,

biological and deformations. Additionally, MRAG-BENCH includes 9,673 human-selected images,

which serves as the ground-truth image knowledge corpus for model evaluation.

We conduct extensive experiments on MRAG-BENCH to evaluate 10 open-source and 4

proprietary LVLMs. The results confirm that MRAG-BENCH is vision-centric, as all LVLMs show

greater improvements when augmented with images compared to textual knowledge. Our results

indicate that the best-performing GPT-4o model only achieve 68.68% and 74.5% of accuracy without

RAG knowledge and with ground-truth (GT) RAG knowledge, respectively. This substantially

outperforms the best open-source model LLaVA-OneVision by 15.39% and 15.52%, respectively.

Notably, we observe while all models improve with GT knowledge, only proprietary models are able

to effectively utilize noisy retrieved multimodal knowledge. This indicates the gap between open-

source and close-source models still exists. Open-source models are falling short on their parametric

knowledge and the ability to distinguish between high-quality and poor-quality retrieved visually

augmented examples. In comparison to humans, GPT-4o achieves only a 5.82% improvement when

augmented with GT knowledge and 0.28% with retrieved knowledge, whereas humans demonstrate
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Statistic Number

Total questions 1,353
- Multiple-choice questions 1,353 (100%)
- Questions newly annotated 1,353 (100%)

Total Scenarios 9
Unique number of questions 375
Unique number of answers 663

Total number of images 16,130
Unique number of images 16,130
Human selected images 9,673
Average image size (px) 1076 x 851

Maximum question length 20
Maximum answer length 9
Average question length 8.03
Average answer length 2.16

Table 4.2: Key statistics of MRAG-BENCH.

Type
Perspective 57.5%
Transformative 33.6%
Others 8.9%

1353
Type

23.8% Angle
18.2% Partial

7.5% Scope
8.0% Occlude

11.0% Temporal 
7.5% Deform
7.5% Incomplete
7.5% Biological 
8.9% Others

Perspective
57.5%

Transformative
33.6%

Angle
23.8%

Partial
18.2%

Scope
7.5%

Occlude
8.0%

Temporal 
11.0%

Deform
7.5%

Incomplete
7.5%

Biological 
7.5%

Others
8.9%

Chart Title

1 2 3 4 5 6 7 8 9

Figure 4.2: Scenarios distribution of MRAG-BENCH.

a 33.16% and 22.91% improvement, respectively. These results highlight the importance of MRAG-

BENCH in encouraging the community to develop LVLMs better utilizing of visually augmented

knowledge.

4.2 MRAG-BENCH

4.2.1 Benchmark Overview

Our benchmark is designed for systematic evaluation of LVLM’s vision-centric multimodal RAG

abilities. To achieve this, we focus on evaluating the model’s understanding of image objects that

are not commonly associated with its knowledge base, while the collected ground-truth images

can help incentivize specific visual concepts within LVLMs’ memory. Therefore, we divide our

benchmark into two main aspects, as illustrated in the examples in Figure 4.1:

• perspective, refers to the challenges in visual recognition and reasoning that arise when a

visual entity is presented from varying viewpoints, scopes, or levels of visibility.

• transformative, refers to the challenges that arise when a visual entity undergoes fine-grained

physical transformations, making it unfamiliar or not easily associated with the model’s prior
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knowledge.

MRAG-BENCH consists of 16,130 images and 1,353 multiple choice questions, with key statistics

shown in Table 4.2. MRAG-BENCH adheres to the following design principles: (1) it focuses

on real-world scenarios where visually augmented information is useful; (2) it incorporates 9

diverse multimodal RAG scenarios covering various types of image objects; (3) it features cleaned

ground-truth images for each question that align with human knowledge; and (4) it provides robust

evaluation settings for deterministic evaluations. Unlike previous works focus on retrieving textual

knowledge, evaluation on MRAG-BENCH focuses on retrieving vision-centric knowledge, which

can be formulated as follows: Given a query tuple Q composed of (query image, textual question),

the multimodal retriever R returns a set of relevant images I ([i1, i2, ..., iN]), then the LVLM M

take the input (Q, I) and output the final answer.

4.2.2 Benchmark Composition

MRAG-BENCH provides a systematic evaluation across 9 distinctive multimodal RAG scenarios,

with four scenarios focused on the perspective understanding of visual entities, four on

transformative understanding, and one categorized as “others”. As illustrated in Figure 4.2, each

scenario comprises 7.5% to 23.8% of the whole benchmark. The selected examples of each scenario

is shown in Figure 4.3. The details of each scenario are introduced as follows.

Perspective understanding aspect. First, we have perspective aspect comprising [ANGLE],

[PARTIAL], [SCOPE], and [OCCLUSION] dimensions.

• [ANGLE] evaluates the ability of models to utilize visual knowledge of common shooting

angles to identify and reason about less common, long-tailed viewpoints of visual entities.

• [PARTIAL] evaluates the ability of models to use complete appearance knowledge to identify

and reason when only a partial image of the visual entities is available.
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Perspective: Angle
Q: How many petals does this flower
have ?
(a): 6
(b): 7 🌋
(c): 8
(d): 10

Query Image GT Example

Perspective: Partial 
Q: Can you identify the specific 
model of this car?
(a): BMW 1 Series Coupe 2012🌋
(b): BMW M5 Sedan 2010
(c): BMW 3 Series Wagon 2012
(d): BMW M3 Coupe 2012 Query Image GT Example

Perspective: Scope 
Q:  Can you identify which animal 
this is?
(a): Chestnut 🌋
(b): Sorrel 
(c): Bay
(d): Dun Query Image GT Example

Perspective: Occlusion
Q: What kind of animal is this?
(a): Appenzeller Sennenhund
(b): Greater Swiss Mountain Dog 🌋 
(c): Bernese Mountain Dog
(d): EntleBucher

Query Image GT Example

Transformative: Temporal ( Buildings)
Q: What is the name of this structure
once construction is finished?
(a): Panthéon
(b): St. Paul's Cathedral
(c): United States Capitol 🌋
(d): Les Invalides

Query Image GT Example

Transformative: Temporal ( Animals )
Q: What breed is this cat?
(a): Devon Rex
(b): Sphynx 🌋
(c): Cornish Rex
(d): Oriental Shorthair

Query Image GT Example

Transformative : Deformation 
Q: Can you identify the exact 
model of this car?
(a): Porsche 911 Turbo S 🌋
(b): Porsche 911 Carrera S
(c): Porsche 911 GT3 RS
(d): Porsche 911 GT2 RS Query Image GT Example

Transformative : Incomplete
Q: Which keys are absent?
(a): 'F'
(b): 'E’ 🌋 
(c): 'T’ 
(d): 'P'

Query Image GT Example

Transformative : Biological
Q: What feature is this fruit unlikely
 to show after oxidation?
(a): Growth of dark blue mold 🌋
(b): Color changes to brown or dark brown
(c): Growth of fuzzy white mold
(d): Shriveling and formation of wrinkles Query Image GT Example

Others
Q: From which region is this object 
originated?
(a): Americas
(b): SouthEastAsia
(c): EastAsia 🌋
(d): WestAsia Query Image GT Example

GPT-4o Gemini Pro 🌋 LLaVA-Next-Interleave Mantis Ground Truth 

Figure 4.3: Qualitative examples on MRAG-BENCH. For each scenario, we show the result of
GPT-4o [OpenAI, 2023], Gemini Pro [Team et al., 2023], LLaVA-Next-Interleave [Li et al., 2024b]
and Mantis-8B-Siglip [Jiang et al., 2024a]. The ground-truth answer is in blue.

• [SCOPE] evaluates the ability of models to leverage high-resolution, detailed images for

identifying and reasoning about visual entities in longer-scoped, low-resolution images.

• [OCCLUSION] evaluates the ability of models to use ground-truth image knowledge to identify

and reason when visual entities are occluded or partially hidden in natural scenes.

Transformative understanding aspect. On the other hand, the transformative understanding

scenarios cover [TEMPORAL], [DEFORMATION], [INCOMPLETE], and [BIOLOGICAL] dimensions.
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• [TEMPORAL] evaluates the ability of models to use familiar image knowledge to identify and

reason about visual entities undergoing temporal changes that may not be represented in the

model’s knowledge base.

• [DEFORMATION] evaluates the ability of models to use intact physical appearance knowledge

to identify and reason when visual entities undergo deformation not captured in the model’s

knowledge base.

• [INCOMPLETE] evaluates the ability of models to compare and contrast the complete layout

and structure of image knowledge to identify and reason about missing parts and the correct

layout of visual entities.

• [BIOLOGICAL] evaluates the ability of models to utilize image knowledge after biological

transformations of the visual entities.

[OTHERS] aims to evaluate the ability of models to leverage geographic image knowledge to

accurately identify and reason about the correct regions of origin for the visual entities of interest.

All these scenarios work in tandem to comprehensively evaluate LVLMs’ abilities of leveraging

visually augmented knowledge.

4.2.3 Data Collection

As the guidelines discussed in § 4.2.1, our benchmark collection involves a clean ground-truth

image corpus that can resonate with model’s internal knowledge and a query question and image

that challenge model’s memory according to our definition of 9 diverse scenarios. To collect a

dataset for systematic evaluation of vision-centric multimodal RAG scenarios, we manually annotate

all multiple-choice question answering (MCQA) data while sourcing images from either publicly

available datasets or manually scraping them from the web.

Collection of perspective aspect. To collect diverse image objects and knowledge that are not

extensively represented in LVLMs’ memories [Zhang et al., 2024c], we considered three sources of
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data, ImageNet [Russakovsky et al., 2015], Oxford Flowers102 [Nilsback and Zisserman, 2008],

and StanfordCars [Krause et al., 2013]. To construct a high quality image corpus, for each of the

image class that we included in our benchmark, we examined the validation set and excluded the

unqualified images which can’t provide sufficient visual information for the recognition of this

class. Among the selected corpus, we further humanly picked five representative examples covering

the diverse aspects of each class object, as the five ground-truth examples in our experimental

results (See §4.3). For constructing the query images, we adhered to our scenario definitions and

manually selected qualified images for the [ANGLE], [SCOPE], and [OCCLUSION] scenarios. For

the [PARTIAL] scenario, we randomly cropped images by 50% in both height and width. Then

we performed another human inspection to ensure the quality of the cropped images, filtering out

examples where the visual object did not occupy the dominant area of the image. We repeated the

random cropping process until satisfactory images were obtained, filtering to 20.4 GT images per

question on average.

Collection of transformative aspect. We chose to manually scrape images from the web based

on the definitions of the transformative aspect. To construct the image corpus, we employed Bing

Image Search for each of the image object keyword predefined by us, please refer to Appendix C.1.1

for more details. We filtered out image objects that did not form a clear transformative pair between

the query image and the ground-truth image, retaining approximately 74% of the keyword names in

the process. For ground-truth image examples, we employed automatic scripts to download the top

15 images related to its keyword names and human filtered out the unqualified image. On average,

this results to 5.9 images per question and the five ground-truth images used during our evaluation

are manually selected same as in perspective aspect.

According to our guidelines, additional related image object knowledge from the same

geographic region can assist in identifying that region more effectively. For the [OTHERS] scenario,

we source the data from the GeoDE dataset [Ramaswamy et al., 2023]. For each distinct image

object category, we randomly sampled 3 out of 6 regions to serve as the answers for each question
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and selected the corresponding image as the query image.

Quality control. After constructing the entire benchmark, we implemented two quality control

procedures: an automatic check with predefined rules and a manual examination of each instance.

The automatic check verifies the correct MCQA format, assesses image validity and filters out

redundant images in the corpus, more details are presented in Appendix C.1.1. The manual

examination is conducted by two experts in this field, who checked the correspondence between

query images and ground-truth image examples, and filtered or revised ambiguous questions and

uncorrelated query image and ground-truth images.

4.3 Experiments

In this section, we first introduce the experimental setup and evaluation metric (§ 4.3.1). Then, we

present a comprehensive evaluation of 14 recent LVLMs (§ 4.3.2). We demonstrate the importance

of visual knowledge and discuss the critical findings revealed by the results from MRAG-BENCH.

4.3.1 Experimental Setup

We evaluate 14 popular LVLMs on MRAG-BENCH, including 4 proprietary models and 10 open-

sourced models that can accept multi-image inputs:

• Proprietary models: GPT-4o (0513) [OpenAI, 2023], GPT-4-Turbo [OpenAI, 2023], Gemini

Pro [Team et al., 2023], and Claude 3.5 Sonnet [Anthropic, 2024].

• Open-source models: OpenFlamingo (v2-9B) [Awadalla et al., 2023], Idefics (v2-

8B) [Laurençon et al., 2024], VILA (v1.5-13B) [Lin et al., 2023], LLaVA-NeXT-Interleave-

7B [Li et al., 2024b], LLaVA-OneVision [Li et al., 2024a], Mantis (clip-llama3, and siglip-

llama3 versions; 8B) [Jiang et al., 2024a], mPLUG-Owl3-7B [Ye et al., 2024], Deepseek-VL-

7B-chat [Lu et al., 2024a], and Pixtral-12B [Team, 2024].
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Model Overall Perspective Transformative Others
Angle Partial Scope Occlusion Temporal Deformation Incomplete Biological

Random chance 24.83 27.64 23.98 24.51 19.44 22.15 25.49 29.41 25.49 22.5
Human performance 38.47 25.16 34.96 31.37 41.67 21.48 24.51 58.82 54.9 53.33

+ Retrieved RAG 61.38+22.91 62.42+37.26 60.16+25.2 58.82+27.45 62.96+21.29 54.36+32.88 49.02+24.51 78.43+19.61 63.73+8.83 62.5+9.17
+ GT RAG 71.63+33.16 83.85+58.69 70.33+35.37 66.67+35.3 69.44+27.77 59.73+38.25 68.63+44.12 83.33+24.51 73.53+18.63 69.17+15.84

Open-Source LVLMs

OpenFlamingo-v2-9B 26.83 27.95 26.02 31.37 30.56 29.53 34.31 20.59 17.65 21.67
+ Retrieved RAG 28.31+1.48 29.5+1.55 28.86+2.84 28.43-2.94 30.56+0.0 34.23+4.7 31.37-2.94 22.55+1.96 21.57+3.92 22.5+0.83
+ GT RAG 28.90+2.07 26.71-1.24 33.74+7.72 28.43-2.94 33.33+2.77 35.57+6.04 27.45-6.86 27.45+6.86 25.49+7.84 18.33-3.34

Idefics2-8B 31.04 31.06 33.33 31.37 38.89 30.2 35.29 25.49 24.51 26.67
+ Retrieved RAG 30.16-0.88 29.81-1.25 27.64-5.69 29.41-1.96 36.11-2.78 36.24+6.04 28.43-6.86 27.45+1.96 32.35+7.84 25.83-0.84
+ GT RAG 37.03+5.99 36.34+5.28 35.37+2.04 38.24+6.87 54.63+15.74 47.65+17.45 36.27+0.98 24.51-0.98 34.31+9.8 25.83-0.84

VILA1.5-13B 43.68 45.34 41.87 52.94 48.15 50.34 38.24 21.57 30.39 57.5
+ Retrieved RAG 35.48-8.2 33.54-11.8 28.86-13.01 29.41-23.53 40.74-7.41 47.65-2.69 33.33-4.91 22.55+0.98 33.33+2.94 54.17-3.33
+ GT RAG 47.01+3.33 45.65+0.31 46.75+4.88 39.22-13.72 51.85+3.7 53.69+3.35 43.14+4.9 25.49+3.92 44.12+13.73 69.17+11.67

Mantis-8B-clip-llama3 40.8 45.03 39.43 42.16 49.07 49.66 36.27 28.43 19.61 45.0
+ Retrieved RAG 36.88-3.92 36.65-8.38 34.96-4.47 42.160.0 47.22-1.85 50.34+0.68 33.33-2.94 18.63-9.8 21.57+1.96 42.5-2.5
+ GT RAG 44.72+3.92 48.14+3.11 46.75+7.32 43.14+0.98 54.63+5.56 57.05+7.39 45.1+8.83 19.61-8.82 18.63-0.98 51.67+6.67

Mantis-8B-siglip-llama3 45.01 46.89 45.12 57.84 58.33 45.64 45.1 26.47 29.41 45.0
+ Retrieved RAG 39.62-5.39 42.55-4.34 35.37-9.75 47.06-10.78 47.22-11.11 42.95-2.69 45.10.0 23.53-2.94 29.410.0 40.83-4.17
+ GT RAG 48.85+3.84 54.66+7.77 52.85+7.73 51.96-5.88 58.330.0 48.99+3.35 50.0+4.9 21.57-4.9 33.33+3.92 49.17+4.17

Deepseek-VL-7B-chat 43.39 45.34 47.56 47.06 45.37 46.31 48.04 28.43 20.59 49.17
+ Retrieved RAG 34.66-8.73 33.54-11.8 32.11-15.45 33.33-13.73 37.04-8.33 43.62-2.69 40.2-7.84 20.59-7.84 26.47+5.88 45.0-4.17
+ GT RAG 50.33+6.94 54.04+8.7 56.5+8.94 50.98+3.92 56.48+11.11 57.05+10.74 50.0+1.96 21.57-6.86 23.53+2.94 60.83+11.66

LLaVA-NeXT-Interleave-7B 43.46 44.41 43.5 40.2 64.81 44.97 44.12 32.35 26.47 45.83
+ Retrieved RAG 40.35-3.11 40.06-4.35 33.33-10.17 39.22-0.98 56.48-8.33 43.62-1.35 44.12+0.0 27.45-4.9 36.27+9.8 49.17+3.34
+ GT RAG 52.99+9.53 54.97+10.56 54.88+11.38 49.02+8.82 62.04-2.77 52.35+7.38 47.06+2.94 38.24+5.89 48.04+21.57 61.67+15.84

mPLUG-Owl3-7B 49.74 48.45 50.81 54.9 58.33 54.36 51.96 30.39 45.1 51.67
+ Retrieved RAG 41.83-7.91 40.06-8.39 36.59-14.22 40.2-14.7 50.0-8.33 50.34-4.02 46.08-5.88 20.59-9.8 51.96+6.86 46.67-5.0
+ GT RAG 56.32+6.58 58.39+9.94 58.94+8.13 58.82+3.92 62.96+4.63 61.74+7.38 59.8+7.84 26.47-3.92 50.0+4.9 58.33+6.66

LLaVA-OneVision 53.29 58.39 56.1 49.02 60.19 47.65 53.92 37.25 52.94 51.67
+ Retrieved RAG 50.11-3.18 50.93-7.46 48.78-7.32 50.0+0.98 60.19+0.0 50.34+2.69 48.04-5.88 33.33-3.92 53.92+0.98 54.17+2.5
+ GT RAG 58.98+5.69 62.42+4.03 63.82+7.72 59.8+10.78 66.67+6.48 59.73+12.08 53.92+0.0 30.39-6.86 57.84+4.9 60.83+9.16

Pixtral-12B 47.97 52.48 45.53 58.82 50.0 51.68 49.02 38.24 42.16 37.5
+ Retrieved RAG 45.97-2.0 51.86-0.62 40.24-5.29 53.92-4.9 50.93+0.93 49.66-2.02 47.06-1.96 19.61-18.63 47.06+4.9 46.67+9.17
+ GT RAG 59.28+11.31 63.04+10.56 63.41+17.88 65.69+6.87 66.67+16.67 61.74+10.06 59.8+10.78 20.59-17.65 50.98+8.82 65.0+27.5

Proprietary LVLMs

GPT-4-Turbo 57.21 64.29 59.35 54.9 56.48 62.42 47.06 41.18 59.8 50.0
+ Retrieved RAG 58.95+1.74 66.53+2.24 59.94+0.59 53.94-0.96 66.74+10.26 59.73-2.69 49.06+2.0 38.27-2.91 62.78+2.98 58.83+8.83
+ GT RAG 62.85+5.64 68.94+4.65 69.51+10.16 60.78+5.88 67.59+11.11 63.33+0.91 51.96+4.9 38.24-2.94 59.8+0.0 62.5+12.5

Gemini Pro 61.71 68.01 69.92 73.53 71.3 70.47 42.16 39.22 53.92 40.83
+ Retrieved RAG 65.93+4.22 73.29+5.28 69.92+0.0 69.61-3.92 73.15+1.85 75.84+5.37 49.02+6.86 34.31-4.91 56.86+2.94 65.0+24.17
+ GT RAG 71.40+9.69 77.33+9.32 79.27+9.35 78.43+4.9 75.93+4.63 78.52+8.05 54.9+12.74 36.27-2.95 61.76+7.84 72.5+31.67

Claude 3.5 Sonnet 59.87 70.19 57.72 56.86 57.41 68.46 48.04 49.02 62.75 47.5
+ Retrieved RAG 63.56+3.69 73.91+3.72 70.73+13.01 56.86+0.0 62.96+5.55 70.47+2.01 55.88+7.84 31.37-17.65 62.75+0.0 53.33+5.83
+ GT RAG 71.10+11.23 78.88+8.69 80.49+22.77 76.47+19.61 70.37+12.96 75.17+6.71 67.65+19.61 36.27-12.75 65.69+2.94 59.17+11.67

GPT-4o 68.68 76.09 70.42 69.61 74.07 73.82 61.21 47.62 58.82 65.83
+ Retrieved RAG 68.96+0.28 77.95+1.86 78.86+8.44 69.61+0.0 75.0+0.93 73.83+0.01 54.9+7.28 26.47-34.74 59.8+0.98 68.33+2.5
+ GT RAG 74.50+5.82 84.47+8.38 77.46+7.04 82.35+12.74 79.63+5.56 77.18+3.36 68.62+7.41 30.95-16.67 62.75+3.93 80.0+14.17

Table 4.3: Accuracy scores on MRAG-BENCH. The highest scores for open-source models in
each section and proprietary models are highlighted in blue and red, respectively. Both Retrieved
RAG and GT RAG employ top-5 image examples (except for the incomplete scenario, where a
single example is intuitively sufficient). The relative difference in performance compared to the
score without RAG is shown in subscript, with blue indicating performance drops and red indicating
improvements.
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Evaluation setup. We follow standard MCQA evaluation setup and employ accuracy score as our

metric. We adopt default generation hyper-parameters selected by each model. Following Lu et al.

[2024b], we employ GPT-3.5-turbo to extract the multiple choice answer in rare cases where our

pre-defined automatic extraction rules failed. We refer the readers to Appendix C.1.1 and C.2 for

more details on evaluation prompts for both without multimodal RAG and with multimodal RAG

scenarios, answer extraction prompt and human performance evaluation protocol.

4.3.2 Main Results

As shown in Table 4.3, the average performance of the most advanced LVLMs is not better than

68.68% without multimodal RAG knowlege, and 74.5% with ground-truth knowledge, which

demonstrates MRAG-BENCH to be a challenging benchmark. The mean accuracies of open-

source LVLMs are between 26.83% and 53.29% without RAG knowledge and between 28.90%

and 59.28% with ground-truth knowledge, which fall behind from advanced proprietary LVLMs.

Notably, MRAG-BENCH proves to be knowledge-intensive as average humans achieved 38.47%

without RAG knowledge, while proprietary LVLMs generally perform well, suggesting that their

extensive training data equips them with a broader knowledge base. However, when provided with

either retrieved or ground-truth knowledge, humans achieve the most significant improvements of

22.91% and 33.16%, respectively. This underscore the need of LVLMs to better utilize visually

augmented information like humans.

Can LVLMs utilize retrieved and ground-truth image knowledge well? As illustrated in

Table 4.3, all models demonstrate improvement when ground-truth image RAG knowledge is

provided. Among the open-source models, they achieve improvements ranging from 2.07% to

11.31% when using ground-truth RAG knowledge, whereas 5.64% to 9.69% improvements are

observed from proprietary LVLMs. Interestingly, when images from the multimodal retriever is

provided, almost all open-source LVLMs on average demonstrate a declined performance while

proprietary models can still gain improvement. This indicate proprietary models possess emerging
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abilities to distinguish between good and bad image knowledge sources, which is a critical skill in

the multimodal RAG domain. We further conducted a qualitative analysis to investigate the reasons

behind this, as detailed in the following paragraphs.

Fine-grained results. We also report fine-grained scores across 9 scenarios on MRAG-BENCH

in Table 4.3. Remarkably, GPT-4o surpasses most other baselines in various categories, with

exceptions in problems related to partial, incomplete and biological scenarios. Notably, GPT-4o

outperforms human performance on all perspective aspect as well as on temporal and deformation

scenarios within the transformative aspect. We conjecture that incomplete and biological scenarios

are less likely to be included in the training knowledge. Interestingly, all models exhibit a decline

in performance on incomplete scenarios, with only a few exceptions, while humans find this

task relatively easy, achieving 58.82% and 83.33% scores with ground-truth knowledge. This

further highlights the importance of leveraging retrieved visually augmented knowledge to address

questions that do not directly incentivize knowledge stored in the models’ memories.

Why can proprietary models better utilize retrieved images? We conduct an error analysis on

an open-source model (LLaVA-Next-Interleave) and a proprietary model (Gemini Pro). For a fair

comparison, we filtered results where LLaVA-Next-Interleave answered correctly without or with

GT knowledge but was misled to wrong answer with retrieved examples. One example is illustrated

in Figure 4.4, the retrieved images contain two correct examples and three false examples. While

Gemini Pro is able to utilize all retrieved images, LLaVA-Next-Interleave leverages bad examples

and makes wrong prediction. This example helps explain why do almost all open-source models

have lower performance with retrieved knowledge.

4.4 Analysis

In this section, we conduct quantitative analysis addressing three important questions: 1) To what

extent can LVLMs benefit more from visual knowledge than from textual knowledge on MRAG-
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Q: Can you identify the exact model and make of this car?
(a): Chevrolet Silverado 1500 Classic Extended Cab 2007
(b): Chevrolet Silverado 2500HD Regular Cab 2012 
(c): Chevrolet Silverado 1500 Extended Cab 2012
(d): Chevrolet Silverado 1500 Regular Cab 2012
Query Image: Retrieved Images:

(c): 1500 Extended (c):1500 Extended (b): 2500HD (d): 1500 Regular (a):1500 Classic Extended 

LLaVA-Next-Interleve 🌋 : 
Without RAG: (c)  
With Retrieved  RAG: (a) 
With Ground Truth RAG: (c) 

Gemini Pro        : 
Without RAG: (d) 
With Retrieved RAG: (c)
With Ground Truth RAG: (c) 
 

Figure 4.4: Qualitative Example of Proprietary model (Gemini Pro) identifies and utilizes
correct examples, while open-source model (LLaVA-Next-Interleave) is misled by noisy retrieved
information, resulting in incorrect answers.

BENCH? (§ 4.4.1) 2) How does the performance of LVLMs vary with examples retrieved from

different retrievers? (§ 4.4.2) 3) How many ground-truth visual knowledge examples are required

for LVLMs to continue benefiting? (§ 4.4.3)

4.4.1 How much can visual knowledge benefit more than textual knowledge?

We used the Wikipedia corpus as of 2023/07/01 as our text knowledge corpus1. To ensure a fair

comparison, we employed the same multimodal retriever (CLIP) for retrieving either text or image

knowledge. The top-5 ranked documents or images are used for augmenting the input. We selected

one open-source (LLaVA-Next-Interleave) and one proprietary (GPT-4-Turbo) LVLM to examine

their preference for textual knowledge versus image knowledge on MRAG-BENCH. As shown in

Table 4.4, when both models utilized retrieved knowledge, LLaVA-Next-Interleave demonstrated

a 2.36% improvement with image knowledge over text knowledge, while GPT-4-Turbo showed a

2.34% improvement. When using GT knowledge, LLaVA-Next-Interleave exhibited an 11.09%

improvement with image knowledge over text knowledge, compared to a 3.87% improvement for

GPT-4-Turbo. Interestingly, when both GT image and text knowledge are provided, LLaVA-Next-

Interleave indicated less improvement than with GT image alone whereas GPT-4-Turbo further

pushed its performance. All these results demonstrate that retrieving visual knowledge is more

1https://www.kaggle.com/datasets/jjinho/wikipedia-20230701
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Model Overall Perspective Transformative Others
Angle Partial Scope Occlusion Temporal Deformation Incomplete Biological

LLaVA-NeXT-Interleave-7B 43.46 44.41 43.5 40.2 64.81 44.97 44.12 32.35 26.47 45.83
+ Retrieved Text RAG 37.99-5.47 37.58-6.83 34.96-8.54 33.33-6.87 50.0-14.81 41.61-3.36 35.29-8.83 30.39-1.96 27.45+0.98 51.67+5.84
+ Retrieved Image RAG 40.35-3.11 40.06-4.35 33.33-10.17 39.22-0.98 56.48-8.33 43.62-1.35 44.12+0.0 27.45-4.9 36.27+9.8 49.17+3.34
+ GT Text RAG 41.09-2.37 41.93-2.48 39.02-4.48 38.24-1.96 56.48-8.33 44.97+0.0 43.14-0.98 30.39-1.96 21.57-4.9 50.83+5.0
+ GT Image RAG 52.99+9.53 54.97+10.56 54.88+11.38 49.02+8.82 62.04-2.77 52.35+7.38 47.06+2.94 38.24+5.89 48.04+21.57 61.67+15.84
+ GT Image & Text RAG 47.82+4.36 47.83+3.42 48.78+5.28 44.12+3.92 58.33-6.48 49.66+4.69 48.04+3.92 30.39-1.96 35.29+8.82 62.5+16.67

GPT-4-Turbo 57.21 64.29 59.35 54.9 56.48 62.42 47.06 41.18 59.8 50.0
+ Retrieved Text RAG 56.61-0.6 61.8-2.49 59.35+0.0 59.8+4.9 58.33+1.85 59.06-3.36 49.02+1.96 33.33-7.85 60.78+0.98 52.5+2.5
+ Retrieved Image RAG 58.95+1.74 66.53+2.24 59.94+0.59 53.94-0.96 66.74+10.26 59.73-2.69 49.06+2.0 38.27-2.91 62.78+2.98 58.83+8.83
+ GT Text RAG 58.98+1.77 68.01+3.72 63.41+4.06 65.69+10.79 63.89+7.41 59.73-2.69 38.24-8.82 37.25-3.93 58.82-0.98 50.83+0.83
+ GT Image RAG 62.85+5.64 68.94+4.65 69.51+10.16 60.78+5.88 67.59+11.11 63.33+0.91 51.96+4.9 38.24-2.94 59.8+0.0 62.5+12.5
+ GT Image & Text RAG 65.11+7.9 72.05+7.76 72.76+13.41 67.65+12.75 70.37+13.89 71.81+9.39 46.08-0.98 39.22-1.96 60.78+0.98 57.5+7.5

Table 4.4: LVLMs performance on MRAG-BENCH with textual knowledge v.s visual knowledge.
Both the open-source and proprietary model benefit more from image knowledge.

helpful than retrieving text on MRAG-BENCH.

4.4.2 How does retriever performance affect LVLMs?

We picked four recent best-performing multimodal retrievers, including CLIP [Radford et al.,

2021], MagicLens [Zhang et al., 2024a], E5-V [Jiang et al., 2024b], VISTA [Zhou et al., 2024]

and evaluated their performance (Recall@5). The detailed retriever performance can be found

at Table C.2 in Appendix C.3. We selected LLaVA-Next-Interleave as the end model to assess

its performance. As shown in Figure 4.5, when retrievers achieve higher Recall@5 scores (i.e.,

better retrieved examples), the LVLM’s accuracy tends to improve, demonstrating a strong 95%

positive correlation. Interestingly, despite similar Recall@5 scores from CLIP and VISTA retrievers,

LLaVA-Next-Interleave demonstrated a 2.07% gap in overall accuracy. We conjecture that the order

of the correctly retrieved examples may also impact the model’s final performance. The sensitivity

to the order of retrieved examples is a common issue that persists across various models. Although

this phenomenon, known as position bias, has been examined in text-based RAG [Lu et al., 2022b,

Wang et al., 2023c], its impact on visual RAG remains unexplored, presenting a promising direction

for future research.
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Figure 4.5: Left: LLaVA-Next-Interleave results with 4 different multimodal retrievers. Its
performance using retrieved images correlates 95% with retriever’s Recall@5 scores. Right:
Average results of three random seed runs. Improve the number of ground-truth RAG examples
shows steady increase of model’s performance, reaches the maximum with 10 examples.

4.4.3 How many ground-truth image examples are needed?

For simplicity, all our experiments used five retrieved or ground-truth image examples. However,

it is worth exploring how many examples LVLMs can effectively leverage. As noted in § 4.2.3,

the perspective aspect of our benchmark includes an average of 20.4 ground-truth examples. To

investigate further, we perform an analysis focusing on the perspective and others aspects, covering

a total of 892 questions. As shown in Figure 4.5, we evaluated LLaVA-Next-Interleave using 1,

2, 3, 5, 10, 20 GT examples, averaging the results across three random seeds for sampling the

GT examples. LLaVA-Next-Interleave saw the greatest improvement of 5.64% with just one GT

example. Performance continued to increase steadily, reaching a peak at 10 GT examples, which

was 0.29% higher than with 20 GT examples. One possible explanation could be LLaVA-Next-

Interleave may not able to better leverage visually augmented knowledge in long context scenarios.

Moreover, the complexity of questions affects the number of images needed too, one ground-truth

example sometimes help the model the most on MRAG-BENCH. We encourage the research on

adaptatively deciding the number of necessary images based on the complexity of questions.
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4.5 Conclusion

In this work, we introduce MRAG-BENCH, a benchmark specifically designed for vision-centric

evaluation for retrieval-augmented multimodal models. Our evaluation of 14 LVLMs highlights

that visually augmented knowledge brings more improvements on MRAG-BENCH compared to

textual knowledge. Moreover, the top-performing model, GPT-4o, struggles to effectively utilize

the retrieved knowledge, achieving only a 5.82% improvement when augmented with relevant

information, compared to a 33.16% improvement demonstrated by human participants. We further

conduct extensive analysis and propose several promising directions for future research. Our

findings underscore the significance of MRAG-BENCH in motivating the community to develop

LVLMs that better utilize retrieved visual knowledge.
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Chapter 5

Future Work and Conclusion

5.1 Current Challenges and Future Prospects

The field of Large Vision-Language Models (LVLMs) has witnessed significant progress in recent

years, with advancements expanding their capabilities across diverse tasks and domains. Yet,

despite these achievements, several challenges remain that hinder the realization of truly general

and human-aligned multimodal AI. This section highlights current limitations in LVLMs, ongoing

advancements in the field, and promising directions for future research.

5.1.1 Scaling Contextual Understanding Across Modalities

While LVLMs excel at single-image tasks, extending their capabilities to handle video, multi-image

inputs, and long-context scenarios has became a trending focus in recent research and has made

promising progress [Chen et al., 2024, Xue et al., 2024, Zhang et al., 2024b]. Still, current models

struggle with maintaining coherence and reasoning over extended temporal or spatial contexts,

limiting their applicability in dynamic or multi-view tasks. By incorporating techniques such

as memory-augmented networks and hierarchical encoding schemes, future models can improve

temporal reasoning, multi-perspective synthesis, and task continuity across extended contexts.

Expanding LVLMs into 3D vision-language tasks, robotics, and embodied AI opens exciting
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possibilities for real-world applications. By integrating 3D spatial reasoning, physical interaction,

and embodied memory systems, models can enhance their ability to perform complex tasks such as

indoor navigation, object assembly, and collaborative robotics.

Unified Multimodal Architectures Current LVLM architectures often separate vision and

language processing, leading to inefficiencies and limitations in cross-modal integration. Unified

architectures that more effectively combine vision and language representations could achieve

greater alignment, coherence, and generalization across tasks. While current research has greatly

explored this direction, the performance is still lagging behind cross-modal integration [Fang et al.,

2024, Li et al., 2024c, Wu et al., 2024].

5.1.2 Efficient and Lightweight LVLMs

The increasing size and complexity of LVLMs demand prohibitive computational resources, which

pose significant challenges for real-world deployment. Although token pruning, model distillation,

and parameter-efficient fine-tuning approaches have demonstrated promise, achieving efficient,

lightweight LVLMs without sacrificing performance remains an open research problem [Hu et al.,

2024a, Wen et al., 2024, Xu et al., 2024]. Innovations in these methods and sparsity-based

architectures will be critical for creating scalable, resource-efficient LVLMs. These approaches can

democratize access to high-performance multimodal AI by reducing computational requirements,

enabling deployment in mobile devices, embedded systems, and edge computing scenarios.

5.1.3 Tool-Integrated and Real-World Interaction

LVLMs have yet to fully leverage external tools such as search engines, real-world APIs, physical

sensors and other tools from various modalities. The lack of seamless integration with external

systems restricts their ability to perform complex, real-world tasks requiring additional contextual

knowledge, dynamic planning, or interaction with external environments. Future LVLMs should

seamlessly integrate with external tools to enhance their reasoning and tool-using capabilities.
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By leveraging external tools dynamically, these models can extend their utility across real-world

applications, including dynamic information retrieval, real-time analytics, and interaction with IoT

devices.

5.2 Conclusion

In this thesis, we have explored critical advancements in the development of Large Vision-Language

Models (LVLMs) to address challenges in efficiency, evaluation, and knowledge integration.

Specifically, we introduced MQT-LLaVA, an adaptive module for encoding visual input with

dynamic tokenization, achieving significant computational efficiency. We also developed VALOR-

EVAL, a comprehensive evaluation framework that addresses nuanced issues like attribute and

relational hallucinations, enhancing the trustworthiness of LVLM outputs. Finally, we proposed

MRAG-Bench, a benchmark for assessing the integration of visually augmented knowledge,

shedding light on how retrieval-augmented approaches can improve multimodal reasoning.

Our work highlights the remarkable progress LVLMs have made in tackling complex, real-

world tasks while emphasizing the challenges that remain. We identified critical barriers, such as

scaling LVLMs for long-context scenarios, enhancing their computational efficiency, expanding

their applicability to new domains like 3D and robotics, and enabling seamless integration with

external tools and real-world environments.

Future developments in LVLMs will require unified architectures that better align vision and

language processing, robust evaluation frameworks to guide their refinement, and innovative

approaches to enable human-like reasoning and interaction.

By addressing these interconnected challenges, LVLMs have the potential to become not only

more capable and efficient but also more aligned with human intelligence. This thesis provides a

foundation for advancing the next generation of multimodal AI, paving the way for systems that

perceive, reason, and interact with the world as humans do, opening new avenues for both research

and impactful real-world applications.
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Appendix A

Additional Results from Chapter 2

A.1 Additional Results

We present the results of choosing a random number of visual tokens, 77 as shown in Table A.1, to

demonstrate our flexibility in selecting any number of tokens during inference.

To demonstrate that the visual tokens used for visualization in Figure 2.4 are not cherry-picked,

we present all the first eight tokens in Figure A.1.

Method LLM Res. #Tokens VizWiz SQAI VQAv2 GQA POPE MMEP MMEC MMMU MMB LLaVAW MM-Vet Avg

QT-LLaVA Vicuna-1.5-7B 336 256 51.1 68.1 76.8∗ 61.5∗ 84.1 1431.2 348.2 34.3 64.0 63.9 27.9 58.8

MQT-LLAVA Vicuna-1.5-7B 336 256 53.1 67.6 76.8∗ 61.6∗ 84.4 1434.5 353.6 34.8 64.3 64.6 29.8 59.4
MQT-LLAVA Vicuna-1.5-7B 336 144 52.0 67.5 76.4∗ 61.4∗ 83.9 1446.4 351.8 34.4 64.4 61.4 29.9 58.9
MQT-LLAVA Vicuna-1.5-7B 336 77 51.6 67.1 75.8∗ 60.4∗ 83.6 1457.0 336.1 34.0 64.0 59.9 29.3 58.3
MQT-LLAVA Vicuna-1.5-7B 336 64 51.5 67.0 75.3∗ 60.0∗ 83.6 1464.3 352.9 34.4 63.5 59.4 28.9 58.3

Table A.1: Results of MQT-LLAVA with different numbers of visual tokens. To demonstrate our flexibility
in selecting any number of tokens up to 256, we chose a random number of visual tokens during inference,
77, which was not seen during training.
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Figure A.1: Grad-CAM visualization from all the tokens in our model when inference with 8 tokens.
Input: “How many cats are there in the image? Answer: 2”.
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Appendix B

Additional Results from Chapter 3

Model Visual Encoder Alignment Network Language Model

InstructBLIP EVA CLIP ViT-G/141.1B Q-Former Vicuna7B
LLaVA-1.5 CLIP ViT-L/14-336px0.4B MLP Vicuna-v1.513B
MiniGPT-v2 EVA CLIP ViT-G/141.1B Linear Projection LLaMA-27B
mPLUG-Owl2 CLIP ViT-L/140.4B Cross Attention LLaMA-27B
BLIVA EVA CLIP ViT-G/141.1B Q-Former & Linear Projection Vicuna7B
CogVLM EVA2-CLIP-E/144.7B MLP Vicuna-v1.57B
InternLM-Xcomposer2 CLIP ViT-L/14-336px0.4B Partial Low-Rank Adaptation InternLM27B
Qwen-VL CLIP ViT-G/141.9B Cross Attention QwenLM13B
Emu2 EVA2-CLIP-E-plus/145.0B Linear Projection LLaMA33B
GPT-4(V) Unknown Unknown GPT-4

Table B.1: Architectures of mainstream LVLMs evaluated in our benchmark. InstructBLIP Dai et al.
[2023], LLaVA-1.5 Liu et al. [2023a], MiniGPT-v2 Chen et al. [2023a], mPLUG-Owl2 Ye et al.
[2023b], BLIVA Hu et al. [2024c], CogVLM Wang et al. [2024], InternLM-XComposer2 Dong
et al. [2024], Qwen-VL Bai et al. [2023], Emu2 Sun et al. [2024] and GPT-4V OpenAI [2023].

B.1 Large Vision-Language Models

The recent advancements in large language models (LLMs) Bai et al. [2023], Chiang et al. [2023],

OpenAI [2023], Touvron et al. [2023a,c] have sparked a wave of research focused on enhancing

vision-language pre-trained models (VLPMs) Alayrac et al. [2022], Kim et al. [2021], Li et al.

[2023a]. By incorporating the versatile capabilities of LLMs, these studies aim to improve the
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language understanding and generation abilities of VLPMs significantly. In this paper, we refer to

the enhanced VLPMs with the integration of LLMs as Large Vision-Language Models (LVLMs)

Li et al. [2023c]. LVLMs excel in comprehending both the visual semantics of objects in images

and the linguistic semantics associated with these objects by leveraging the extensive parametric

knowledge embedded in the LLMs. This dual understanding enables LVLMs to conduct intricate

reasoning about the concepts related to these objects. Consequently, LVLMs demonstrate strong

performance in various traditional multi-modal tasks, such as visual question answering, image

captioning, and object detection, highlighting their versatility and robustness in these domains Dai

et al. [2023], Hu et al. [2024c], Huang et al. [2023a, 2024], Liu et al. [2023a,b], OpenAI [2023], Ye

et al. [2023a], Zhu et al. [2023]. Table B.1 shows comparison of these LVLMs.

B.2 Conditional Probabilities

1. P(feature∣object)max: maximum conditional probability, highlighting the strongest feature-

object associations.

2. P(feature∣object)avg: average conditional probability, offering a broad view of how features

tend to cluster around objects.

3. P(feature∣object)max − P(feature∣object)avg: the difference between the maximum and

average conditional probabilities, revealing objects with outlier features.

4. P(feature∣object)avg − P(feature∣object)min: the spread between average and minimum

conditional probabilities, indicating the range of commonality among features.

5. P(feature∣object)max − P(feature∣object)min: the range between maximum and minimum

conditional probabilities, capturing the full spectrum of feature variability.
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B.3 Captions Generation Prompts

• Object Existence: Write a detailed description of the image. Provide information about all

objects in front and background.

• Attribute (Object): Write a detailed description of the image. Provide information about the

total number and colors of all objects from left to right and up to bottom.

• Attribute (People): Write a detailed description of the image. Provide information about the

total number of people and colors of clothes for each person from left to right.

• Relation (Positional): Describe the positional relationship between all the objects in the image

in detail, using left, right, top, and bottom etc, from the view of the observer.

• Relation (Comparative): Rank the size of all the objects in the image in detail, from large to

small.

B.4 Features Extraction Prompts

The feature extraction prompts for objects, color and counting attributes, positional relation and

comparative relation are illustrated in Table B.2, Table B.3, Table B.4, Table B.5, and Table B.6,

respectively.

B.5 Features Matching Prompts

The features matching prompts for objects, color and counting attributes, positional relation and

comparative relation are illustrated in Table B.7, Table B.8, Table B.9, Table B.10, and Table B.11,

respectively.
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System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract all the objects from the captions.
Format your response in JSON format, with the key being “objects” and the value being a
list of objects.
Please only extract objects without including attributes. For example, extract “field” instead
of “grassy field”. Also be mindful of plural forms. For example, extract "cow" instead of
“cows”.
Please only extract the object that is a concrete entity in the real world instead of abstract
concepts, actions, and moves.
It cannot be an abstract notion such as day, time, scene, moment, image, game, sport, setting,
plot, atmosphere, surroundings, group etc.
It cannot be any words describing the emotions such as excitement, enthusiasm, etc.
It cannot be any words describing the positions in the image, such as foreground, background,
left, right, etc.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects based on the factual
information in the caption.
Here is the caption: {Input Caption}

Table B.2: Prompt template for extracting objects. {In-context examples} are in-context
examples. {Input caption} are captions generated by evaluated models.

B.6 Qualitative Results

We illustrate the qualitative results of three representative models in Figure B.1, Figure B.2 and

Figure B.3. Each model exhibited instances of hallucination in these examples from our benchmark

VALOR-BENCH. Notably, while GPT-4V generates the most comprehensive results, it is also more

prone to producing hallucinations.
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System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract the total number and colors of all objects as
mentioned in the captions.
Your answer should be a dictionary of this format: {“total num of objects”: “(NUM,
OBJECT)”, “objects”: {“ORDER”: “(ATTRIBUTE, OBJECT)”}}. Remember OBJECT
should be in singular format.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects and attributes based on the
factual information in the caption.
Here is the caption: {Input Caption}

Table B.3: Prompt template for extracting attributes (object). {In-context examples} are
in-context examples. {Input caption} are captions generated by evaluated models.

System message
You are a language assistant who helps extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision-language model.
Please act as a linguistic master and extract the total number of people and colors of clothes
for each person as mentioned in the captions.
Your answer should be a dictionary of this format: {“total num of people”: “(NUM,
PERSON)”, “clothes”: {“ORDER”: “person”: “PERSON”, “object”: “(ATTRIBUTE,
OBJECT)”, “action”: “ACTION”}}. OBJECT can be clothes or accessories (e.g., bags,
socks).

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the objects and attributes based on the
factual information in the caption.
Here is the caption: {Input Caption}

Table B.4: Prompt template for extracting attributes (people). {In-context examples} are
in-context examples. {Input caption} are captions generated by evaluated models.
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System message
You are a language assistant that helps to extract information from given sentences.

Prompt
Given an image with a caption that is generated by a vision language model.
Please act as a linguistic master and extract a set of words describing the spatial or positional
relations between all the visual objects from the captions. Your answer should be a list of
values that are in format of object1 relation with object2 with the relation being left, right,
top, bottom, middle etc. Do not extract the attribute along with the object and don’t extract
any relation that is an verb, replace it with simply which object is (on or to the left or etc)
the other object or the image. Formulate your response into a JSON object with the key
being “relations” and the value being a list of relations. If there are no relations found,
please return an empty list.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the relations based on the information
in the caption.
Here is the caption: {Input Caption}

Table B.5: Prompt template for extracting positional relations. {In-context examples} are
in-context examples. {Input caption} are captions generated by evaluated models.
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System message
You are a language assistant that helps to extract ranking from given sentences.

Prompt
Given an image with a caption that is generated by a vision language model.
Given an image with a caption that is generated by a vision language model. Please act as a
linguistic master and extract the rank of all the objects from large to small as mentioned
in the captions. Your answer should be a dict of values which the keys represent the ranks
starting from 1 and values are the No.1 largest object to smallest. If the caption does not
mention the order of the object, you can by default view the order of objects appearance as
from largest to smallest. If there are no objects mentioned in the caption, you can return an
empty dict.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the relations based on the information
in the caption.
Here is the caption: {Input Caption}

Table B.6: Prompt template for extracting comparative relations. {In-context examples} are
in-context examples. {Input caption} are captions generated by evaluated models.
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System message
You are given a task to match objects from two lists that have the same meaning.

Prompt
Input Lists:
1. “gt-objects”: Ground truth objects in the image.
2. “generated-objects”: Objects identified by a vision-language model.

Matching Criteria:
- For each object in “generated-objects”, find the object in the “gt-objects” that have the
same meaning and add it to the “matched-objects” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms
of each other and can also have different length of words to express the same meaning of
objects, etc.
- Note since we find the matched object for each object in “generated-objects”, it’s ok that
multiple objects in“generated-objects” match one object in “gt-object”, list all matches.
- There is special scenario that when you can’t find the matched object in “gt-objects” but
you can find one or more object is a subset or a sub category of the generated object, which
means that the generated object is a broader concept of the object in “gt-objects”, add it
to the “broader-concept” dictionary instead of the “matched-objects”. If there are many
objects are a subset or a sub category of the generated object, you can pick anyone of them.
Note we are matching for each object in “generated-objects”. If you can find the matched
object in “gt-objects”, you should not add it to the “broader-concept” dictionary.

Output:
1. A “broader-concept” dictionary: only if an object from “generated-objects” denotes a
broader category of a concept in “gt-objects”. Key = word from “generated-objects”, Value
= word from “gt-objects”.
2. A “matched-objects” dictionary: Key = word from “generated-objects”, Value = word
from “gt-objects”. It should not contain any words from the “broader-concept” dictionary.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-
objects from the following two objects lists.
1. gt-objects: {Input Ground Truth Objects}
2. generated-objects: {Input Generated Objects}

Table B.7: Prompt template for matching objects in image caption and reference caption.
{In-context examples} are in-context examples. {Input Ground Truth Objects} are the ground
truth objects list {Input Generated Objects} are the extracted objects list from the extraction
step which are originally captions generated by evaluated models.
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System message
You are given a task to match (attributes, objects) from two lists that have the same meaning.

Prompt
Inputs:
1. “gt-att-obj”: A dictionary with order being the key and the ground-truth (attribute, object)
pair being the value. Sometimes one object can be, for example “(black, bag), (white, bag),
(striped, bag)”, it means either “black” or “white” or "striped" is correct for an attribute
related with the “bag” and should be matched.
2. “generated-att-obj”: A dictionary with order being the key and the generated (attribute,
object) pair being the value. The order is the order of the object in the generated caption.
Matching Criteria:
- For each (attribute, object) in “generated-att-obj”, find the (attribute, object) in the “gt-att-
obj” that have the same meaning and add it to the “matched-att-obj” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms
of each other and can also have different length of words to express the same meaning of
attributes or objects, etc.
- If you find that the “generated-att-obj” can be matched with the “gt-att-obj” but the attribute
or object in “generated-att-obj” is a broader concept of the attribute or object in “gt-att-obj”,
for example, one object in “generated-att-obj” is “person”, but the “gt-att-obj” don’t have
“person” but specifically have “man”, which is a subcategory of “person”, add it to the
“broader-concept” dictionary instead of the “matched-att-obj”.
Output:
1. A “broader-concept” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”:
“(ATTRIBUTE2, OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1
from “generated-att-obj” denotes a broader category of an (ATTRIBUTE2, OBJECT2) with
ORDER2 in “gt-att-obj”. Notify that Key must be the (ATTRIBUTE1, OBJECT1)from
“generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from “gt-att-obj”. If none, it
should be an empty dictionary. ORDER1 should be the same as ORDER2.
2. A “matched-att-obj” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”:
“(ATTRIBUTE2, OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1
from “generated-att-obj” can be mapped to an (ATTRIBUTE2, OBJECT2) with ORDER2
in “gt-att-obj” with the matching criteria. Key must be (ATTRIBUTE1, OBJECT1) from
“generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from “gt-att-obj”. It should
not contain any (ATTRIBUTE1, OBJECT1) or (ATTRIBUTE2, OBJECT2) from the
“broader-concept” dictionary. ORDER1 should be the same as ORDER2.
- The keys in “broader-concept” and “matched-att-obj” must be the same as “gt-att-obj".
For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-
objects from the following two objects lists.
1. gt-objects: {Input Ground Truth Attributes}
2. generated-objects: {Input Generated Attributes}

Table B.8: Prompt template for matching attributes (object) in image caption and reference
caption.
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System message
You are given a task to match (attributes, objects) from two lists that have the same meaning.

Prompt
Inputs:
1. “gt-att-obj”: A dictionary with order being the key and the ground-truth (attribute, object)
pair being the value. Sometimes one object can be, for example “(black, bag), (white, bag),
(striped, bag)”, it means either “black” or “white” or "striped" is correct for an attribute
related with the “bag” and should be matched.
2. “generated-att-obj”: A dictionary with order being the key and the generated (attribute,
object) pair being the value. The order is the order of the object in the generated caption.
Matching Criteria:
- For each (attribute, object) in “generated-att-obj”, find the (attribute, object) in the “gt-att-
obj” that have the same meaning and add it to the “matched-att-obj” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms
of each other and can also have different length of words to express the same meaning of
attributes or objects, etc.
- If you find that the “generated-att-obj” can be matched with the “gt-att-obj” but the attribute
or object in “generated-att-obj” is a broader concept of the attribute or object in “gt-att-obj”,
for example, one object in “generated-att-obj” is “person”, but the “gt-att-obj” don’t have
“person” but specifically have “man”, which is a subcategory of “person”, add it to the
“broader-concept” dictionary instead of the “matched-att-obj”.
Output:
1. A “broader-concept” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”:
“(ATTRIBUTE2, OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1
from “generated-att-obj” denotes a broader category of an (ATTRIBUTE2, OBJECT2) with
ORDER2 in “gt-att-obj”. Notify that Key must be the (ATTRIBUTE1, OBJECT1)from
“generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from “gt-att-obj”. If none, it
should be an empty dictionary. ORDER1 should be the same as ORDER2.
2. A “matched-att-obj” dictionary: {“ORDER2”: {“(ATTRIBUTE1, OBJECT1)”:
“(ATTRIBUTE2, OBJECT2)”}} only if an (ATTRIBUTE1, OBJECT1) with ORDER1
from “generated-att-obj” can be mapped to an (ATTRIBUTE2, OBJECT2) with ORDER2
in “gt-att-obj” with the matching criteria. Key must be (ATTRIBUTE1, OBJECT1) from
“generated-att-obj”, Value must be (ATTRIBUTE2, OBJECT2) from “gt-att-obj”. It should
not contain any (ATTRIBUTE1, OBJECT1) or (ATTRIBUTE2, OBJECT2) from the
“broader-concept” dictionary. ORDER1 should be the same as ORDER2.
- The keys in “broader-concept” and “matched-att-obj” must be the same as “gt-att-obj".
For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-
objects from the following two objects lists.
1. gt-objects: {Input Ground Truth Attributes}
2. generated-objects: {Input Generated Attributes}

Table B.9: Prompt template for matching attributes (people) in image caption and reference
caption.
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System message
You are given a task to match (object-1 positional relation with object-2) from a ground
truth dictionary and a list based on their meaning.

Prompt
Inputs:
1. “gt-relations”: A dictionary of ground truth relations. Each key is a number with no
meaning of order. Each key represents different relations. The values is a list of one or
two relations, if there are two relations, they are synonyms. Sometimes in one relation it
contains for example “image / table”, it means either image or table in this phrase is correct.
2. “generated-relations”: A list of generated relations from a model.

Matching Criteria:
- For each relation in “generated-relations”, find the corresponding relation in “gt-relations”
based on their meaning, if there is none, skip it.
- If you find a match, add it to the “matched-relations” dictionary. Note that if there are two
relations in a item of “gt-relations”, it means the same meaning of the relation, you can pick
either one of them as the match to the relation in “generated-relations”.
- If you find that the generated relation is a broader concept of a relation in “gt-relations”
such as the generated relation is near each other, next to, in touch etc.
but the gt-relation specifically have their relation is specifically left, right, behind or front,
etc, which is more than near, add it to the “broader-concept” dictionary.

Output:
1. A “broader-concept” dictionary: only if an relation from “generated-relations” denotes
a broader category of a concept in “gt-relations” Notify that Key must be the item from
“generated-relations”, Value must be item from “gt-relation”. If none, it should be an empty
dictionary.
2. A “matched-relations” dictionary: only if an relation from “generated-relations” can be
mapped to an relation in “gt-relations” with the matching criteria. Key must be word from
“generated-relations”, Value must be word from “gt-relations”. It should not contain any
words from the “broader-concept” dictionary.

For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-
relations from the following two inputs.
1. gt-relations: {Input Ground Truth Relations}
2. generated-relations: {Input Generated Relations}

Table B.10: Prompt template for matching positional relations in image caption and reference
caption. {In-context examples} are in-context examples. {Input Ground Truth Relations} are
the ground truth relation list {Input Generated Relations} are the extracted relation list from
the extraction step which are originally captions generated by evaluated models.
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System message
You are given a task to match the correct objects with the same meaning from a ground
truth dictionary and a generated dictionary.

Prompt
Inputs:
1. “gt-objects”: A dictionary of ground truth objects. Each key is a number starting rank
No.1 and increment each time by 1. Each value is the corresponding object with the rank.
Sometimes one object can be, for example “ground / court”, it means either ground or court
is correct and should be matched.
2. “generated-objects”: A dictionary with rank being the key and the object being the value.
The rank is the rank of the object in the generated caption.

Matching Criteria:
- For each object in “generated-objects”, find the object in the “gt-objects” that have the
same meaning and add it to the “matched-objects” dictionary.
- By the same meaning, we mean the words can be synonyms, can be plural/singular forms
of each other and can also have different length of words to express the same meaning of
objects, etc.
- Notice that the final matched-objects must follow the order of values in “generated-
objects”.
- If you find that the “generated-objects” can be matched with the “gt-objects” but the object
in “generated-objects” is a broader concept of the objects in “gt-objects”, for example,
one object in “generated-objects” is “person”, but the “gt-objects” don’t have “person” but
specifically have “man”, which is a subcategory of “person”, add it to the ‘broader-concept”
dictionary instead of the “matched-objects”.

Output:
1. A “broader-concept” dictionary: only if an object from “generated-objects” denotes
a broader category of a concept in “gt-objects” Notify that Key must be the item from
“generated-objects”, Value must be item from “gt-objects”. If none, it should be an empty
dictionary.
2. A “matched-objects” dictionary: only if an object from “generated-objects” can be
mapped to an object in “gt-objects” with the matching criteria. Key must be word from
“generated-objects”, Value must be word from “gt-objects”. It should not contain any words
from the “broader-concept” dictionary.
For clarity, consider these examples: {In-context examples}
——————-
With these examples in mind, please help me extract the broader-concept, and matched-
relations from the following two inputs.
- gt-relations: {Input Ground Truth Relations}
- generated-relations: {Input Generated Relations}

Table B.11: Prompt template for matching comparative relations in image caption and
reference caption.
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[Input Image]

[Input Instruction] Write a detailed description of the image. Provide information about all objects in 
front and background.

[Model Response]

InstructBLIP

GPT4-Vision

LLaVA-v1.5🌋

In the image, there is a young girl with wet hair who appears to be sitting down, 
smiling towards the camera. The girl has a pink hair dryer in her hand, which she is 
holding up as if displaying it. … … Above the sink, to the right, there is what looks 
like a roll of paper towels. Next to the paper towels, there's a red object that might be 
a soap dish containing a bar of soap. The wall in the background has a neutral color, 
possibly a shade of beige or light brown. … …Additionally, there's a portion of 
someone's arm, clothed in a pink garment, reaching towards the girl's hair with a 
black comb, likely in the act of helping to style or dry her hair. … …

The image features a young girl standing in a bathroom, holding a pink hair dryer in 
her hand. She is smiling and appears to be enjoying the experience. Another person 
is present in the background, possibly assisting or observing the girl. In the 
bathroom, there is a sink located near the left side of the room. A bottle can be seen 
on the left side of the sink, and a bowl is placed on the countertop. The overall 
atmosphere of the scene is cheerful and lighthearted, with the girl having fun while 
using the hair dryer.

In the image, a young girl is blow-drying her hair with a pink hair dryer. She is smiling 
and appears to be enjoying the process. The scene takes place in a bathroom, with 
a sink and a toilet visible in the background. There are several bottles scattered 
around the room, including one near the sink and another close to the toilet. 
Additionally, a towel can be seen hanging on the left side of the room.

Figure B.1: Object existence evaluation example from three representative models in our benchmark
VALOR-BENCH. Text in red indicating models’ hallucinations.
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[Input Image]

[Input Instruction] Describe the relationship between all the objects in the image in detail, using left, 
right, top, and bottom etc, from the view of the observer.

[Model Response]

InstructBLIP

GPT4-Vision

LLaVA-v1.5🌋

In the image, we see a wooden table serving as the surface for the objects. … … On 
the right side of the plate, parallel to the knife and directly opposite it, there is a 
computer mouse with its cord extending towards the top right corner of the image 
and out of view. Above the plate (towards the top of the image), a clear glass, which 
appears empty, is placed upside down with its open end facing downward and the 
base pointing towards the sky. These objects seem to mimic the arrangement of a 
dining setting, with the mouse substituting for what might typically be a drinking cup 
positioned to the right side of a plate and the knife on the left side … … 

In the image, there is a wooden dining table with a white plate on top of it. The plate 
is placed in the center of the table, and it has a mouse and a glass of water on it. 
The mouse is positioned to the right of the plate, while the glass of water is located 
to the left of the plate. Additionally, there is a fork on the left side of the plate and a 
knife on the right side. The fork is placed horizontally, with its handle facing upwards, 
while the knife is positioned vertically, with its blade facing downwards. The 
arrangement of these objects suggests that the table is set for a meal, with the 
mouse and glass of water possibly serving as decorative or functional elements.

From the view of the observer, the relationship between the objects in the image can 
be described as follows: 1. On the left side of the image, there is a white plate with 
black stripes. 2. On the right side of the image, there is a wine glass. 3. At the top of 
the image, there is a knife. 4. At the bottom of the image, there is a mouse.

Figure B.2: Positional relation evaluation example from three representative models in our
benchmark VALOR-BENCH. Text in red indicating models’ hallucinations.

70



[Input Image]

[Input Instruction] Rank the size of all the objects in the image in detail, from large to small.

[Model Response]

InstructBLIP

GPT4-Vision

LLaVA-v1.5🌋

Starting from the largest object to the smallest, the order would roughly be as 
follows: 1. The cutting board – It occupies the most space in the image.
2. The knife with the light-colored handle – This knife lies diagonally across the 
cutting board and appears to be quite long. 3. The piece of cheese – Although it's not 
the length of the knife, it is thicker and occupies a more three-dimensional space. 4. 
The banana peel – It's spread out next to the cutting board, but it's not as large as 
the other objects mentioned before. 5. The knife with the red handle … 6. The 
slices/sticks of cheese ……

1. Banana: The banana is the largest object in the image, taking up a significant 
portion of the cutting board. 2. Cutting board: The cutting board is the second largest 
object, providing a surface for the banana and other items. 3. Knife: The knife is the 
third largest object, with a blade that is longer than the banana. 4. Cheese: The 
cheese is the fourth largest object, occupying a smaller area than the knife. 5. 
Potato: The potato is the smallest object in the image, located near the banana and 
knife.

From largest to smallest, the objects in the image include a cutting board, a knife, a 
banana, and cheese slices. The cutting board is the largest object, followed by the 
knife, the banana, and the cheese slices.

Figure B.3: Comparative relation evaluation example from three representative models in our
benchmark VALOR-BENCH. Text in red indicating models’ hallucinations.
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Appendix C

Additional Results from Chapter 4

C.1 MRAG-BENCH Details

C.1.1 Dataset Curation Details

Dataset collection of transformative aspect We chose to manually scrape images from the web

based on the definitions of the transformative aspect. To construct the image corpus, we employed

Bing Image Search for each of the image object keyword predefined by us. We filtered some of the

search results where the image objects do not have a clear pair of query image and ground-truth

image example, around 74% keyword names were kept during this process. Here we listed all the

keywords that are already filtered and used for search of query image except in biological scenario,

it’s for search of ground-truth image example. Each search keyword is composed of an “image

object” and a “condition”. For example, “A young kitten image of Himalayan Cat”, here Himalayan

Cat is the image object and a young kitten is the condition. For each of keyword listed below, we

searched again for its ground-truth examples (except for biological scenario, it’s for query images),

in which only “image object” is kept and “conditon” is removed. All searched results are further

picked and downloaded by humans to ensure quality. Here is a list of the filtered keywords for

transformative aspect:
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Transformative: Temporal

- A young kitten image of Himalayan Cat

- A young kitten image of Chartreux

- A young kitten image of Burmese

- A young kitten image of Turkish Van

- A young kitten image of American Shorthair

- A young kitten image of British Shorthair

- A young kitten image of Maine Coon

- A young kitten image of Burma (Myanmar)

- A young kitten image of Selkirk Rex

- A young kitten image of Siberian

- A young kitten image of Persian

- A young kitten image of Manx

- A young kitten image of Ocicat

- A young kitten image of Russian Blue

- A young kitten image of Bengal Cat

- A young kitten image of Devon Rex

- A young kitten image of American Bobtail

- A young kitten image of Balinese

- A young kitten image of LaPerm

- A young kitten image of Egyptian Mau

- A young kitten image of Japanese Bobtail

- A young kitten image of Ragdoll

- A young kitten image of Abyssinian

- A young kitten image of American Wirehair

- A young kitten image of Oriental Shorthair

- A young kitten image of Cornish Rex
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- A young kitten image of Kurilian Bobtail

- A young kitten image of Singapura Cat

- A young kitten image of Birman

- A young kitten image of Burmilla

- A young kitten image of Korat

- A young kitten image of Tonkinese

- A young kitten image of Somali Cat

- A young kitten image of Norwegian Forest Cat

- A young kitten image of Turkish Angora

- A young kitten image of Siamese

- A picture of Sainte-Chapelle under construction

- A picture of Washington Monument under construction

- A picture of Hearst Castle under construction

- A picture of Time Square under construction

- A picture of Wrigley Building under construction

- A picture of Eiffel Tower under construction

- A picture of The Arc de Triomphe under construction

- A picture of Golden Gate Bridge under construction

- A picture of White House under construction

- A picture of Palace of Versailles under construction

- A picture of Opéra Garnier under construction

- A picture of San Simeon under construction

- A picture of The Louvre under construction

- A picture of Cathédrale Notre-Dame de Paris under construction

- A picture of Sacré-Cœur Basilica under construction

- A picture of Brooklyn Bridge under construction

- A picture of Panthéon under construction
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- A picture of Capitol Building under construction

- A picture of Independence Hall under construction

- A picture of Mont Saint-Michel under construction

- A picture of St Patrick’s Cathedral under construction

- A picture of Space Needle under construction

- A picture of Château de Chambord under construction

- A picture of Versailles under construction

Transformative: Deformation

- An image of Toyota Camry damaged

- An image of Ford F-150 damaged

- An image of Ferrari 458 damaged

- An image of Audi Q5 damaged

- An image of Lamborghini LP640 damaged

- An image of McLaren 675LT damaged

- An image of Mercedes SLC damaged

- An image of Lamborghini Aventador damaged

- An image of Lamborghini LP570 damaged

- An image of Porsche 911 GT3 RS damaged

- An image of Audi A6 damaged

- An image of Audi A4 damaged

- An image of Lamborghini Aventador SV damaged

- An image of GMC Sierra 2500 HD damaged

- An image of Infiniti G37 damaged

- An image of GMC Yukon damaged

- An image of Honda Accord damaged

- An image of Infiniti FX35 damaged
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- An image of Tesla Model 3 damaged

- An image of Acura RDX 2020 damaged

- An image of BMW 7 Series damaged

- An image of Audi A5 Sportback damaged

- An image of Hyundai IX35 damaged

- An image of Cadillac XTS damaged

- An image of BMW M3 damaged

- An image of Acura MDX damaged

- An image of Audi A3 damaged

- An image of BMW X3 damaged

- An image of Porsche Boxster damaged

- An image of Mercedes CLA45 AMG damaged

- An image of Jaguar XJ damaged

Transformative: Incomplete

- MacBook Keyboard missing keys

- Windows Keyboard missing keys

- Laptop Keyboards (Generic) missing keys

- Mechanical Keyboard missing keys

- Ergonomic Keyboard missing keys

- Compact Keyboard missing keys

- Gaming Keyboard missing keys

- Chiclet Keyboard missing keys

- Tenkeyless (TKL) Keyboard missing keys

- Virtual Keyboard (On-screen) missing keys

- Numeric Keypad missing keys

- ISO Keyboard Layout missing keys
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- ANSI Keyboard Layout missing keys

- Ortholinear Keyboard missing keys

- Bluetooth/Wireless Keyboard missing keys

Transformative: Biological

- An image of Lime after oxidation

- An image of breadfruit after oxidation

- An image of dragonfruit after oxidation

- An image of starfruit after oxidation

- An image of Raspberry after oxidation

- An image of Zucchini after oxidation

- An image of Pear after oxidation

- An image of passionfruit after oxidation

- An image of Blackberry after oxidation

- An image of durian after oxidation

- An image of persimmon after oxidation

- An image of Apple after oxidation

- An image of bell pepper after oxidation

- An image of olive after oxidation

- An image of Mango after oxidation

- An image of nectarine after oxidation

- An image of tomato after oxidation

- An image of quince after oxidation

- An image of coconut after oxidation

- An image of soursop after oxidation

- An image of Kiwi after oxidation

- An image of cucumber after oxidation
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- An image of apricot after oxidation

- An image of Honeydew after oxidation

- An image of Peach after oxidation

- An image of pomegranate after oxidation

- An image of carrot after oxidation

- An image of fig after oxidation

- An image of Papaya after oxidation

- An image of Blueberry after oxidation

- An image of Banana after oxidation

- An image of jackfruit after oxidation

- An image of Lemon after oxidation

- An image of tamarind after oxidation

- An image of lychee after oxidation

- An image of Pineapple after oxidation

- An image of Cantaloupe after oxidation

- An image of Orange after oxidation

- An image of Rambutan after oxidation

- An image of guava after oxidation

- An image of sweet potato after oxidation

- An image of Plum after oxidation

- An image of Avocado after oxidation

- An image of Watermelon after oxidation

- An image of potato after oxidation

- An image of Grapefruit after oxidation

- An image of Grapes after oxidation

- An image of pumpkin after oxidation

- An image of Cherry after oxidation
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- An image of Strawberry after oxidation

- An image of custard apple after oxidation

Quality control We employ two types of quality control throughout the annotation process: an

automatic check with predefined rules and a manual examination of each instance. The automatic

check verifies correct MCQA format in which each question should only have one correct answer,

metadata values, assesses image validity (checking the accessibility of each image) and filters out

redundant images in the corpus (images that are repetitively downloaded). The manual examination

is conducted by two experts in this field, who checked the correspondence between query images

and ground-truth image examples, and filtered or revised ambiguous questions and uncorrelated

query image and ground-truth images.

C.1.2 Human Evaluation Protocol

Three human annotators in domain conducted the human evaluation. The interface for human

evaluation without RAG knowledge and with RAG knowledge are shown in Figure C.1 and

Figure C.2.

C.2 Experiment Setting Details

C.2.1 Model Prompts

Following Lu et al. [2024b] and Liu et al. [2023a] our prompt consists of four parts, the instruction,

question, options, and a prefix of the answer. For images, we insert them into the text to form a

coherent prompt as the image placeholder ({Image}) indicated below. The complete prompt is as

follows:
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Figure C.1: Human evaluation interface without RAG examples

Model Prompts for No RAG Evaluation

Instruction: Answer with the option’s letter from the given choices directly.

{Image}

Question: {QUESTION}

Choices:

(A) {OPTION_A}

(B) {OPTION_B}

(C) {OPTION_C}

(D) {OPTION_D}

Answer:

80



Figure C.2: Human evaluation interface with ground-truth RAG examples

Model Prompts for RAG Evaluation

Instruction: You will be given one question concerning several images. The first image is the input

image, others are retrieved examples to help you. Answer with the option’s letter from the given

choices directly.

{Image}{Image}{Image}{Image}{Image}{Image}

Question: {QUESTION}

Choices:

(A) {OPTION_A}

(B) {OPTION_B}

(C) {OPTION_C}

(D) {OPTION_D}

Answer:

C.2.2 Evaluation Tool

Following Lu et al. [2024b], we first use a rule-based automatic tool to extract the exact answer.

First, the tool detects if a valid option index appears in the model output. If no direct answer is

found, the tool matches the output to the content of each option. If there is still no match, we

employ GPT-3.5-turbo to automatically extract the answer following our prompts in Table C.1. If
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GPT-3.5-turbo finds there is still no match, we will randomly select an option as the answer.

Prompt
Please read the following example. Then extract the multiple choice letter with the answer
corresponding to the choice list from the model response and type it at the end of the prompt.
You should only output either A, B, C, or D.

{In-context examples}

Question: {QUESTION}
Choice List: (A) {OPTION_A} (B) {OPTION_B} (C) {OPTION_C} (D) {OPTION_D}
Model Response: {Response}
Extracted answer:

Table C.1: Prompt template to extract multiple choice answer from model’s response. {In-
context examples} are in-context examples.

C.3 More Results

We present the Recall@5 scores per each scenarios on 4 multimodal retreivers as shown in Table C.2

and LLaVA-Next-Interleave’s accuracy score affected by these retrievers in Table C.3.

Model Overall Perspective Transformative Others
Angle Partial Scope Occlusion Temporal Deformation Incomplete Biological

MagicLens 37.03 41.61 33.33 36.27 36.11 12.75 10.78 79.41 29.41 56.67
E5-V 54.92 49.69 48.78 61.76 66.67 38.93 22.55 73.53 71.57 82.50
VISTA 59.65 66.15 67.48 64.71 63.89 38.26 8.82 33.33 94.12 80.83
CLIP 60.46 70.19 54.47 71.57 73.15 44.30 31.37 67.65 40.2 81.67

Table C.2: Recall@5 scores with 4 retriever models on MRAG-BENCH.

Model Overall Perspective Transformative Others
Angle Partial Scope Occlusion Temporal Deformation Incomplete Biological

MagicLens 35.18 34.78 29.67 30.39 34.26 40.94 36.27 27.45 49.02 39.17
E5-V 40.06 38.82 39.84 41.18 46.3 38.93 41.18 27.45 48.04 41.67
VISTA 42.42 40.37 35.77 40.2 52.78 45.64 42.16 36.27 50.98 48.33
CLIP 40.35 40.06 33.33 39.22 56.48 43.62 44.12 27.45 36.27 49.17

Table C.3: LLaVA-Next-Interleave accuracy scores on MRAG-BENCH with 4 different retrievers.
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