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Abstract

Iterative LLM-Driven RTL Design using HDLAgent

by

Mark Zakharov

Trained on billions of lines of GitHub code, Large Language Models (LLMs) have

emerged as formidable programming assistants, demonstrating pronounced proficiency

in popular programming languages such as Python and C++. This proficiency is at-

tributed to the extensive availability of open-source code in these languages. However,

the training of LLMs is an immensely resource-intensive process. For instance, Meta’s

Llama2-7B model required 184,320 GPU hours for training on 2048 A100 GPUs, in-

curring costs nearing one million dollars. Moreover, the construction of a robust model

necessitates vast datasets. The substantial amount of time, money, and data needed to

train an LLM on a new language may dissuade the creation of future languages, as they

will not be compatible with LLMs “out of the box”.

In response to these challenges, this work introduces HDLAgent, an innova-

tive LLM agent accompanied by a language analysis framework. HDLAgent employs

chain-of-thought reasoning and transfer learning to equip LLMs with knowledge of lan-

guages absent from their original training datasets. Focusing primarily on Hardware

Description Languages, HDLAgent utilizes summaries of language tutorials and a se-

lection of straightforward code examples as contextual foundations to facilitate circuit

design in the specified target language. The efficacy of HDLAgent is further enhanced

vii



through a compiler error feedback loop. This loop adopts a retrieval-augmented strat-

egy, mapping compiler error messages to their corresponding explanations and corrective

suggestions. Through this approach, HDLAgent significantly accelerates the process of

enabling LLMs to understand and operate within previously unfamiliar programming

languages, potentially revolutionizing the adaptability and utility of LLMs in the ever-

evolving landscape of programming language development.
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Chapter 1

Introduction

1.1 Introduction

Recent advancements in Large Language Models (LLMs), such as OpenAI’s

GPT, Google’s Gemini, and Mistral AI’s Mixtral, are revolutionizing the field of pro-

gramming languages. LLMs are making it easier for newcomers to learn and use pro-

gramming languages by providing intelligent assistance, generating code snippets, and

offering context-aware suggestions. LLMs have the potential to significantly reduce the

entry barriers to programming.

The contribution of this work is to enable LLMs to operate with various Hard-

ware Description Languages (HDLs). HDLs often form niche communities where exist-

ing LLMs may underperform. Although Verilog remains the most popular HDL, it is

showing its age1 and languages like Chisel3 [4], PyRTL [7], and DSLX [12] are being
1The original Verilog was designed in 1983, and modern versions like System-Verilog are semantically

compatible with it.
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designed as alternatives. Unless off-the-shelf LLMs can work with new HDLs, there is

a significant disincentive to create new HDLs.

Some of the most popular and high-performing LLMs are closed-source. This

means that to make HDLs accessible to a wider community, the solution must work

with LLMs that cannot update their training. Given the significant impact of LLMs,

successful HDLs should support off-the-shelf models without requiring years of waiting

for the next LLM training cycle to potentially incorporate the new HDL. If LLMs can

handle new HDLs, they can facilitate easier adoption. Conversely, if LLMs cannot

handle new HDLs, they become an additional obstacle that impedes the adoption of

new HDLs.

The key contribution of this work is to enable the effective utilization of both

open-source and proprietary LLMs across a diverse range of HDLs. This specifically

addresses the challenge of generating accurate and functional code in HDLs that have

proven difficult for existing LLMs.

To achieve the outlined contributions, this paper proposes an AI Agent (HD-

LAgent) that incorporates state-of-the-art AI coding agent techniques, specifically

adapted to support HDLs with limited LLM support. To test the effectiveness of HDLA-

gent, the evaluation employs both Verilog-specific and HDL-neutral benchmarks. This

will underscore how much of the current testing infrastructure for RTL design is tailored

specifically to the Verilog language and is not suitable for assessing performance across

multiple HDLs, similiar to current LLMs’ knowledge bases.

AI Agents [45] utilize multiple LLM queries and external tools, employing a
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state machine to manage the LLM’s workflow and guide its interactions. Many agents

leverage three main techniques: self-reflection, Retrieval Augmented Generation (RAG),

and grounding. Self-reflection techniques like Chain-of-Thought (CoT) [34] use LLMs to

improve their own responses. RAG provides context or examples for queries. Grounding

uses external tools to reduce hallucinations or mistakes.

HDLAgent incorporates these state-of-the-art AI coding agent techniques but

adapts them to the challenges of supporting HDLs. The self-reflection adaptations are

tailored to manage module inputs/outputs specific to each HDL. RAG includes an HDL

summary, provides few-shot examples, and compile-error fix examples for LLMs that

may have limited knowledge of the given HDL. Grounding leverages compiler feedback

to improve accuracy and reliability.

HDLAgent uses context (RAG) and compiler feedback (grounding) to carefully

formulate queries for unfamiliar HDLs, where traditional few-shot approaches consis-

tently fail. For instance, using HDLAgent with Mix-8x7B yields a 44% success rate when

writing Chisel and just 3% tests pass without HDLAgent. Other LLM like GPT-3.5o,

go from 3% success rate for DSLX to 48% with HDLAgent. HDLAgent also benefits

LLMs with Verilog. For Mix-8x22B, the success rate goes from 13% to 53%.

An alternative path not explored in this work is to fine-tune the model. It

is possible to fine-tune an LLM for a given language like some LLMs fine-tune for

Verilog [27]. This work does not perform fine-tuning because it is not always possible.

For LLMs like OpenAIs GPT-4T, fine-tuning is not allowed at the time of this work,

limiting it to in-context learning.
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LLMs are evaluated using benchmarks like HumanEval [5] to quantify the

LLMs’ coding capacity. Since HumanEval tests Python, a more recently proposed

HumanEval-X [43] extends the tests to cover multiple languages. HumanEval-X creates

a test for each supported language to verify the correctness of a response, but it focuses

only on popular languages, not HDLs. VerilogEval [18] follows the HumanEval principle,

but it employs Verilog tests instead of Python. As a futher parallel, HDLEval [?] has all

of its problems written in plain English, allowing them to be implemented in any HDL,

similiar to HumanEval-X’s range of languages. Hence, the testing strategy mirrors the

established benchmarks for LLM programming performance, such as HumanEval and

HumanEval-X, but is uniquely tailored to assess RTL design, thereby extending the

benchmarking paradigm to the domain of HDLs.

In summary, the paper contributions is HDLAgent, which enhances the perfor-

mance of multiple HDLs across multiple LLMs. It shows that HDL design can leverage

LLMs even before training examples or data is available. The evaluation also provides

several insights that future HDLs designers to avoid LLM support issues.
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Chapter 2

Related Works

2.1 Related Work

There are two main approaches to improve LLM output: Fine-tuning and

Retrieval Augmented Generation (RAG). These techniques can be iteratively combined

to develop Agents that produce even better results.

Fine-tuning is the process of adjusting the parameters of a LLM on a specific

dataset or task to improve its performance. As such, fine-tuning can be applied to

optimize a given LLM for a new language. RTLCoder [19] fine-tunes a 7B mistral

model with GPT generated synthetic Verilog data. HDLAgent uses off-the-shelf LLMs

without fine-tuning.

URIAL [16] bypasses the need for fine-tuning by enriching prompts with il-

lustrative examples. These prompts resemble the few-shot format used by HDLAgent,

incorporating both format and examples. While URIAL has shown effectiveness in
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circumventing the need for instruction alignment, HDLAgent further illustrates the

possibility of learning previously unknown languages.

Agents [45] iterate through LLMs with three main techniques to improve per-

formance: Self-reflection, few-shot with RAG, and grounding.

Self-reflection techniques use a sequence of interactions with the LLM instead

of a simple question/answer. CoT [34] is an example of self-reflection. Lumos [40]

uses CoT to enable simpler LLMs to outperform more advanced LLMs. These studies

highlight some significant progress in this rapidly evolving field. Recent works [36]

propose an optimization method to find the best prompt.

Few-shot in-context learning [3, 17] with RAG [15] employs instructions and

several examples (few-shot) related to the question or prompt to enhance efficiency.

Various techniques exist for constructing such prompts with an extended context. This

technique of querying an embedding database to augment the context is known as

Retrieval Augmented Generation (RAG).

Grounding involves verifying or checking the LLM’s response using an exter-

nal tool. While this isn’t always feasible, in code generation, a compiler or testbench

can validate and find issues with the LLM-generated response. This triggers further

iterations with the LLM.

Agents with self-reflection, RAG, and grounding have been applied to improve

code generation. If we ignore the HDL target, and focus on generic programming

languages like Python or C++, several works [26, 44] show that many errors can be

fixed by grounding the generated code against a compiler or test. Recent works [8, 20–
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22, 32, 35] leverage this fact and propose Agents that ground the code generation with

a compiler or tests. Other works [11, 23, 41] propose Agents to iterate over test bench

results to fix the generated code.

Besides CoT, some notable self-reflection for code generation include: Self-

planning [14] proposes a planning stage or self-reflection before code generation; Self-

Debug [6] proposes how to improve code generation by generating explanations in the

intermediate steps; ChatCoder [33] uses self-reflection to paraphrase and elaborate on

the initial question.

Early work [28,29,37] with LLMs and Verilog avoid the Agents because LLMs

like GPT-4 are already reasonable trained for Verilog. Several AI-based chip design

competitions [9, 10] required designs implemented in Verilog. Looking at the top per-

formers, they tend to use GPT-4 and focus on combinational modules where the top

level module IO is fully specified. In all the cases, the human-in-the-loop guides the

LLM to fix problems with the generated code and iterate over the testbench results.

To avoid a human-in-the-loop, a coding Agent can be applied to Verilog gen-

eration. The same coding Agent ideas with self-reflection, RAG, and grounding can

be applied to Verilog. Concurrent works include AutoChip [30], RTLFixer [31], and

HDLdebugger [39].

AutoChip [30] uses testbench feedback to ground the generated Verilog. It is

similar to Self-Edit [41] and Self-Repair [23], but with a Verilog focus. Since the focus

is simulation errors, there are no clear few-shot contexts like in HDLAgent, where a

few-shot can be generated for each error/warning message.
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RTLFixer [31] uses ReAct [38] for self-reflection, and RAG for grounding com-

piler errors. Similiarly, HDLAgent uses HDL descriptions and few-shot examples to

guide code generation, and compiler fix samples to address compiler errors. These com-

piler fix samples resemble RTLFixer human-generated explanations for various error

messages.

HDLDebugger [39] fine-tunes CodeLlama, but instead of fine-tuning like RTL-

Coder to generate better Verilog, it fine-tunes CodeLlama to fix code generation. HDLDe-

bugger uses the compiler error messages to ground the generation, and applies it to the

fine-tuned CodeLlama to fix the code. HDLDebugger is a different approach than when

available (Publication August 2024) could be applied to HDLAgent in the steps to fix

compiler errors. One issue is that it will require fine-tuning for each HDL. From the

provisional paper, HDLDebugger does not seem to apply self-reflection.
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Chapter 3

HDLAgent

HDLAgent is an AI Agent (Section 2.1) that leverages the latest novelties in

AI coding Agents but adapts them to HDLs where the LLM may be unfamiliar with

the given HDL.

LLMs are capable of transfer learning [24,42]. HDLAgent leverages this feature

to allow LLMs to handle HDLs with little training data. HDLAgent allows the LLM to

transfer knowledge from other HDLs that it trained on, like Verilog, to the new HDL.

This enables the LLM to adapt learned programming languages to target programming

languages, similar to human learning processes [25].

Figure 3.1 illustrates HDLAgent’s execution flow. The main drawback that

HDLAgent resolves is low knowledge of an HDL. To address this, HDLAgent provides

a ”main context” (Section 3.0.1) and a ”compiler context” (Section 3.0.2). The ”main

context” provides an HDL summary and few-shot examples. The ”compiler context”

helps ground the LLM code generation with compiler error suggestions.

9



Problem
(English)

Solution
(HDL)

LLM

up to n-iterations

Compiler

compiler
context

main 
context

Figure 3.1: HDLAgent flow leveraging compiler feedback.

Main
Context
Prompt

Compiler
Context
Prompt

few-shot

HDL description

Prefix

Question

Suffix

Latest Code

Compile error

Sample Fix

Figure 3.2: HDLAgent Main and Compiler context prompt components.

3.0.1 Main Context

The ”main context” in HDLAgent informs the LLM about the specific HDL

used. Figure 3.2 depicts the main context, comprised of four elements: HDL description,

few-shot, Prefix, Question, and Suffix.

The HDL description summarizes the HDL and depends on the LLM’s famil-

iarity with the HDL. As the evaluation shows, the HDL description can be optimized per

LLM, but for simplicity, we pick the HDL description that performs best in Mix-8x7B
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and GPT-3.5n. The reason is that these two LLMs have lower knowledge of HDLs like

Chisel, DSLX and PyRTL. The HDL description is not helpful only when the LLM is

proficient in a given HDL, such as Verilog.

Even for LLMs that can accommodate the entire HDL reference manual within

their context window, success rate and token cost are enhanced when using a summary

of the manual. As demonstrated in the evaluation, utilizing an HDL description signif-

icantly improves the success rate.

Since the whole tutorial is not practical or beneficial for the evaluated LLMs.

We instead use and HDL description summary. For the HDL Description, we use LLMs

with large context to summarize the HDL reference manual. For summarizing, we try

GPT-4 and GPro-1.0 because these two models can handle larger contexts.

The evaluation shows the results for several prompt options, but for PyRTL

and Chisel the best prompt was generated by GPT-4 when asking ”PyRTL is a Hardware

Description Language with the following reference documentation and tutorial. Create

a documentation that is useful for LLMs trying to generate PyRTL code. The generated

documentation should have some code snippets and any language syntax that it is a not

typical HDL”.

For DSLX, the best summary was created by GPro-1.0. The prompt was the

same as the PyRTL and Chisel best prompt, but it added the following sentence at the

end of the prompt ”Be concise and avoid examples with similar syntax.” As it can be

observed, there is only a small variation on the prompt.

In addition to the HDL description, the ”main context” provides few-shot ex-

11



amples to cover common HDL operations or areas of confusion. The patterns addressed

are bit operations, reductions, loops, multiple options, and a multiply-add block.

Bits correspond to a simple example of bit-manipulation and concatenatation.

Reduction is a simple NOR reduction over a given input.

Loops are an example of a confusing process. In DSLX all variables are im-

mutable, but loops have a special syntax for reduction variables. Adding something like

the text in Listing 3 to the HDL context solves cases where a loop is created by the

LLM.

To introduce more complex examples, the few-shot also includes a simple ALU

that selects between different operations, and a multiply-add example. Clearly, other

examples could be added, but LLMs seem capable to perform knowledge transfer from

just few examples.

The Prefix follows the few-shot. It is a brief statement directing the original

Question with something like: ”The following statements describe the problem to be

addressed in DSLX.”.

The Suffix, added post-question, limits the scope of the problem to address.

It includes instructions such as ”respond with valid program syntax only, without ad-

ditional English explanations” and specifically tailors HDL input and output formats.

Handling IOs is crucial for HDLs with multiple output options, necessitating directives

to maintain output integrity and naming consistency. For DSLX, Suffix includes di-

rectives like ”do not split the outputs into individual bits” and ”variables assigned to

the output struct should have the same name as the struct fields”. This Suffix con-

12



cept is essential even when using Verilog because it can use interfaces, structs, or plain

Verilog-2001 syntax.

The HDLAgent Suffix allows different HDLs to interface with Verilog. Nev-

ertheless, keeping names and common syntax is an essential problem the Suffix must

address, even for a single HDL use case.

3.0.2 Compiler Context

HDLAgent’s compiler context iteratively corrects inaccurately generated HDL

code. It grounds the LLM generated code to correct and provide feedback on halluci-

nations.

In the case that there is a compiler error, HDLAgent builds a query (Figure 3.2)

that starts with ”main context”, ignoring non-code responses. It follows with the latest

code snippet, then a sentence saying that ”the previous code has the following compile

error” followed by the compiler error message. If HDLAgent has a compiler example fix

of how to address the compiler error, the context finishes adding the ”sample fix”.

The example fix is similar to RTLFixer [31] in that it provides an explanation

to fix Verilog messages. We instead extend it to cover multiple HDLs and explain that

a given HDL requires a special way to handle some syntax.

HDLAgent shows the whole latest code snippet. We tried a method inspired

by CWhy [2], which provides a few lines of code around the compiler error message.

This worked fine for some LLMs like GPT-4, but failed with other LLMs. This delta

approach reduces token usage, but it increased error rates so we did not use it in the

13



evaluation. As LLMs improve, it may be something worth reconsidering.

3.0.3 Prompt Optimizations

Besides the previous main and compiler context there are also several subtle

but important optimizations:

• Placing the prompt after the context achieves better results [13].

• HDLAgent approach avoids the chat-like history with all the previous code gen-

erations and fixes. Keeping the original question iteration but not the compiler

error fixes achieves better results [30]. We did a quick test with HDLAgent and

DSLX. Avoiding a history with all the error fixes had a 5% improvement in GPT-4

and a 27% in Mix-8x7B.

• Most LLMs generate code snippets in quoted sections, but not always. Even worse,

it is common to write english explanations even thought the prompt explicitly asks

to just write code. To address this, for each language we have a filter/detector

that removes English and finds code boundaries. For example in Verilog it allows

preprocessor directives and code between module and endmodule. Without this,

some smaller LLMs fail very frequently.

3.0.4 LLM Cost

Our approach approximates LLM cost by the number of tokens utilized. This

metric serves as a practical proxy for monetary cost and the compute resources needed.

14



As the context length increases, so do the costs and computational demands.

While the cost of input and output tokens might vary, we simplify by assuming

fewer tokens equate to lower costs. This token-centric view influences decision-making

regarding iteration methods and context types. Future studies could investigate effi-

ciency metrics like error rate × tokens.

Our current focus prioritizes accuracy while striving to reduce token usage. A

crucial aspect to consider is the ”stateless” nature of LLMs, meaning each call requires a

complete context. APIs like OpenAI and Mixtral lack a ”chat-like” interface that accu-

mulates context across queries. GPro-1.0 is able to do so. This means that, depending

on the cost model for LLMs like GPro-1.0, it may be more efficient to keep the history.

Nevertheless, GPro-1.0 context is not long enough to handle several iterations. For this

work, we flush the history and ignore cost models and consider just total token usage

after all of the HDLAgent iterations.

3.0.5 Usage and Features

HDLAgent processes two types of input: JSON files and ”Spec” files, the con-

tents of which are used to formulate the LLM queries. For the benchmarking results

discussed in this paper, JSON files were utilized, each containing specific fields and

their corresponding content: ”instruction” provides an English description of the de-

sired circuit behavior, ”pipeline stages” is an integer indicating the appropriate LEC

script for combinational or pipelined circuits, ”response” includes the correct Verilog

implementation for comparison in LEC, and ”interface” contains the Verilog-style mod-

15



ule declaration to standardize the I/O and adjust the LLM’s implementation to align

with the ”response” for LEC verification.

Spec files, intended for non-benchmarking user interactions, are formatted as

YAML files. These include all JSON fields except ”response,” as there is no Verilog

implementation for comparison. The YAML format was chosen for Spec files as it is

user-friendly and easily editable, offering a straightforward way for users to modify the

LLM’s output if needed. HDLAgent can also use an LLM to generate a Spec file from

a simple text document outlining and refining the desired behavior. This provides the

benefits of automatic formatting and, more importantly, an increase in clarity from the

user-supplied prompt.

Having an LLM implement a design based on an improved description that

it previously generated from an original human-written prompt is an instance of self-

reflection. This prompting technique leads the LLM to iterate upon and correct its

own work. Past research, such as the Reflexion framework [?], has shown that self-

reflection improves results in the HumanEval benchmark. HDLAgent incorporates a

similar approach with its ”testbench” flow, initiated after the initial RTL version is

generated.

A separate conversation is created, prompting the LLM to generate an assert-

based Verilog testbench. The results of the testbench and the testbench itself are fed

back into the primary conversation if there are any failures. This feedback prompts the

LLM to correct the RTL. The testbench conversation does not have access to the RTL,

preventing it from ”cheating” by designing the testbench based on the RTL. Instead, it

16



relies solely on the English description of the desired behavior. This process produces

a testbench independent of the implementation, designed by the LLM, and used to

critique and improve its own work through self-reflection.

The creation of a separate conversation for testbench generation allows for

the use of a different LLM from the one working on the RTL. Past works have shown

that using a multi-agent debate model can significantly improve results [?], even with

just two distinct agents. HDLAgent permits the use of multiple ”testbench” LLMs,

each critiquing the implementation. However, for evaluation, only self-reflection and

the two-agent debate model were tested, seen in 5.1.5.
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Chapter 4

Setup

4.1 Setup

Table 4.1 lists all the languages used in the evaluation and the compiler versions

used by this paper. When a date is provided it corresponds to the top-of-tree version

at that given month. For Quality of Results (QoR), we use Yosys synthesis results.

Table 4.1: Language Tools and Versions
Language Tool Version
Verilog Yosys 0.35
Chisel FIRRTL 3.5.0-RC2
pyRTL pyRTL compiler 0.10.2
DSLX XLS 3/2024

Table 4.2 shows the LLMs used. Many LLMs, including GPT-3.5o, are not

deterministic. They have produced differing outcomes for the same example under

identical prompt conditions. OpenAI recently proposed a new API to address this

issue, providing a seed, but this solution still needs to be fully implemented across all
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Table 4.2: LLMs used in the evaluation
LLM Version Updated Context
GPT-4 gpt-4-1106-preview 4/2023 128000
GPT-3.5n gpt-3.5-turbo-0125 9/2021 16385
GPT-3.5o gpt-3.5-turbo-1106 9/2021 16385
GPro-1.0 gemini-1.0-pro-001 2/2024 32720
Mix-8x7B Mixtral-8x7B-instruct-v0.1 12/2023 32768
Mix-8x22B Mixtral-8x22B-v0.1 3/2024 32768

LLMs. For fair evaluation, we avoid the deterministic settings and perform 1, 5, or 10

runs depending on the pass@k parameter.
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Chapter 5

Evaluation

5.1 Evaluation

5.1.1 Overall Results

To understand the benefits of HDLAgent across LLMs, we plot each of the

HDLs (Chisel, PyRTL, DSLX, and Verilog) against four benchmark tests: VH stands

for VerilogEval-Human, VM stands for VerilogEval-Machine, HC stands for HDLEval-

Comb, and HP stands for HDLEval-Pipe.

VerilogEval tests consist of several Verilog-specific questions. However, their

evaluation does not fully demonstrate the potential of the LLM/HDLAgent as effectively

as HDLEval (HC, HP) does. This is a common issue across HDLs with the exception

of Verilog. The plots include VH and VM for reference, but the focus of the evaluation

is HDLEval-Comb.

Each bar has five components to showcase the impact of different aspects of
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HDLAgent. Base is the baseline or typical zero-shot LLM evaluation that does not use

HDLAgent yet still keeps the HDLAgent prompts to format IOs and overall directions

for code generation; Description adds the HDL Description (Section 3.0.1); Few-shot

adds the few-shot related to the language used; Compile adds the compiler feedback

and iterates up to 8 times to fix the code; and Fixes performs the same iterations but

for each iteration provides a suggestion, alongside a generic example, on how to fix that

given compiler error.
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Figure 5.1: HDLAgent improves Chisel across all LLMs.

Chisel (Figure 5.1) is based on Scala; several LLMs know the basic syntax but only

GPT-4 performs decently with Chisel. All the LLMs except GPT-4 had less than a 3%

success rate with Chisel. Both ”main context” (Description + Few-shot) and ”compiler

context” (Compile + Fixes) provide substantial benefit, demonstrating that all these

components are necessary. Moreover, GPT-3.5o and GPT-3.5n perform better than

high performing LLMs (GPT-4) without HDLAgent. HDLAgent is also able to improve
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GPT-4, reaching a 69% success rate.
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Figure 5.2: HDLAgent improves PyRTL across all LLMs.

PyRTL (Figure 5.2) is a Python-based HDL. OpenAI LLMs (GPT-4, GPT-3.5n, GPT-

3.5o) can pass several tests without HDLAgent (Base); however, even these models have

a low success rate, between 27% and 40% in PyRTL. When HDLAgent is enabled, the

success rate increases to between 44% to 59%. Similar to the Chisel case, HDLAgent

speedup comes from several factors.

As with Chisel, all the HDLAgent components are important but the ”compiler

context” (Compile + Fixes) is crucial for both PyRTL and Chisel. This is because these

HDLs are Domain Specific Languages (DSLs), so the LLMs gets confused mixing the

DSL hosts (Scala, Python) with their HDL-specific syntaxes. The compiler context is

able to guide and solve the issues.

DSLX (Figure 5.3) is a Rust-like language. Since DSLX does not allow arbitrary

pipelining, it cannot be evaluated against HDLEval-Pipe and it exhibits very poor per-
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Figure 5.3: HDLAgent improves DSLX HDLEval-Comb across all LLMs.

formance with VerilogEval. GPT-4 has some knowledge of DSLX, and once again, HD-

LAgent significantly enchances the results across all LLMs. Unlike Chisel and PyRTL,

DSLX is not a DSL. In this case, the ”main context” (HDL Description + Few-Shot)

is the biggest HDLAgent factor in this improvement, because explaining the Rust-like

syntax and providing a few examples is more important than grounding the results with

compile errors.

Verilog (Figure 5.4) has the best overall performance for the Base, which is when

no HDLAgent is active. This is the expected behavior due to extensive training with

Verilog syntax. It is also the only fair case where VerilogEval can be used to evaluate an

HDL. Overall, HDLAgent has little impact on the models that are already proficient in

Verilog; however, it has a significant impact on Mix-8x7B and Mix-8x22B, which have

little Verilog knowledge. This is an interesting observation displaying how knowledge

transfer can work even when the LLM is not familiar with Verilog.
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Figure 5.4: Verilog succeeds across benchmarks and LLMs .

One interesting observation regarding Verilog is that ”compiler context” does

not help recover from many errors. Part of the reason is that Verilog error messages use

Yosys, which has error messages more cryptic than PyRTL (Python), Chisel (Scala),

or DSLX. A stricter Verilog compiler with more readable errors could have a different

distribution, but over 80% of the Verilog generated code in HDLEval-Comb compiles

correctly at a first attempt, so there are limits on what compiler error grounding can

provide.

When comparing LLMs, one unexpected behavior is that Mix-8x22B has lower

performance than Mix-8x7B. The model was recently released, but we observe a high

failure rate when it is attempting to follow directions. Using a ”instruct” model will

achieve better results. We kept the ”base” model because it provides interesting insights

on how different models improve and behave with HDLAgent.

One of the main HDLAgent objectives is to enable LLMs to use new HDLs.
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When comparing different LLMs like GPT-3.5o and GPT-3.5n across various HDLs,

trends indicate that the performance of HDLs remains relatively consistent regardless of

the specific LLM used. For instance, with GPT-4, Verilog shows the highest success rate

at 75%, which is close to its lowest for PyRTL with 59%. This pattern of performance

is consistent across all tested LLMs. The worst performing LLM (Mix-8x22B) has a

53% Verilog success rate, while PyRTL the worst performing HDL Mix-8x22B has a

28% success rate. Without HDLAgent, many LLMs had a zero success rate.

5.1.2 HDLAgent Context Insights

This section discusses HDL Description and few-shot selection. One straight-

forward approach is to use the HDL reference manual directly. While this is feasible

with GPT-4, Mix-8x7B, and GPro-1.0 due to their large context windows, its generally

less effective than using a summarized HDL description. For example, using a full ref-

erence instead of a summary does not change results for GPro-1.0, but reduces success

rate from 77% to 66% for GPT-4, and from 59% to 33% for Mix-8x7B. This indicates

that future LLMs need to improve handling of length contexts, as all evaluated LLM

struggle with this.

Figure 5.5 shows the DSLX, PyRTL, and Chisel success rate as different refer-

ence manuals are summarized for HDLAgent. Each bar shows a different LLM reference

summarization prompt (Section 3.0.1) sorted by accuracy. The breakdown is the con-

tribution of the few-shot examples and the HDL description. Interestingly, adding

Few-shot always improves results, and removing HDL Description and just keeping
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Figure 5.5: HDL description and few-shot help LLMs to improve results.

few-shot examples is a reasonable alternative. In some HDL/LLM combinations like

Chisel/GPT-3.5n, using either Few-shot or Description works. For other combinations

like DSLX/Mix-8x7B, HDL Description helps but Few-shot is necessary. Optimal re-

sults require both Few-shot and HDL Description.

5.1.3 Pass Sensitivity

Pass@k is a popular method that measures how results can be improved by

generating multiple attempts. A k=5 means that when 5 LLM tries are used, at least

one has the correct code generation. Table 5.1 shows tests passed for HDLEval-Comb for

multiple LLMs and multiple pass@k values (1,5,10). Only the HDLEval-Comb results

are shown, as it is the most representative benchmark for a multi-lang evaulation.

Less popular HDLs benefit more from higher pass@k values. For example,

DSLX shows a 1.22 to 2.08 times improvement in test pass rates from pass@1 to pass@10.

Verilog has between 1.16 and 1.45 times. This discrepancy is likely because the LLM,
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Verilog Chisel PyRTL DSLX
k=1 k=5 k=10 k=1 k=5 k=10 k=1 k=5 k=10 k=1 k=5 k=10

GPT-4 Base 97 103 111 69 88 92 53 79 85 46 79 85
HDLAgent 102 109 111 97 103 107 81 92 98 86 100 104

GPT-3.5n Base 71 96 100 0 5 9 36 63 67 15 32 41
HDLAgent 78 93 98 80 97 100 59 79 88 55 80 88

GPT-3.5o Base 64 93 99 1 6 14 37 60 71 4 19 25
HDLAgent 79 92 100 79 91 99 70 78 89 65 86 91

GPro-1.0 Base 66 97 105 1 5 12 6 17 31 0 0 0
HDLAgent 77 96 99 49 84 88 38 66 77 48 74 82

Mix-8x7B Base 16 39 50 4 12 17 0 1 2 0 0 0
HDLAgent 66 86 95 60 80 86 48 71 82 38 72 79

Mix-8x22B Base 18 65 78 2 12 18 2 8 13 0 0 6
HDLAgent 72 96 101 35 79 89 39 67 72 47 75 81

Table 5.1: Pass@k results for HDLEval-Comb for different LLMs with just a Base
query or with HDLAgent.

unfamiliar with the language, starts from an incorrect baseline and struggles to correct

errors through compiler feedback. Not being able to fix is very rare in Verilog but over

10% of the DSLX tests have this problem. The higher the pass@k, the easier to avoid.

Once the code compiles correctly, the failure rate for all the HDLs is comparable. This

means that if a future HDLAgent improved the iterations or better selection point, it

could further improve results.

Figure 5.6 provides more insights on the pass@k results. It shows the increase

in accuracy as HDLAgent iterates with the compiler like GPro-1.0 across HDLs. We

choose GPro-1.0 because it is one of the LLMs that need more iterations to converge.

For Verilog, it converges very fast but for the other HDLs it needs 6 to 8 iterations to

converge. More iterations do not improve, but changing the starting point like pass@5
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Figure 5.6: GPro-1.0 converges in a few iterations.

improves the results. Overall, 8 iterations is enough across languages because increasing

iterations does not help in success rate but hurts in token usage.

When pass@5 and 8 iterations are used (Table 5.1), HDLAgent HDLs (Chisel,

PyRTL, DSLX) perform better or equal to the same LLM with Verilog (Base). This

is a main contribution on the paper showing that HDLAgent enables the use of small

community HDLs.

5.1.4 Time and QoR

Execution time is an important metric for any AI Agent. Figure 5.7 shows

the execution time boxplot for HDLEval-Comb with different LLMs, where both suc-

cessful and failed tests are considered. All the languages besides Verilog go through a

translation process to Verilog that adds overhead. In HDLAgent, the execution time is
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Figure 5.7: LLM and HDL affect total HDLAgent execution time.

a function of tokens
second , number of iterations, and external compiler speed.

Comparing across HDLs, the main outlier is Chisel. Around 2/3 of the execu-

tion time is spent in the FIRRTL compiler to generate Verilog. GPT-4 is faster because

it has less errors and hence less iterations. PyRTL and DSLX are also slower than

Verilog, but this is in part due to the additional iterations.

Comparing across LLMs, GPT-3.5n and GPT-3.5o tend to be faster overall as

they combine less error iterations and speed of results. External tokens
second benchmarking [1]

points that GPro-1.0 is roughly 30% faster than GPT-3.5n and 4 times faster than GPT-

4. HDLAgent results are different because of iterations and speed.

The Quality of Results (QoR) is crucial in hardware generation. Figure 5.8
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Figure 5.8: QoR is consistent across LLMs but different across HDLs.

shows the gate count ratio compared to the best implementation. A ratio of 1 indicates

optimal gate count, while 2 indicates double the gate count. This figure only includes

the successful runs using HDLAgent with HDLEval-Comb. The plot reveals significant

Qor variation compared to the best implementation. Typically, the average varies due

to one or two outliers. For instance, in PyRTL generated by Mix-8x7B, the average

gate count is 1.63, but removing two outliers brings it down to 1.12. This means that

the LLMs sometimes generate very inneficient code but it is not so frequent. An second

observation suggests that GPT-4 may underperform; however, it successfully handles

larger and more complex tests that affect the results. A third observation is that the code

generated by various LLMs displays comparable efficiency. Among these, DSLX appears

to be slightly more efficient. In DSLX generated by GPT-4, 80% of the generated code

is the optimal with a 1 ratio. This seems to imply that an efficient compiler like XLS

combined with a popular syntax can result in better results for generated HDL code.
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5.1.5 Self-Reflection with Multi-Agent Debate

Figure 5.9: All possible scenarios of the

As mentioned in Section 3.0.5, HDLAgent includes an option to generate Ver-

ilog testbenches for the produced code. This section examines the results of passing the

design through a testbench and iterating upon it in case of any testbench failures before

attempting LEC. Figures 5.10 and 5.11 show the results of using the best-performing

and worst-performing LLMs, GPT-4 and Mix-8x7B, respectively, as both designers and

testers when writing Verilog for HDLEval-comb. If the initial version of the design failed

its testbench, a second version would be generated and this version would then attempt

LEC. The results are categorized into test cases that fail and those that pass LEC in

their initial version, with the red part of the stacked bar representing those that failed
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Figure 5.10: Introducing a testbench into the generative loop worsens results

LEC in their second version, and the green part representing those that passed LEC in

their second version.

Figure 5.9 illustrates all possible scenarios in the HDLAgent testbench debate

model. Two of these scenarios are labeled ”impossible” because the result of LEC would

be different despite the design not changing. The remaining scenarios, along with the

results shown in Figures 5.10 and 5.11, are explained in the rest of this section.

This paragraph discusses cases where the initial version of the design would

have passed LEC. The ”no benefit” case occurs when the testbench passes, meaning the

design did not undergo a second iteration, and the testbench made no difference. The
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Figure 5.11: Introducing a testbench into the generative loop provides little benefit

”noncompliant test” case occurs when the initial version of the design would have passed

LEC, but the testbench failed; however, the second iteration of the design still passes

LEC. This suggests that the designer LLM has a strong understanding of the design

requirements, consistently passing LEC, while the test failed, indicating noncompliance

with the design requirements. This points to LLMs being better designers than testers

and ignoring feedback from tests that do not align with the originally stated require-

ments. In contrast, the ”ruined result” case occurs when both the testbench and the

second LEC fail, despite the initial version of the design passing LEC. Here, feedback

from the testbench failure misled the LLM, prompting unnecessary and ultimately in-
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correct changes, ”ruining” the design. Figure 5.10 shows this is a somewhat common

scenario, especially when Mix-8x7B is the tester, implying that this debate model is

disadvantageous.

This paragraph discusses cases where the initial version of the designs would

not have passed LEC. The ”low coverage test” case occurs when the testbench passes,

meaning there is no second version of the design, so LEC remains a failure. The test

was too simple to provide any insights on how to improve the design, possibly due to

the LLM’s poor understanding of the design requirements. The ”ideal case” is when

the testbench fails, providing feedback that allows for iteration on the design, resulting

in the second version passing LEC. Figure 5.11 shows this is an uncommon scenario

compared to the ”ruined result” scenario seen in Figure 5.10, further indicating that

the debate model decreases performance. The final case is where the testbench fails,

and its feedback provides no benefit, as LEC is not passed with the second iteration.

This is referred to as ”ineffective feedback”.

Overall, the results suggest that HDLAgent’s current multi-Agent debate scheme

provides no advantage for RTL design. Some tests that would have otherwise passed

fail due to the feedback from failed testbenches. Developing a more cohesive arbitra-

tion scheme for inter-Agent debate, as well as fine-tuning for testbench generation and

interpretation, is left for future work.
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5.1.6 Insights for HDLs at the age of LLMs

The goal of this section is to show some shortcomings in HDLs that need to

be addressed to improve accuracy in an LLM world.

5.1.6.1 Verilog

Verilog is the language that LLMs know the best. For top-performing LLMs

like GPT-4, the main challenge lies in handling pipelining. Verilog allows for unre-

stricted pipelining, which deviates from the traditional Von Neumann architecture or

non-hardware program structure. GPT-4 effectively generates combinational logic be-

cause a typical program without recursion or memory access can be directly translated

to Verilog or combinational logic. Improving pipelining remains an open research ques-

tion that needs to be addressed to enhance LLMs’ performance hardware tasks.

5.1.6.2 Chisel

Besides the common pipelining issue, Chisel LLM code generation needs help to

interface Chisel code to Verilog. As a part of compilation process, the Verilog generated

module’s IO appends ”io_” to all names. Additional clock and reset signals are created

by default, even if unused in the original Chisel code. Listing 1 shows the resulting

Verilog from a compiled Chisel implementaion of a full adder circuit.

To interface modules, HDLAgent adjusts the IO to perform testing. Postpro-

cessing is used to remove the unused signals as well as renaming those modified to their

originals to match the circuit specification. This is necessary as the first step of the LEC
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checks that the two modules’ IOs match, otherwise a truthful comparison is impossible

and the LEC fails.

In addition, Chisel shares a problem with PyRTL of being a Domain Specific

Language (DSL), and the LLMs use incorrect syntax.

module full_adder(
input clock ,
input reset ,
input io_a,
input io_b,
input io_cin ,
output io_sum ,
output io_cout

);

Listing 1: Chisel IOs have name changes.

5.1.6.3 PyRTL

PyRTL shares common problems with Verilog and Chisel, but it also has a

problem with semantics.

A DSL problem is when the LLM generates Python syntax to implement logic

instead of the PyRTL syntax. Listing 2 invalid cases uses Python ”inp 1” instead of the

PyRTL shift right logical library call. Many of those problems generate errors which

are catched by HDLAgent, and it is able to fix with further HDLAgent iterations.

Besides DSL problems, PyRTL has errors due to inconsistent semantics. In

Verilog and Chisel, a right shift logical of a positive number reduces the size. For

example if inp has 4 bits, and it is right shifted once, the output has 3 bits. Not in

PyRTL, it has 4 bits but the most significant bit is a zero. Listing 2 showcases the

36



inp = pyrtl.inpput(4, 'inp ')
out = pyrtl.Output(4, 'out ')
out <<= inp ^ pyrtl.shift_right_logical(inp, 1)
# equivalent: out <<= pyrtl.concat(inp[3] ^ 0, inp[3] ^ inp[2], inp

[2] ^ inp[1], inp[1] ^ inp[0])
# CORRECT : out <<= pyrtl.concat(inp[3] , inp[3] ^ inp[2], inp

[2] ^ inp[1], inp[1] ^ inp[0])
# INVALID : out <<= inp ^ (inp >>1) # Invalid , >> is a python shift

not PyRTL

Listing 2: PyRTL issues generating right shift.

problem in one HDLEval test. The most significant bit is xored with zero which is not

the expected result.

5.1.6.4 DSLX

fn add_7_to_11() -> Outputs {
//add values from 7 to 11 (exclusive)
let base = u16:7;
let res = for (i, accum): (u16, u16) in u16:0..u16:4 {

accum + base + i
}(u16:0);
Outputs { result: res }

}

Listing 3: Rust DSLX special loop syntax.

DSLX presented a different set of challenges compared to DSLs like Chisel and

PyRTL. Since it does not support unrestricted pipelining, only combinational logic is

used in this section’s feedback.

DSLX shares input/output generation issues with Chisel and PyRTL but faces

even greater challenges. DSLX has a single unnamed output for functions named ”out”

during Verilog generation. DSLX solution to multiple outputs is to use a struct. HD-
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LAgent addresses it by post-processing the generated Verilog and modifying the output

port name to match the desired name. A better solution that requires DSLX semantic

changes would be to adopt a Go-like syntax that allows for multiple named outputs and

ensures Verilog generation respects those outputs.

Another interesting source of errors stems from DSLX being ”similar to Rust”.

If the HDLAgent’s HDL Description mentions that ”DSLX is similar to Rust...” it gen-

erates even more errors. Even without this sentence, the LLM sometimes generates

legal Rust but illegal DSLX code. Some differences are easy to spot, such as DSLX’s

”assert(cond)” versus Rust’s ”assert_eq!(cond),” while others, like the presence of Rust

annotations like ”#[test]” in DSLX code, are more subtle. To address the ”similar but

not the same” syntax issues, it is suggested to avoid mentioning the similarity and catch

any discrepancies during compilation time, generating a compile error for HDLAgent to

fix.

A more complicated case involves semantic changes. Since DSLX cannot de-

scribe circuits with mutable variables, its expressions cannot describe state changes over

a loop, making it incompatible with the Rust loop semantics. Instead, these expressions

have an accumulator value separate from the iterator, creating a return value calculated

by the body of the for loop. As shown in Listing 3, the for loop body sums the values

between 7 and 11 by accumulating the base value of 7 and the iterator value in the range

of 0 to 4 each loop ”iteration.” This deviation from standard loop semantics required a

dedicated code snippet and explanation in both the initial and supplemental contexts

to correct the LLM’s often incorrect assumptions about DSLX’s generative for loop syn-
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tax. Addressing these changes will help LLMs to perform better with less HDLAgent

iterations.
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Chapter 6

Future Work and Conclusions

6.1 Future Work and Conclusions

Large Language Models (LLMs) have the potential to revolutionize computer

science. This paper introduces HDLAgent, an AI Agent that significantly improves

LLMs’ HDL code generation for less popular HDLs like Chisel, PyRTL, and DSLX.

Supporting multiple HDLs without LLM tuning is crucial for pioneering new HDLs that

exploit LLM capabilities. The paper presents several challenges and recommendations

for existing and future HDLs and AI Agents for chip design. The evaluation results

point to pipelining vs combinational performance issues that the AI Agent community

should address.

Evaluation reveals that HDLAgent enables emerging HDLs improving across

all LLMs. The best performing LLM is GPT-4, without HDLAgent, GPT-4 had a

72% success rate for Verilog and 34% for DSLX. Once HDLAgent is applied, all the
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HDLs have between 72% and 82% in pass@10. This means that HDLAgent is able to

use knowledge transfers across HDLs, and boost the score beyond the GPT-4 Verilog

baseline. This same property is shared across LLMs. The performance of all the HDLs

with HDLAgent are always better than the Verilog performance when HDLAgent is not

applied in pass@10.

This paper’s evaluations of HDLAgent highlight the challenges faced by the AI

Agent community in chip design. These include dealing with QoR outliers, decreasing

execution time and token count, difficulties encountered with DSLs, improving compile

error messages to guide LLMs, dealing with large outputs, pipelining…

In summary, HDLAgent enables the use of LLMs for HDLs beyond Verilog.

The code for HDLAgent will be open-sourced to further benefit the community pointing

to several insights and challenges.
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