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Abstract

Essays in Environmental and Public Economics

by

Matthew Tarduno

Doctor of Philosophy in Agricultural and Resource Economics

University of California, Berkeley

Associate Professor James Sallee, Chair

Economists have long prescribed taxing externality-generating goods according to their

marginal damages to internalize the social costs of economic activity. Real-world policies,

however, often differ significantly from this prescription. In some settings, practical con-

straints render perfect Pigouvian taxation infeasible. In other settings, political systems

favor imperfect externality regulation, even when first-best policies are possible. In this dis-

sertation, I study externality regulation in the context of environmental pollution and traffic

congestion, with an eye on designing optimal policies in the face of political and practical

constraints on policymakers.

In the first chapter, I study cordon zones, regions in the center of cities where cars are charged

a toll for entering during peak hours. These policies are blunt approximations for Pigouvian

taxes: uniform prices cannot reflect all of the heterogeneity in congestion and pollution dam-

ages associated with urban driving, and the discrete spatial and temporal cutoffs commonly

used in cordon zones invite externality leakage. To understand the implications of these

imperfections for setting optimal cordon prices, I first extend existing models from public

economics to characterize optimal cordon tolls. This exercise yields a set of parameters nec-

essary for calculating optimal road prices. I then recover estimates of these parameters using

a natural experiment where bridge tolls were adjusted in the San Francisco Bay Area.

Using these parameters, I estimate optimal cordon tolls for three US cities: New York, San

Francisco, and Los Angeles, each of which is currently planning on implementing cordon

pricing. Across these three cities, I find that because drivers are willing to substitute to

unpriced alternative routes or travel times in response to tolls, optimal peak-hour cordon

prices are below the average social damages associated with trips passing through the cordon

1



zone. Counterfactual simulations suggest that while cordon pricing would generate substan-

tial welfare gains in each of the above cities, the imperfections in these policies mean that

a majority of the theoretically possible welfare gains are left unrealized even under optimal

peak-hour cordon pricing. To conclude this chapter, I discuss the prospects of improving the

performance of cordon zones by allowing for granular time-of-day tolls, or by redesigning the

cordon zones themselves.

In the second chapter, I investigate why voters support inefficient (standard-based) envi-

ronmental policies over efficient (price-based) environmental policies. Using an information

provision experiment conducted before and after voting on an environmental ballot initiative

in Nevada, I estimate a model that maps voters’ beliefs about the attributes of externality-

regulating policies (effectiveness, cost, regressivity) to their support for these policies. I find

that voting behavior is relatively unresponsive to perceived cost and perceived regressivity,

but responsive to perceived policy effectiveness. Using this model, I decompose differences

in support for a performance-based policy (Nevada’s Renewable Portfolio Standard) and a

hypothetical price-based policy (a carbon tax). Oaxaca-Blinder decompositions imply that

differences in perceptions of policy attributes explain just 23% of the gap in support be-

tween renewable portfolio standards and carbon taxes, suggesting a significant role for “tax

aversion.” To the extent that misperceptions of policy attributes do explain differences in

support for these two policies, the explained gap results from overly optimistic beliefs about

the attributes of renewable portfolio standards. To conclude, I predict voting behavior under

several counterfactual scenarios. I find that in this setting, targeting revenue toward “swing”

voters is unlikely to significantly improve support for carbon taxes. Instead, the results of

this pilot experiment highlight the importance of communicating to voters the efficacy of

price-based policies.

In the third chapter, I leverage a natural experiment to study whether Transportation Net-

work Companies (TNCs) like Uber and Lyft worsen traffic congestion, and discuss the policy

implications for cities considering regulating or taxing these companies. Applying difference

in differences and regression discontinuity specifications to high-frequency traffic data, I es-

timate that Uber and Lyft together decreased daytime traffic speeds in Austin by roughly

2.3%. Using Austin-specific measures of the value of travel time, I translate these slowdowns

to estimates of citywide congestion costs that range from $33 to $52 million annually. Back

of the envelope calculations imply that these costs are similar in magnitude to the consumer

surplus provided by TNCs in Austin, meaning that the entrance of these companies can be

thought of as a transfer of welfare from incumbent road users to TNC customers.

2



Because it is less costly for cities to track the movements of ridesharing vehicles than it is to

build the infrastructure for cordon pricing, TNC taxes are often proposed as an alternative

to conventional congestion pricing. Anecdotally, taxing Uber and Lyft also enjoys a political

advantage over cordon-based pricing (for example, New York, Chicago, and San Francisco all

passed the TNC taxes, but are each engaged in political debates over cordon pricing). The

results in this paper suggest that even if TNC taxes or restrictions are politically expedient,

they are unlikely to generate large net welfare gains through reduced congestion.
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Chapter 1

For Whom the Bridge Tolls:

Congestion, Air Pollution, and

Second-Best Road Pricing

1.1. Introduction

Economists have long advocated for charging road users to address the negative externalities

associated with urban driving (Vickrey, 1963; Johnson, 1964; Parry, 2002). Following early

policy experiments in Singapore and London, a growing number of cities including New

York, Los Angeles, and San Francisco, are considering implementing road pricing. Despite

its history of advocating for road pricing, however, the economics literature offers little

insight on how to implement road pricing in practice, especially given that real-world policy

instruments differ significantly from the first-best policies prescribed by economists.

A first-best road pricing policy would charge drivers for the marginal social damages

(the time cost imposed on others plus the social cost of pollution generated) associated with

every vehicle trip. Practical constraints, however, render first-best road pricing infeasible

in most settings. Implementing a first-best policy would require detailed information about

each driver’s routes and emissions, as well as real-time traffic data. It is typically too

costly to collect this information through a passive sensor network, and proposals for GPS-

based pricing schemes are often rejected on privacy grounds (Lehe, 2019; Giuliano, 1992).

Consequently, city-wide road pricing often takes the form of cordon zones — regions in the

center of a city where drivers are charged for entry. Real-world road pricing schemes therefore

deviate from the first-best policy along two important dimensions: First, feasible cordon

systems cannot account for all of the heterogeneity in congestion and pollution externalities

across trips that all enter the cordon. Second, cordon zones leave nearby roads unpriced,
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allowing for externality leakage. As a result, it is generally unclear how to set cordon prices

even if policymakers have perfect information about the social damages associated with trips

that pass through the city center (Parry, 2009).

In this paper, I adapt models from public finance to characterize optimal cordon prices

in the face of these policy imperfections. I then generate empirical estimates of how drivers

would respond to road pricing, and use these estimates together with formulas derived from

the theoretical framework to calculate second-best cordon prices.

The second-best pricing framework I build stipulates a set of parameters necessary for cal-

culating second-best road prices accounting for both leakage and imperfect pricing (i.e., many

vehicle trips with different externalities are charged the same price). Calculating optimal

prices requires information about (i) the heterogeneity in marginal trip-level externalities,

(ii) the correlation between trip-level externalities and individual price-responsiveness, and

(iii) the elasticity of substitution between priced and unpriced trips. Outside of road pricing,

this framework can be applied to any setting where externality heterogeneity and leakage

simultaneously prevent the implementation of a first-best corrective policy (e.g., electricity

markets, or sin taxes).

In the empirical section of this paper, I use a natural experiment from the San Francisco

Bay Area to recover estimates of each of the parameters necessary to calculate optimal

cordon prices. In 2010, bridge tolls increased on all of the region’s bridges, and peak-hour

pricing was implemented on the region’s busiest bridge. I use this variation in road prices

together with administrative microdata from the region’s electronic tolling system to estimate

a discrete choice model of driving demand. The results from this exercise imply that the

two policy imperfections –– leakage and heterogeneity –– create a tension in optimal cordon

pricing. Trips associated with higher social damages are more elastic. Absent leakage, this

heterogeneity would imply second-best optimal prices that are above average social damages

(Diamond, 1973). The discrete spatial and temporal cutoffs in cordon pricing, however,

incentivize some drivers to shift trips in time and space to avoid tolls. Absent heterogeneity,

this leakage would imply optimal prices that are below average social damages (Green and

Sheshinski, 1976). The structure of this discrete choice model simplifies the information

required to apply the second-best tax framework (items (i)-(iii), above). Namely, it allows

me to populate a substitution matrix between alternative driving times and routes based on

a small number of parameters that describe driving choices.

I use this model of driving demand to calculate second-best optimal prices for the pro-

posed cordon zones in San Francisco, Los Angeles, and New York. I find that the leakage

effect strongly dominates the heterogeneity effect in each of these cities, resulting in second-

best optimal prices that are below the average social damages associated with trips that

enter the cordon. In San Francisco, for example, when cordon prices are constrained to
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peak hours, the second-best optimal prices that account for both heterogeneity and leakage

are $2 to $3. This is roughly half of the average social damages generated by trips that

use the cordon during those periods ($4 to $6). Unsurprisingly, peak-hour cordon pricing

performs poorly relative to the (infeasible) Pigouvian prescription. The second-best optimal

road pricing scheme in San Francisco, for example, achieves only 28% of the total welfare

gains, 30% of the congestion reductions, and 22% of pollution reductions relative to a pol-

icy where drivers are charged according to the marginal damages of each trip. Across the

three cities that I examine, I find that optimal peak-hour cordon prices are more effective

at internalizing congestion than they are at internalizing pollution. This reflects the fact

that while congestion and pollution externalities are spatially correlated, average trip-level

pollution damages do not exhibit the same within-day variation as congestion externalities,

and are therefore poorly targeted by peak-hour congestion prices.

To conclude, I investigate the prospects for improving cordon pricing policies. Allowing

a policymaker to set a fixed schedule of hourly prices between 6 a.m. and 7 p.m. generates

sizable welfare gains relative to a cordon policy constrained to charge prices only during peak

hours. I estimate that these welfare gains range from $146 million annually in San Francisco

to $286 million annually in New York. In each city, however, a cordon zone with second-best

hourly prices would realize less than half of the welfare gains possible under first-best prices.

This paper makes three primary contributions. First, this paper provides the first em-

pirical estimates of optimal cordon prices that account for both pollution and congestion. I

recover optimal peak-hour cordon prices that range from $2.20 in San Francisco to $7.92 in

New York. While there are robust literatures documenting the reduced-form relationship be-

tween road pricing and traffic speeds (Yang, Purevjav, and Li, 2020; Gibson and Carnovale,

2015; Leape, 2006), as well as traffic and local air pollution (Currie and Walker, 2011a;

Anderson, 2020; Gibson and Carnovale, 2015; Knittel, Miller, and Sanders, 2016; Tonne,

Beevers, Armstrong, Kelly, and Wilkinson, 2008), these results have yet to be combined

into optimal cordon prices that account for both of these externalities, as noted by Parry

(2009). Importantly, the optimal road prices presented in the paper also account for im-

perfections in real-world policies. Both theoretical and empirical studies suggest that while

price or quantity-based cordons can ameliorate pollution and congestion in some settings

(Zhong, Cao, and Wang, 2017; Börjesson, Eliasson, Hugosson, and Brundell-Freij, 2012),

policies designed without regard to agent re-optimization and heterogeneity may lead to

poor or perverse policy outcomes (Davis, 2008, 2017; Zhang, Lawell, and Umanskaya, 2017;

Hanna, Kreindler, and Olken, 2017; Green, Heywood, and Paniagua, 2020). Calculating

optimal cordon prices through a second-best tax framework explicitly accounts for these

considerations.

Second, this paper contributes to the literature on externality taxation by characterizing
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second-best prices in the presence of both heterogeneous externalities and externality leak-

age. This framework combines two canonical models of second-best pricing: the “Diamond”

model (Diamond, 1973), which shows that second-best uniform prices are a weighted average

of heterogeneous externalities, and the “leakage” model, where second-best optimal prices

reflect marginal damages, less a term that captures leakage (substitution) to other unpriced

goods that also generate externalities (Green and Sheshinski, 1976, see also Davis and Sallee,

2020; Gibson, 2019; Holland, 2012). Specifically, I consider the setting where there are many

externality-generating goods, the externalities vary across consumers and goods, and only

a subset of the goods are taxable. I show that in the presence of both heterogeneity and

substitution, the optimal second-best tax formula combines characteristics of the canonical

Diamond and leakage models. Holding fixed all other taxes, the optimal tax on any one

good is the Diamond-weighted marginal damages associated with the consumption of the

good, less a term governed by the Diamond-weighted leakage to other goods. The optimal

second-best tax vector solves a system of equations where terms in this system reflect indi-

vidual externalities, own-price elasticities, and cross-price elasticities. This characterization

is most closely related to Allcott, Lockwood, and Taubinsky (2019), who characterize the

optimal vector of taxes on sugary drinks in the setting with welfare weights that reflect a

planner’s distaste for inequality. The optimal taxation problem in this paper also resembles

the optimal collection of government revenue when taxes are distortionary (Ramsey, 1927).

Namely, the solution to the road pricing problem involves a matrix of substitution elastic-

ities, as does the general solution to the canonical Ramsey tax problem. In this setting,

an untaxed good’s idiosyncratic externality is analogous to each good’s distortions in the

many-good Ramsey problem.

This extension of optimal second-best pricing is applicable in settings outside of trans-

portation. In energy markets, for example, the externalities associated with electricity gen-

eration differ based on the location of powerplants (urban or rural; upwind or downwind of

population centers), and policies implemented by states or utilities may allow for external-

ity leakage if electricity is imported from other jurisdictions. Sin taxes (e.g., alcohol taxes,

cigarette taxes) similarly have heterogeneous impacts on consumers, and taxing any single

product may induce consumers to substitute towards related (and undertaxed) sin products.

Lastly, this paper presents a new approach for estimating the willingness of commuters

to shift the schedule of their trips. Scheduling costs are key parameters in the transporta-

tion economics literature (Vickrey (1963), Arnott, De Palma, and Lindsey (1990), Arnott,

De Palma, and Lindsey (1993)) and an important driver of the theoretical welfare gains from

congestion pricing (Kreindler, 2018). Adapting tools from the public finance literature on

bunching (Saez, 2010; Kleven and Waseem, 2013), I develop an estimator that infers schedul-

ing costs from the excess density of trips taken during times of day that fall just outside a
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peak pricing window. Because peak pricing is used to alleviate congestion in bridges and

tunnels in many cities, this estimation approach can be applied to understand scheduling in

many other metro areas.

The rest of this paper is organized as follows: Section 1.2 characterizes the second-best

optimal externality taxes in the presence of heterogeneity and leakage. Section 1.3 details

the discrete choice model of driving demand that I use to back out the statistics necessary

to estimate optimal prices. Section 1.4 outlines the setting and natural experiment that I

use to estimate the model of driving demand, and Section 1.5 covers the data. In Section

1.6, I describe the empirical strategy that I use to estimate the model of driving demand. I

present results in Sections 1.7 and 1.8, discuss these results in Section 1.9, and conclude in

Section 1.10.

1.2. Theory: Externality Taxation Under Heterogeneity and

Leakage

Public economics provides an unambiguous prescription for addressing market externali-

ties: apply a (Pigouvian) tax equal to the marginal damages associated with consuming the

externality-generating good. In practice, however, policy instruments typically lack the pre-

cision and coverage to execute this prescription. When corrective taxation cannot account for

heterogeneous externalities or leakage (substitution) to other externality-generating goods,

the second-best optimal tax on any given good may differ substantially from the tax insti-

tuted in the ideal Pigouvian policy. In this section, I outline canonical models for optimal

taxation under each of these separate imperfections (heterogeneity and leakage), and then

present a model that can be applied to instances where heterogeneity and leakage simulta-

neously prevent the implementation of the first-best.

1.2.1. Heterogeneity

For practical or legal reasons, policymakers are often constrained to apply a uniform cor-

rective price to a good where the consumption externalities associated with that good are

not uniform. In cordon zones, for example, drivers typically face a single charge for daytime

trips, or a toll that charges one price for peak-hour trips, and a lower price for off-peak trips.

Under these pricing schemes, many trips that generate different externalities are charged

the same price.1 Sources of congestion heterogeneity include the total length of the trip, the

1Verhoef, Nijkamp, and Rietveld (1995) provide a theoretical overview of the Diamond model (which

characterizes optimal corrective taxes under heterogeneous damages) as it applies to heterogeneous congestion

and pollution externalities.
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time that the trip is taken, and the specific roads used within and outside of the cordon.

Sources of pollution heterogeneity include vehicle attributes, travel speed, and trip length.

Diamond (1973) characterizes the second-best optimal uniform tax on a good which

generates heterogeneous externalities when consumed by different agents: The optimal tax

is a weighted average of the individual externalities, where the weights (henceforth Diamond

weights) are the individual own-price elasticities.

Formally, consider n consumers that derive utility from their consumption of an externality-

generating good, αi, and disutility from other’s consumption of this good:

U i = U(α1, ..., αi, ....αn) + µi

The second-best optimal uniform tax in this setting is:

τ ∗ =
−
∑

h

∑
h̸=i

∂Uh

∂αi
α′
i∑

h α
′
h

(1.1)

Where α′
i is the derivative of consumer i’s demand for α with respect to the price of α, and

∂Uh

∂αi
is the marginal external cost that consumer i imposes on consumer h by consuming α.

This expression captures an important principle in second-best corrective taxation: If

individual elasticities are positively (negatively) correlated with idiosyncratic externalities,

the second-best uniform tax on the externality-generating good will be larger (smaller) than

the naive average of marginal damages. Intuitively, the role of corrective taxes is to move

individuals to adjust their consumption of a product to the level where private marginal

benefit equals the social marginal cost. If a given group is unresponsive to price, however, the

second-best optimal tax described above will provide the correct incentive for the responsive

group to consume at the level that balances private and social marginal costs.

1.2.2. Leakage

Just as legal or practical constraints prevent policymakers from perfectly targeting external-

ities, these constraints often also prevent policymakers from pricing all related externality-

producing goods. Cordon prices, for example, price only trips that pass over the cordon’s

boundary, leaving trips that avoid the cordon unpriced.

Green and Sheshinski (1976) show that in the case of two externality-generating goods

(one of which is taxable and one of which is not) and homogeneous marginal damages, the

second-best prescription is to tax the taxable good at its marginal damages, less a term that
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is increasing in the substitutability of the two goods, and increasing in the marginal damages

of consuming the untaxable good.

Formally, consider two goods, x and y, with associated marginal external damages ϕx

and ϕy. A representative consumer with an exogenous income derives utility from these two

goods, and a quasilinear numeraire good, z:

U = U(x, y) + z

If a social planner is constrained to only tax x, the optimal tax is:

τ ∗x = ϕx +
dy/dpx
dx/dpx

ϕy (1.2)

The second-best optimal price balances the direct social damages associated with con-

sumption of the taxable good (ϕx), with the leakage-associated social damages that result

from an increase in the price of the taxable good ( dy/dpx
dx/dpx

ϕy). In this paper, I will refer to the

first term in this expression ( dy/dpx
dx/dpx

) as the leakage share between x and y.

As noted by Davis and Sallee (2020), equation 1.2 reflects separability insights from

Kopczuk (2003): The second-best tax on x is the sum of a) direct damages associated with

the consumption of this good, an b) a term that captures interactions between x and existing

market distortions.

In the remainder of this section, I cover two extensions to the above models. In Section

2.3, I characterize optimal taxes for a general set of externality-generating goods, where only

a subset of them can be taxed. In Section 2.4, I characterize optimal taxes for a general set

of externality-generating goods, where only a subset of them can be taxed, and marginal

damages are heterogeneous by consumer.

1.2.3. Leakage with Many Goods

Before characterizing second-best optimal taxes under both heterogeneity and leakage, I first

extend the two-good model in Section 2.2 to the case of many (homogeneous) externality-

generating goods, some of which are untaxable. This problem is a generalization of the two

and three-good direct vs. indirect taxation problems presented in Green and Sheshinski

(1976) and Sandmo (1978), and provides intuition useful for understanding the model with

heterogeneity presented in Section 2.4.

Setup: A representative consumer chooses quantities of M goods, (h1, ..., hM) and a nu-

meraire, z. Each non-numeraire good has an associated (homogeneous) externality, ϕm

7



that is linear in the consumption of m. A policymaker can choose tax levels τj for goods

j ∈ {1, ..., J} where J < M . I assume goods k /∈ {1, ..., J} are un- or under-taxed.

In Appendix A.1, I show that under these constraints the optimal tax for good j holding

fixed the taxes on all other taxable goods k is:

τj = ϕj +
1
∂hj

∂pj

(
J∑

k ̸=j

∂hk

∂pj
[ϕk − τk] +

M∑
l=J+1

∂hl

∂pj
ϕl

)
(1.3)

This intermediate results is a generalization of the two-good case. Holding fixed all taxes

other than τj, the optimal value for this final tax is its externality, ϕm, plus a term that

captures the extent to which consumers switch to other goods, and the level of unpriced ex-

ternality of those goods. Identifying the optimal tax vector requires simultaneously solving

J equations in the form of Equation 1.3.

To do so, one can rewrite Equation 1.3 to separate the tax and externality terms:

τj +
1
∂hj

∂pj

(
J∑

k ̸=j

∂hk

∂pj
τk) = ϕj +

1
∂hj

∂pj

M∑
l=1

∂hl

∂pj
ϕl

This yields J equations, each linear in the J tax levels:

aj1τ1 + ...+ ajl τl + ...+ ajJτJ = bj ∀ j ∈ [1, J ] (1.4)

Where ajl and bj are defined as:

ajl =

∂hl

∂pj

∂hj

∂pj

(1.5)
bj = ϕj +

M∑
m=1

∂hm

∂pj

∂hj

∂pj

ϕl (1.6)

The a and b terms have intuitive interpretations. ajl is the share of the reduction in overall

consumption of good j that shifts to good l as a results of an increase in the price of good j.

That is, each a term is a leakage share between two taxable goods. bj is the overall reduction

in externalities that results from the increase in the price of good j; this consists of a direct

component, ϕj, plus the sum of leakage terms:
∑M

m=1
∂hm

∂pj
/
∂hj

∂pj
ϕl, which are negative if j is a

normal good and m is a substitute for j.
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This system can be written compactly as:

a11 ... a1J
...

aJ1 ... aJJ


τ ∗1...
τ ∗J

 =

b1...
bJ


Aτ = b (1.7)

The optimal tax vector when there are J taxable goods out of M total externality-generating

goods is:

τ = A−1b (1.8)

Equation 1.8 shows that solving for the second-best optimal vector of corrective taxes in a

setting with incomplete tax coverage and substitution between many externality-generating

goods requires a) the consumption externalities associated with each good, and b) the sub-

stitution matrix between all goods.2

1.2.4. Heterogeneity and Leakage

Finally, I characterize second-best taxes where a) there are many externality-generating

products, b) policymakers can tax only a subset of these products, and c) externalities are

heterogeneous in consumption of the products.

While I apply this model to urban driving externalities in this paper, many markets fea-

ture externalities and policy instruments that fit this description. Electricity generation, for

example, produces environmental externalities that vary by location (Muller and Mendel-

sohn, 2007; Hernandez-Cortes and Meng, 2020), and local environmental policies may induce

leakage if utilities import electricity across jurisdictional borders. Similarly, the consump-

tion of “sin” goods may be associated with externalities or internalities that vary across

consumers, and taxing any one product (e.g., cigarettes) may induce leakage towards other

products (e.g., vape pens) that do not fall under a policymaker’s purview (Herrnstadt, Parry,

and Siikamäki, 2015).

Lastly, as I introduce heterogeneity, it is worth noting that I assume that the social

planner acts to maximize aggregate welfare, as in Diamond (1973). The formulae that follow

do not account for redistributive preferences — heterogeneity is included in the model to

2Note that this substitution matrix contains cross-price consumption derivatives and not cross-price

consumption elasticities. A contains 1’s along the diagonal; when all j goods are substitutes, the off-diagonal

terms of A fall in the closed interval [0,−1].
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reflect the implications of differences in externalities, rather than understand how externality

taxation interacts with inequality aversion.3

Setup: N heterogeneous consumers choose between M externality-generating goods and a

numeraire, z. I denote individual i’s consumption of good m as hm
i . Each individual has an

exogenous income µi. I assume that each consumer’s utility is a function of their consumption

of these M goods and a quasilinear numeraire, as well as other’s consumption of these goods

(which generate externalities and decrease i’s utility): Ui(h
1
1, ...h

M
1 , ..., h1

i , ...h
M
i , ...h1

N , ...h
M
N )+

zi.

As in Section 2.3, a policymaker can choose tax levels for goods j ∈ {1, ..., J} where

J < M . I assume goods m /∈ {1, ..., J} are un- or under-taxed. I denote τ j as the tax on

good j.

In Appendix A.1, I show that the optimal tax on τj as a function of the k other tax levels is:

τj =

∑N
i=1

∑N
g (

∂U i

∂h1
g

∂h1
g

∂pj
+ ...+ ∂U i

∂hM
g

∂hM
g

∂pj
)∑N

i=1
∂hj

i

∂pj

+

∑J
k ̸=j

∂hk
i

∂pj
τk∑N

i=1
∂hj

i

∂pj

(1.9)

This expression for the optimal level of a given tax is equivalent to the equation for substi-

tutes with homogeneous damages (Equation 1.3) where each of the marginal damages have

been replaced by Diamond-weighted externalities that account for heterogeneity in marginal

damages across individuals. As in the case of many substitutes with homogeneous damages,

the optimal tax vector solves a system of J equations:

a11 ... a1J
...

aJ1 ... aJJ


τ ∗1...
τ ∗J

 =

b1...
bJ


Aτ = b (1.10)

Where ajl and bj are defined as:

ajl =

∑N
i=1

∂hl
i

pj∑N
i=1

∂hj
i

∂pj

(1.11)

3See Allcott, Lockwood, and Taubinsky (2019) for a characterization optimal corrective taxation with

incomplete instruments and social preferences for redistribution.
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bj =

∑N
i

∑N
g ̸=i

∂Ui

∂hj
g

∂hj
g

∂pj∑N
i

∂hj
i

∂pj︸ ︷︷ ︸
Diamond-weighted externality of good j

+
M∑
l ̸=j

∑N
i

∑N
g ̸=i

∂Ui

∂hl
g

∂hl
g

∂pj∑N
l

∂hj
i

∂pj︸ ︷︷ ︸
Diamond-weighted leakage shares

(1.12)

Solving for the second-best optimal vector of corrective taxes therefore requires (i) the (het-

erogeneous) externalities associated with each good, (ii) the relationship between these het-

erogeneous externalities and individual price elasticities, and (iii) individual-level substitu-

tion matrices between goods.

These are considerable information requirements. In what follows, I demonstrate how to

use the structure of discrete choice modeling to reduce the dimensionality of this problem.

Specifically, rather than estimating how each driver substitutes between each possible trip, I

use a discrete choice model over routes and times of day to populate the substitution matrix

of options facing drivers based on the attributes of those trips.

1.3. A Discrete Choice Model of Driver Behavior

The theory outlined in Section 1.2 stipulates that calculating the second-best optimal cordon

prices requires information about the heterogeneity in the price responsiveness of different

types of trips that cross a cordon, as well as the rates of substitution between trips that

can and trips that cannot be priced. To recover these parameters, I estimate a canonical

“bottleneck” model of driving demand (Arnott, De Palma, and Lindsey, 1990, 1993).

Formally, imagine drivers i who choose between departure times h and a routes r to

satisfy their demand for travel. Included in this choice set is the outside (no trip) option,

which is normalized to zero utility. Each driver has an exogenous ideal arrival time, hA
i .

Drivers are atomistic and face travel times T (h, r) and tolls p(h, r) that may vary by route

and time of day. A driver arriving before or after their ideal arrival time incurs disutilities

γe and γl per minute, respectively. Drivers also incur disutility α from each minute spend

commuting. Utility is thus:

u(hi, ri) = −αT (hi, ri)− γe |hi + T (hi, ri)− hA
i |−︸ ︷︷ ︸

time early

−γl |hi + T (hi, ri)− hA
i |+︸ ︷︷ ︸

time late

−βp(hi, ri)

(1.13)

Each driver chooses the route (ri) and time of day (hi) that maximizes their expected utility:

{h∗
i , r

∗
i } = arg maxhi,ri{u(hi, ri))} (1.14)
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To clarify the mapping between this discrete choice model and the optimal tax formula

(Equation 1.10), a “good” (hj in the notation used in Section 1.2) is a trip taken on a given

route at a given time of day : {h, r}. Typical cordon zones have discrete spatial and temporal

cutoffs.4 The possibility of leakage reflects the ability of drivers to adjust trips in time (h)

and space (r) to avoid tolls. Heterogeneity in externalities results from the fact that trips

that enter a cordon zone during the same time of day are charged the same price, but differ in

pollution externalities (a function of trip length, vehicle characteristics, and travel speed) as

well as congestion externalities (a function of trip length and traffic density along the trip).

To estimate the relationship between idiosyncratic externalities and price-responsiveness, I

allow β (the coefficient on price) to vary across externality quantiles during estimation.

The value of estimating this discrete choice model is that it greatly reduces the number

of parameter estimates required for applying the optimal tax formula outlined in Section

1.2. For any choice set (e.g., cordon vs. non-cordon routes at various times of day), equation

1.13 implies a matrix of own and cross-price elasticities between choices, which reflect model

primitives (αe, γe, γl, β) and trip attributes (T , p, time late, and time early). In Section 1.4

through 1.7, I use tolling microdata to recover estimates of each of these parameters using

a mixed logit model. I also apply a bunching estimator to the introduction of peak-hour

pricing in the Bay Area to produce separate estimates of scheduling parameters, γe and γl.

4The London Cordon Zone, for example, charges road users £15 between 7 a.m. and 10 p.m. for entering

the city center. The Milan Cordon Zone charges users €2 to €5 based on vehicle type between 7:30 am and

7:30 pm. The proposed cordon zones in San Francisco would only charge drivers for trips during peak hours

(6-10 am and 3-7 pm).
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1.4. Natural Experiment: Traffic Tolling in the San Francisco

Bay Area

I use administrative tolling data from the San Francisco Bay Area together with revisions

to regional bridge tolls to estimate the model of driving demand outlined in Section 1.3.

1.4.1. Bay Area Bridge Tolls

FasTrak is an electronic tolling system used in California. Drivers are charged for using

certain roads (bridges and high-occupancy toll lanes) via transponders mounted to the car’s

dash.5 In the San Francisco Bay Area, tolls are collected on each of the region’s trans-bay

bridges (mapped in Figure 1.1) for westbound trips only.

Figure 1.1 — San Francisco Bay Area Bridges

Figure 1.1: This maps shows the four San Francisco Bay Area bridges used to estimate driver responses to

toll prices in this paper. The Richmond Bridge connects Richmond and the eastern Bay Area to San Rafael

and Marin County. The Bay Bridge connects Oakland to San Francisco. The San Mateo Bridge connects

Hayward to San Mateo. The Dumbarton Bridge connects Fremont to Palo Alto. Each of these bridges

charges drivers for westbound trips (as detailed in Figure 1.2).

5Drivers can pay with cash if they do not purchase a FasTrak device. Between 2010 and 2019, cash

payers represented roughly 10% of all trips on Bay Area bridges.
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1.4.2. Variation in Toll Prices

Bay Area FasTrak tolls vary by bridge, vehicle type, and time of day. I focus on passenger

vehicles (as opposed to light and heavy-duty trucks), which constitute roughly 97% of vehicle

trips on Bay Area bridges.6 Currently, passenger vehicles are charged between $3 and $7
dollars, depending on the time of day, the number of occupants, and whether or not the

vehicle is electric/hybrid.

In this paper, I leverage several changes in the tolling structure that occurred on July

1, 2010 to identify the parameters necessary to calculate optimal road prices. In 2009, the

Bay Area Toll Authority (BATA) adopted Resolution 90, which increased the base prices

for passenger vehicles from $4 to $5 beginning on July 1, 2010, and established peak-hour

pricing on the Bay Bridge (detailed below). This intertemporal variation in toll prices is

plotted in Figure 1.2.

6Between 2009 and 2019, the four major Bay Area bridges recorded roughly 285,000 FasTrak transactions

daily for passenger vehicles, versus 7,000 daily transactions for vehicles with three of more axles.
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Figure 1.2 — Variation in Passenger Vehicle Bridge Tolls

Figure 1.2: This figure shows Bay Area bridge tolls between 2009 and 2012 for passenger vehicles. Prices are

uniform across bridges, with the exception of the Bay Bridge, which connects San Francisco and Oakland.

Beginning in 2010, passenger vehicles crossing the Bay Bridge faced a two-dollar difference between peak

and off-peak prices. The peak ($6) and off-peak ($4) prices are plotted above as dotted and dashed lines,

respectively. EV and carpool trips were free on all bridges prior to 2010. Beginning in July of 2010,

EV/carpool trips were charged the base rate ($5 on the San Mateo, Dumbarton, and Richmond Bridges; $4
on the Bay Bridge), except during peak hours, where they receive a discount ($2.5) on all bridges.

1.4.3. Peak-hour Pricing on the Bay Bridge

To address acute congestion on the region’s busiest bridge, the Bay Area Toll Authority

imposed peak hour pricing on the Bay Bridge (which connects San Francisco and Oakland)

beginning on July 1, 2010. Passenger vehicles crossing westbound through the Bay Bridge

toll plaza on weekdays between 5 a.m. and 10 a.m., or between 3 p.m. and 7 p.m. (henceforth

peak hours) were charged $6. Tolls for all other hours (henceforth off-peak) remained at the

pre-2010 price of $4.
Prior to July 1, 2010, passenger vehicles with two or more passengers, as well as eligible

electric and hybrid electric vehicles were not subject to tolls on any Bay Area bridges.

Starting in 2010, these vehicles were subject to the full toll value during off-peak hours, but

retained a discount during peak hours: EV/carpool trips were charged $2.50 to use Bay Area

bridges between July 1, 2010 and January 1, 2019.
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Figure 1.3 — Peak Pricing on Bay Area Bridges

Figure 1.3: This figure displays peak-hour pricing schemes for passenger vehicles (vehicles with two axles) on

California’s Bay Bridge, which connects San Francisco and Oakland. Beginning on July 1, 2010, passenger

vehicles crossing westbound on weekdays during peak hours (between 5 a.m. and 10 a.m., or between 3 p.m.

and 7 p.m.) faced higher prices than vehicles crossing during off-peak hours. Peak-hour prices are displayed

on large variable-message sign about the Bay Bridge toll plaza. Weekend trips on the Bay Bridge and trips

on the other major Bay Area bridges are not subject to peak pricing, instead charging the base rate for

passenger vehicles ($4 for pre-2010 and $5 for July 2010 - December 2018).

Foreman (2016) uses reduced-form approaches to provide valuable estimates of the responses

of Bay Area drivers to this change in bridge prices. The number of vehicle trips during peak

hours on the Bay Bridge decreased by 6 to 8% (400 to 550 vehicles per hour) following the

imposition of peak hour pricing. Travel during off-peak hours on the Bay Bridge increased

by 4 to 20% (225 to 400 vehicles per hour). Point estimates suggest the $1 increase on the

San Mateo and Dumbarton bridges led to modest decreases in bridge use (15 to 48 vehicles

per hour). Notably, crossings on the San Mateo Bridge increased by 100 to 200 vehicles

(around a 5%) during peak hours, implying that some drivers switched from the Bay Bridge

its closest substitute in response to the peak-hour price difference across routes.

To summarize this variation in road prices in this empirical setting, the 2010 revision to

bridge tolls in the San Francisco Bay Area replaced uniform prices with prices that varied

across bridges and times of day. Reduced-form analyses of this policy suggest that drivers

responded to these pricing by reducing the overall number of trips, as well as shifting their
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trips in time and space. In the following sections, I use this variation in prices together with

microdata on driver choices to estimate the model of personal vehicle travel described in

Section 1.3.

1.5. Data

1.5.1. Reconstructing Choice Sets

Estimating the model outlined in Section 1.3 requires individual-level data on travel choices,

travel times, and road prices. To construct this choice set, I combine administrative micro-

data from the FasTrak tolling system with historic travel time data purchased from Tom-

Tom’s Historic Traffic Stats database.

FasTrak Toll Data: I use administrative microdata from the FasTrak tolling system to

create a panel of individual-level driving choices. These microdata record any electronic

transactions that occurred on the four trans-bay bridges between January 1, 2009 and July

1, 2019. A single observation in this data set includes the date, time, and location of the

vehicle crossing, as well as the vehicle class (axle number), the price paid, and an indicator

for whether the vehicle used the EV/carpool lane. For vehicles with registered FasTrak

devices (vehicles that did not pay cash) the microdata also include a unique FasTrak id

number. Roughly 40% of observations that use a FasTrak device also list the home zip code

associated with the FasTrak holder. These data contain hundreds of millions of trip records.

I restrict the dataset on several dimensions. First, I include only devices with a valid

(Bay Area) zip code. Second, I drop devices with infrequent use (fewer than 50 weekday

trips in the year prior to the 2010 price change), or users that take multiple trans-bay trips

per day (greater than 500 weekday trips in the year to the 2010 price change). Lastly, for the

purposes of estimation, I consider only trips taken in a narrow window (weekdays between

June 15th to July 15th) before and after the 2010 change in toll prices. The resulting panel

consists of 32,104 FasTrak devices and 1,078,044 bridge crossings.

These sample restrictions reflect the information requirements of the discrete choice model

of driving demand. Recall that this model specifies driver utility as a function of trip

attributes: travel time, time late or early, and price. Zip code information is necessary for

assigning travel times to vehicle trips based on the distance between households and bridges.

The restrictions based on the frequency of trips reflects the need to infer ideal arrival times

for drivers. For FasTrak devices associated with daily commuters, ideal arrival times can be

inferred based on bridge-crossing times prior to July 1, 2010 (detailed below). Drivers that

infrequently use bridges, or that use bridges many times a day, are not well-described by
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the discrete choice model I employ in this paper, as it is unclear how to assign these trips

an ideal arrival time and trip termini. While imposing these sample restrictions comes at

the cost comprehensiveness, estimating the discrete choice model provides a distinct benefit

relative to a reduced-form approach: For any given choice set (e.g., driving options subject

to cordon prices) the structure of the discrete choice model directly implies the substitution

parameters required for calculating optimal prices.

Travel Time Data: Because the FasTrak microdata include only the device zip code and

bridge used, I must infer trip travel times. I do so in two steps.

First, based on the zip code and travel behavior of a given vehicle, I use data from the

2012 California Household Travel Survey (CHTS) to infer a probability distribution over

destinations for that vehicle. For example, if I observe a driver from Oakland traveling

via the Bay Bridge, I enumerate the destination cities of all CHTS drivers from Oakland

who reported using the Bay Bridge. I repeat this for all of the driver’s trips, resulting in a

probability distribution over endpoints for each FasTrak device.

Second, I use TomTom’s Historic Traffic Stats data to reconstruct the travel time between

an individual’s home zip code and each of the possible destination endpoints. The FasTrak

data provide hourly traffic speeds for major roads in the 12 months before and the 12 months

after the July 2010 adjustment to Bay Area tolls. Importantly, I also use the TomTom data

to estimate counterfactual travel times. The result is a reconstruction of each driver’s choice

set, namely the travel time and price for each trip that driver took, as well as the price and

travel time if they had taken that same trip at a different time of day, or using a different

bridge. This choice set construction is described in full detail in Appendix A.5.

Ideal Arrival Times: Ideal arrival times, hA
i in equation 1.13, are not directly observed,

and therefore must be inferred from each driver’s activity. For each driver, I assign hA
i as

the modal bridge crossing time of each individual during weekdays between January 1, 2010

and July 1, 2010, plus the weighted average travel time between the bridge toll plaza and

each of the possible endpoints for that driver.

For an illustrative example, consider a driver who exclusively uses the Bay Bridge during

the pre-period, and who most commonly crosses this bridge at 9 in the morning. A trip

taken by this individual that crosses the bridge at 9 a.m. would be assigned a value of zero

for time late and time early. A trip taken by this individual that crosses the bridge at 10

a.m. would be assigned a value of time late of 1, plus any difference in expected after-bridge

travel time between 9 a.m. and 10 a.m.

Lastly, it is worth noting that pre-period bridge crossing times may not indicate actual

ideal crossing times if within-day traffic conditions provide sufficient incentive for drivers
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to shift their trips in time to reduce overall commute times. The estimates of scheduling

elasticities that I recover from responses to peak-hour pricing on the Bay Bridge, however,

are inconsistent with this type of strategic scheduling. If Bay Area drivers have schedule

costs low enough to induce them to strategically reschedule trips in the absence of peak-

hour pricing, a much higher portion of drivers should have responded to the imposition of

peak-hour pricing by rescheduling trips to just outside of the peak pricing window.

1.5.2. Externalities

Although data on trip-level externalities is not necessary for estimating a model of driving

demand, second-best optimal road prices depend on the correlation between the price elas-

ticity of demand for a given trip and the idiosyncratic externalities associated with that trip

(see Section 1.2). I therefore estimate the externalities (congestion and pollution) associated

with each FasTrak trip.

Note that I do not include accident externalities when calculating trip-level externalities.

Although most estimates of per-mile externalities in the economics literature suggest that

accident externalities constitute a significant portion of the overall social costs of driving

(Parry and Small, 2005; Anderson and Auffhammer, 2014), empirical evidence suggests that

the social benefits from reduced accidents in cordon zones are an order of magnitude smaller

than the benefits associated with reduced congestion and air pollution (Green, Heywood, and

Paniagua, 2020). Broadly, this empirical evidence reflects the fact that the type of driving

curtailed by cordon pricing ––– slow, daytime trips in city centers ––– results in relatively

few fatal traffic accidents. I provide further discussion of the relationship between accidents

and optimal cordon prices in Appendix A.8.

Congestion Externalities: Congestion externalities vary significantly in space and time.

The transportation economics literature canonically presents congestion externalities as a

function of traffic density, measured in vehicles per lane-mile (Small, Verhoef, and Lindsey,

2007). To assign congestion externalities to trips in the FasTrak dataset, I use estimates

from Yang, Purevjav, and Li (2020), who show that the marginal external (travel time) cost

of traffic is convex in traffic density. That is, congestion externalities are negligible when

there are few other vehicles on the road, but increase sharply with the number of vehicles

per lane-mile. The congestion costs from this paper are reproduced in Figure 1.4.

Using a comprehensive network of traffic sensors on roadways in the Bay Area, I infer the

density along the route for each FasTrak trip. These traffic sensors are mapped in Figure

A.1. For each trip, I use HERE Technology’s Routes API to identify the likely route between

the zip code associated with the device and the bridge crossed. For each traffic sensor along
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the driver’s route, I use estimates from Yang, Purevjav, and Li (2020) to assign a marginal

external congestion cost (in dollars per mile)7 to this point based on the average traffic

density at that sensor at the time of day when the trip was taken. A trip’s total congestion

externality is then the average of the external congestion costs (in dollars per mile) along

the route, times the length of the trip.

As noted above, because one of the trip termini is missing from the FasTrak data, I impute

the congestion externalities for the missing segment of the trip (between the bridge to the

place of work) using the likely destination locations conditional on observable characteristics

(home zip code, bridge used). Note that the majority of variation in externalities is driven by

the choice of bridge and time of day, suggesting any noise in this imputation process should

not meaningfully impact estimates of the relationship between idiosyncratic externalities and

price responsiveness.

Figure 1.4 — Congestion Costs, Reproduced from Yang et al. (2020)

Figure 1.4: Congestion costs reproduced from Yang, Purevjav, and Li (2020), who exploit variation in

traffic density generated by Beijing’s driving restriction to estimate the relationship between traffic density

and speed. The original results are presented in Yuan/Vehicle/km. I convert these values to dollars by a)

converting currencies, and b) replacing the Beijing-specific value of time from (50% of the average wage rate

in Beijing) with a $20 value of travel time, which reflects San Francisco-specific estimates from Goldszmidt

et al. (2020).

Emissions Externalities: Fuel combustion and brake wear in passenger vehicles generates

several air pollutants. These include “global” pollutants like CO2 and methane, which

contribute to climate change, as well as “local” pollutants like particulate matter (PM),

7The estimates from Yang, Purevjav, and Li (2020) are in yuan/vehicle/km. I convert these values to

dollars by a) converting currencies, and b) replacing the Beijing-specific value of time from (50% of the

average wage rate in Beijing) with a $20 value of travel time, which reflects research by Goldszmidt, List,

Metcalfe, Muir, Smith, and Wang (2020).
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nitrogen oxides (NOx) and reactive organic compounds (ROCs), which negatively impact the

health of nearby residents (Anderson, 2020; Currie and Walker, 2011a; Deryugina, Heutel,

Miller, Molitor, and Reif, 2019). Vehicle emissions factors ––– the amount of a particular

pollutant that a vehicle emits while traveling a mile ––– depends on a number of variables,

including the type of fuel consumed, the fuel economy, the vehicle vintage8, and vehicle

speed.9

I estimate emissions for FasTrak trips using data from the California Air Resource Board’s

Emissions Factor Database (EMFAC). This database contains estimates of the average emis-

sions rates of vehicles registered in each county as a function of vehicle speed. I then assign

social costs to these trip-level emissions. For global pollutants, I use the EPA’s 2021 social

cost of carbon ($51 per ton) and methane ($1,500), respectively. Local pollutant damages

reflect the cost of emitting each pollutant at ground level in San Francisco, according to

the EASIUR model of local pollution damages. See Appendix A.3 for details on individual

pollutant costs.

8Older vehicles have higher emissions factors for two reasons: They were subject to less stringent tailpipe

emissions and fuel economy standards when they were built, and emissions abatement technologies (catalytic

converters) depreciate over a vehicles lifetime.
9Vehicle speed impacts emissions through engine efficiency and the intensity of brake ware.
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Figure 1.5 — Pollution Externalities at Various Speeds

Figure 1.5: This figure plots per-mile pollution externalities at various speeds for an average passenger

vehicle in the Bay Area. These costs reflect VMT-weighted average emissions factors (in grams/mile) of

different pollutants at different speeds reported by California’s Emissions Factor Model (EMFAC). The

EMFAC emissions factor estimates reflect state DMV and smog check data. To convert these emissions

factors to per-mile costs, I multiply the emission factor for each pollutant by the corresponding social cost

of each pollutant. For local pollutants, the social cost is calculated using the Estimating Air pollution Social

Impact Using Regression (EASIUR) Online Tool, calibrated with coordinates from San Francisco. For global

pollutants, I use the EPA’s 2021 social costs of $51 per ton of CO2 and $1,500 per ton of CH4, respectively.

All values are in 2020 dollars.

Together, the data described in this section allow me to recreate the choices and choice set

facing a sample of Bay Area drivers, augmented with estimates of the social costs associated

with each trip choice.
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1.6. Empirical Strategy

I use two strategies to recover the primitives that determine driving behavior. In my preferred

specification, I use the variation in toll prices in 2010 together with the FasTrak microdata

to estimate the parameters of Equation 1.13 using a mixed logit regression. As a check for

the results from this first method, I apply a bunching estimator to the Bay Bridge’s notched

tolling schedule, producing a second set of empirical estimates of scheduling costs.

1.6.1. Multinomial and Mixed Logit Regressions

As described in Section 1.5, the FasTrak microdata and the TomTom historic traffic data

allow me to reconstruct the attributes of elements in the choice set (routes and times of day)

for each driver. I then use this reconstructed choice set to estimate the discrete choice model

of driving demand outlined in Section 1.3.

1(hi = 1∧ri = 1) = −αT (hi, ri)−γe |hi + T (hi, ri)− hA
i |−︸ ︷︷ ︸

time early

−γl |hi + T (hi, ri)− hA
i |+︸ ︷︷ ︸

time late

−βp(h, r)+ϵh,r,i

(1.15)

Where 1(hi = 1∧ri = 1) is an indicator variable that takes a value of 1 if individual i crosses

bridge r at time of day h, and zero otherwise. The routes available to a driver are each of

the four Bay-Area bridges. Times of day are discretized at 12-minute intervals.

This estimation strategy leverages variation in trip-level attributes that reflect both the

2010 changes in toll prices, as well as differences in the attributes of trips available to drivers

across routes or times of day.

The identifying variation in price, p(hi, ri), comes from the revision to bridge tolls, which

is detailed in Section 1.4. The identifying variation for travel time T (hi, ri) comes from both

within-day differences in travel time along a given route for each driver, as well as differences

in travel times across routes (bridges) conditional on departure time. The variation in total

travel times in response to the 2010 change in toll prices is negligible (Foreman, 2016). The

schedule cost parameters reflect i) the tradeoff between travel time and late or early arrival

induced by variation in travel times throughout the day, and ii) the tradeoff between early

or late arrival and lower toll prices for peak-hour travelers on the Bay Bridge.

Peak-hour pricing on the Bay Bridge constitutes a potential threat to identification

through reverse causality. Peak-hour pricing was imposed on the Bay Bridge in response

to high demand for trips connecting Oakland to San Francisco during peak hours. If the

high peak-hour demand on this bridge is completely explained by trip attributes ––– travel

time and scheduling costs ––– then price will be uncorrelated with the error term ϵh,r,i. If,
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however, this high demand was the result of factors unobserved by the researcher that make

peak-hour travel on the Bay Bridge attractive, then peak-hour pricing on the Bay Bridge

would create a mechanical correlation between p(hi, ri) and ϵh,r,i. To address this threat

to identification, I also estimate an instrumental variables regression where post acts as an

instrument for price, which leverages only the level shift in prices to estimate the coefficient

on price.

The estimated parameters of equation 1.15 imply a matrix of own and cross-price elastic-

ities between routes and hours of day that I use to solve for second-best cordon prices in San

Francisco. Formally, the own and cross-price elasticities from a multinomial logit regression

used to estimate this model are:

ε{hj ,rk},{hl,rm} =

βp(hl, rm)(1− s{hl,rm}), if i = l ∧ j = m

βp(hl, rm)s{hl,rm}, otherwise
(1.16)

Where {hj, rk} denotes route rk taken at time hj, s{hj ,rk} is the share of total trips taken

via route rk at time hj, and β and p(h, r) are defined as above. Importantly, ordinary logit

models exhibit restrictive substitution parameters. Namely, the cross-price elasticities for a

given good are constant across all alternatives, implying proportional substitution following

a price increase of any one good. I relax this assumption in my preferred specification — a

random coefficients (“mixed”) logit regression. This regression estimates a joint distribution

of coefficients (θ) which implies idiosyncratic pairwise substitution parameters between trip

options:

ε{hj ,rk},{hl,rm} =
p(hl, rm)

s{hj ,rk}

∫
βs{hj ,rk}(θ)s{hl,rm}(θ)f(θ)dθ (1.17)
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1.6.2. Bunching Estimator

In this section, I outline how I use notches in the peak-hour tolling on San Francisco’s Bay

Bridge to recover the scheduling costs of drivers. This alternative empirical approach acts

as a check for the results from the logit regressions.

Bunching estimators are used to infer structural parameters from the empirical density

of choice variables around kinks or notches in a budget set (Chetty, Friedman, Olsen, and

Pistaferri, 2011; Saez, 2010; Kleven and Waseem, 2013). While bunching estimators allow for

the estimation of structural parameters using cross-sectional data, doing so often necessitates

strong assumptions regarding the distribution of choice variables under a counterfactual (no-

notch) budget set (Blomquist, Newey, Kumar, and Liang, 2021). The panel data in this

setting allow me to directly compare the density of trips under notched (peak-hour) and

non-notched pricing schemes, thereby circumventing distributional assumptions. Broadly,

bunching estimators use changes in the density of choice variables to identify characteristics

of a “marginal buncher” –– an individual who is indifferent between two positions along a

notched/kinked budget set. Before presenting the bunching estimator, it is therefore useful

to characterize the marginal bunching individual in this setting.

Consider a group of drivers with homogeneous scheduling costs and perfect control over

when they cross a bridge that charges different tolls during peak and off-peak hours. A

“buncher” is a driver who would cross the bridge during peak hours in the absence of peak-

hour pricing, but who would adjust their travel time to just avoid the extra toll in a world

with peak-hour pricing. For the marginal buncher, the utility from the lower price is equal

to the scheduling costs of adjusting their trip to cross outside of peak hours. Equation 1.18

shows this indifference condition in terms of structural parameters. For simplicity, I examine

the case of a driver who faces a decision of whether or not to shift their trip earlier:

β∆p︸︷︷︸
Benefit from shifting

= γe∆h︸ ︷︷ ︸
Cost of shifting

(1.18)

Following the notation from Equation 1.13, β is the marginal utility of a dollar (normalized

to 1), ∆p is the change in price at the notch, γe is the cost (in dollars/hour) of shifting a trip

earlier, and ∆h is the number of hours between the price notch and the time of day when

the marginal buncher would have crossed the bridge in the absence of a price notch. The

scheduling cost, γe, can then be written as a function of the size of the price notch, and the

time that the marginal buncher would have to adjust their trip in order to cross the bridge

before peak hours:

γe =
β∆p

∆h
(1.19)
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If travel times also differ significantly in the neighborhood of the price notch, this condition

becomes:

γe =
β∆p+ α∆T

∆h
(1.20)

Where ∆T is the difference between a driver’s total travel time if they cross the bridge just

before the beginning of peak hours, and a driver’s total travel time if they cross the bridge

at the time of day when the marginal buncher would have crossed the bridge in the absence

of a price notch. The characterization of a marginal buncher is plotted in Figure 1.6.

Equations 1.19 and 1.20 imply that the relevant scheduling cost (either γe or γl) is in-

versely proportional to the width of the density trough on the relatively expensive side of

the peak-hour price notch. Intuitively, the width of the density trough reflects how far the

marginal buncher moves their trip in response to a price incentive. All else equal, decreas-

ing scheduling costs makes drivers more willing to shift their trips further from their ideal

travel time for a given level of compensation. A wider density gap therefore implies lower

scheduling costs.

Because the peak-hour pricing on the Bay Bridge (see Figure 1.3) creates notches rather

than kinks in the budget sets of drivers, the region immediately adjacent to the price notch

is strictly dominated under any scheduling cost. The fact that there is still a positive den-

sity of crossings during this dominated period suggests frictions may prevent drivers from

perfectly optimizing (Kleven, 2016). In this setting, these ‘frictions’ may reflect inattentive-

ness (Finkelstein (2009), for example, finds that toll prices are less salient for drivers with

automatic toll tags) or the inability to perfectly time bridge crossings due to traffic shocks.

To account for these optimization frictions, as well as heterogeneity in scheduling costs, I

use an estimator similar to Kleven and Waseem (2013). I first compare the density of trips in

the dominated region before and after the imposition of peak pricing to identify the fraction

of individuals with crossing times in the vicinity of the notch who are unresponsive to the

price signal. I then estimate the excess trip mass on the relatively inexpensive side of the

price notch:

B =

∫
γe

∫ h∗+∆h

h∗
(1− a)f0(h)dh ≃ (1− a)f0(h

∗)E[∆h] (1.21)

Where B is the excess bunching mass on the relatively inexpensive side of the notch, a is

the fraction of drivers in the strictly dominated region, and f0(h) is the counterfactual (no-

notch) density of vehicle crossings as a function of the time of day, h. E[∆h] is the average
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adjustment among drivers who bunch at the price notch. Solving Equation 1.21 for ∆h and

plugging into Equation 1.20 yields the bunching estimator:

γe =
β∆p

B/((1− a)f0(h∗))
(1.22)

Relaxing the assumption that travel times are relatively flat around the notch point is

straightforward, but necessitates the value of travel time:

γe =
β∆p+ α∆T
B/((1− a)f0(h∗))

(1.23)

In all bunching estimates, I use a $20 value of travel time, which reflects San Francisco specific

findings from Goldszmidt et al. (2020). I also present estimates of scheduling parameters

that ignore time savings (equation 1.22) in Appendix A.4.
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Figure 1.6 — The Relationship Between Scheduling Costs and Bunching

Driver who bunches Driver who does not bunch

Figure 1.6: This figure illustrates the relationship between scheduling costs and bunching behavior in peak-

hour toll schemes, as predicted by the discrete choice model outlined in Section 1.3. For expositional ease,

this figure plots the case where travel times are constant throughout the day. The triangular shape of the

indifference curves reflects the fact that the further a trip is from a given driver’s ideal crossing time, the

higher the compensation (via a lower toll price) required to maintain any given level of driver utility. In the

right two panes, I plot indifference curves (red) of a driver with high scheduling costs, who does not shift

their trip in response to peak pricing. In the left two panes, I plot indifference curves of a diver with low

scheduling costs, who does shift their trip in response to peak pricing. All else equal, when scheduling costs

are lower, drivers are more willing to adjust their travel times in response to peak pricing, implying a larger

mass of trips around price notches.
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1.7. Results

In this section, I present estimates of the parameters in the discrete choice model of driving

demand (equation 1.13) estimated using the empirical approaches outlined in Section 1.6.

1.7.1. Logit Regression Results

Table 1.1 presents the results from equation 1.15, estimated via multinomial logistic regres-

sion. The point estimates from this regression imply that on average, drivers are indifferent

between saving roughly $11 and saving an hour of travel time; they are indifferent between

saving roughly $6 arriving an hour early, and they are indifferent between saving roughly $4
arriving an hour late.

Table A.2 and Figure A.2 show results of estimating equation 1.15 via mixed logit. Allow-

ing for heterogeneity in the logit parameters produces results that are qualitatively similar

to the results in Table 1.1. In Table 1.2, I allow price responsiveness to vary with road user’s

idiosyncratic externalities. To do so, I break FasTrak devices into quartiles based on the

average estimated externality (both pollution and congestion) of each device’s trips. The

results in Table 1.2 suggest that price elasticity and idiosyncratic externalities are positively

correlated: drivers that travel longer distances at more congested times and places are more

price responsive on average than are drivers who take shorter, less-congested trips.
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Table 1.1 — A Discrete Choice Model of Driving Demand

Specification

Variable (1) (2) (3) (4)

Travel Time ($/hr) 12.626 12.575 11.266 9.659

(1.926) (1.912) (1.76) (1.384)

Time Early ($/hr) 6.062 6.043 5.514 2.171

(0.307) (0.305) (0.282) (0.366)

Time Late ($/hr) 4.447 4.433 4.028 2.163

(0.206) (0.205) (0.19) (0.326)

Price 1.000 1.000 1.000 1.000

(1.002) (1.001) (0.91) (0.175)

Day of Week FE Yes Yes Yes

Bridge FE Yes Yes

Table 1.1: Results from Equation 1.15, a discrete choice model where drivers choose over routes and times

of day, estimated using the FasTrak tolling microdata described in Section 1.5. The dependent variable is

whether an individual i elects to take a trip on route r at time of day h. Travel time is the travel time (in

hours) that driver i would incur by traveling via route r at time h. Time early is the number of hours that

that driver i would arrive before their ideal arrival time if they were to travel via route r at hour h. Time

late is analogously defined. Price is the toll that driver i would incur by traveling via route r at hour h. As

the coefficient on price is normalized to 1, the other coefficients can be interpreted as costs in dollars per

hour. Columns (1) through (3) show results of a standard logit regression. Column (4) presents results of

an instrumental variables regression where an indicator for post July 1, 2010 acts as an instrument for price.

Standard errors in all regressions are clustered at the individual and zip code levels. All values are in 2010

dollars.
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Table 1.2 — Mixed Logit with Price Elasticities by Externality Quartile

Variable Mean Std Dev

Time early (γe) −1.247 0.488

(0.113)

Time late (γl) −3.409 2.078

(0.235)

Travel time (α) −5.371 1.57

(0.53)

Price (first externality quartile) −0.016

(0.556)

Price (second externality quartile) −0.148

(0.105)

Price (third externality quartile) −0.285

(0.108)

Price (fourth externality quartile) −0.126

(0.115)

Table 1.2: Results from Equation 1.15, a discrete choice model where drivers choose over routes and times

of day, estimated using a random coefficients (“mixed”) logit model. The dependent variable is whether

an individual i elects to take a trip on route r at time of day h. Travel time is the travel time (in hours)

that driver i would incur by traveling via route r at time h. Time early is the number of hours that that

driver i would arrive before their ideal arrival time if they were to travel via route r at hour h. Time late

is analogously defined. Price is the toll that driver i would incur by traveling via route r at hour h. I

interact price with externality quartile, a categorical variable defined at the individual level that indicates

the average intensity of externalities (both pollution and congestion) for trips taken by each device in the

FasTrak dataset. Two-way standard errors are clustered at the individual and zip code levels.
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1.7.2. Bunching Estimator Results

Applying a bunching estimator to notches in the pricing schedule on the Bay Bridge, I recover

scheduling cost parameters (γe and γl in Equation 1.13) that range from $6 to $15 per hour.

Figure 1.7 plots the difference between the density of trips by time of day before vs.

after the imposition of peak-hour pricing for the 5 a.m. price notch on San Francisco’s Bay

Bridge. The bunch in the density of trips prior to 5 a.m. (which is does not exist in the data

prior to July 1, 2010) is consistent with a model of driving demand where drivers are willing

to shift their trips in response to price incentives, but scheduling costs a) prevent all drivers

from doing so, and b) lead drivers that do shift to adjust their travel time by the minimum

amount necessary to receive the incentive.

Figures A.3 and A.4 plot the frequency of vehicle trips of before versus after the imposition

of peak hour pricing for all hours of day. Qualitatively, the bunches appear to be most

pronounced during the early morning (5 a.m.) and early afternoon (3 p.m.) price notches.

Intuitively, this suggests that it is less costly to arrive early than arrive late for both morning

and evening trips.

Using equation 1.23, I estimate that during morning commute hours, the marginal driver

is roughly indifferent between saving $6 being an hour early, and indifferent between saving

$15 and being an hour late. During evening commute hours, the marginal driver is roughly

indifferent between saving $9 being an hour early, and indifferent between saving $13 and

being an hour late. These estimates are summarized in Table 1.3.
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Figure 1.7 — Bunching in Response to Peak-Hour Pricing

Figure 1.7: This figure plots the difference in the number of trips in the 6 months before (blue) vs the 6

months after (red) the imposition of peak-hour pricing on the Bay Bridge on July 1, 2010. To facilitate

comparison, the number of trips at each time of day is normalized (divided by the total number of daily pre

or post-period vehicle trips). The red shaded region demarcates times of day that were subject to peak-hour

pricing after July 1, 2010. The vehicle trip counts reflect administrative tolling microdata collected by the

Bay Area Toll Authority. Excluded from this graph are trip using the carpool/EV lane, which face a different

pricing scheme. Figures A.3 and A.4 plot bunches for the other price notches (10 a.m., 3 p.m., and 7 p.m.)

in the peak-hour pricing scheme on the Bay Bridge.
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Table 1.3 — Estimating Scheduling Costs via Bunching

Parameter Estimate ($\hour)

Time Early (5 a.m. notch) 6.195

(0.419)

Time Early (3 p.m. notch) 9.744

(1.545)

Time Late (10 a.m. notch) 15.498

(2.593)

Time Late (7 p.m. notch) 13.759

(1.306)

Table 1.3: This table shows estimates of the costs to drivers of scheduling trips earlier or later than the

driver’s ideal trip time (γe and γl in equation 1.13). I recover these estimates using equation 1.23, which

relates scheduling costs to the number of additional vehicle trips observed in the period just outside of the

peak-hour pricing period on San Francisco’s Bay Bridge. In addition to the number of extra trips, equation

1.23 reflects scheduling frictions, as well as any time savings that result from drivers adjusting their trips

to fall just outside of peak hours (assuming a $20 value of travel time for Bay-Area travelers, as estimated

by Goldszmidt et al. (2020)). The additional bunching mass at price notches is estimated by comparing

the number of trips in the neighborhood of the threshold time before vs. after the imposition of peak-hour

pricing (see equation 1.21) using administrative tolling data from the Bay Area Toll Authority. Bootstrapped

standard errors are in parentheses. All values are in 2010 dollars.

Appendix A.2 contains figures that examine the persistence of bunching behavior and the

role of tax salience in determining bunching. Figure A.6 shows that the bunching behavior

is more extreme for drivers who pay in cash than it is for drivers who pay electronic tolls,

corroborating findings by Finkelstein (2009). The scheduling cost estimates in Table 1.3 and

elsewhere in this paper reflect behavior of drivers using electronic toll systems, as this is the

technology that would be used in many of the world’s planned cordons. The difference in

cash vs. non-cash responses to time-of-day toll systems suggests that factors that increase

the salience of electronic tags (e.g, variable message signs displaying cordon costs) may lead

to larger temporal adjustment. Figure A.5 compares bunching behavior at 6 months, 1 year,

and 5 years after the beginning of peak hour pricing: the bunches become smaller over time,

and the additional density is spread over a larger off-peak time zone at year 5 than it is at

six months. Thus, while some drivers may be able to adjust their ideal arrival times in the

long run, the parameters that drive bunching (schedule costs and ideal arrival times) appear

stable for a large fraction of road users.
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1.7.3. Comparisons to Parameter Estimates from the Literature

Several studies from the transportation economics literature provide valuable context for

the logit and bunching estimator results presented in this subsection. A common heuristic

for the value of travel time is 50% of the wage rate, which reflects seminal work by Lave

(1969), as well as research collated by Small (2012). According to the 2010 - 2012 California

Household Transportation Survey, the median Bay Area household earned roughly $66,000
per worker, equivalent to $31.74 per hour. The 50% heuristic therefore implies a median

value of travel time of just under $16. Recent empirical estimates suggest slightly higher

travel time: using a field experiment among Lyft riders, Goldszmidt et al. (2020) recover

estimates of the value of travel time in San Francisco equal to roughly $20, or roughly 75%

of the 2017 after-tax wage rate ($17.79 in 2010 dollars).

Estimates of scheduling costs (γe and γl) are less common in the economics literature.

In general, existing studies accord with the canonical analysis by Small (1982), which found

that a) it is more costly for drivers to be late than early, b) on a per-hour basis, the cost

of being early is lower than the value of travel time, and c) the cost of being late can be

higher or lower than the value of travel time depending on the setting. Kreindler (2018),

for example, estimates that for drivers in Bangalore, India, early-arrival schedule costs are

roughly a quarter of the value of travel time, and late-arrival is more costly than early arrival.

In a 2005 choice experiment, Tseng, Ubbels, and Verhoef (2005) find that for drivers in the

Netherlands, the cost of early arrival (€4.9/hour) is roughly half of the value of travel time

(€9.8/hour), but late arrivals are very costly (€19.7/hour).

The scheduling costs I recover using discrete choice and bunching estimators are qualita-

tively similar to previous findings: The bunching estimator suggest that drivers prefer being

early to being late. Both estimation strategies suggest that (on a per-hour basis) early and

late costs are lower than the value of travel time.

1.8. Second-Best Optimal Cordon Prices

In this section I use the discrete choice model estimated in Section 1.7 together with the

tax framework from Section 1.2 to calculate optimal cordon prices. I first demonstrate this

procedure using San Francisco’s proposed cordon, and then consider cordon zones in Los

Angeles and New York.

At a high level, calculating optimal cordon prices in any city takes four steps: First,

use travel survey data (e.g., the National Household Transportation Survey) to identify a

representative sample of trips that pass through a city’s proposed cordon. Second, assign

externalities to those trips using information about the vehicle driven in each trip, and the
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traffic density along the trip (this process is similar to the process described in Section 1.5).

Third, use the model estimated in Section 1.7 to calculate substitution elasticities between

different trips available to drivers. And fourth, apply the optimal tax formula outlined in

Section 1.2 to the ingredients from steps 1-3.

1.8.1. San Francsico’s Proposed Cordon Zone

The San Francisco County Transportation Authority (SFCTA) intends to pilot a downtown

congestion pricing program in the next 3-5 years, with the goal of implementing cordon

pricing by the end of the decade (San Francisco County Traffic Authority, 2021). Figure 1.8

shows a map of the proposed cordon zone, and Table 1.4 the proposed tolling schedule.

In the main results presented in this section, I treat as fixed the shape of the cordon and

the time periods where prices will be charged. Doing so accords with the setup of the second-

best tax problem described in Section 1.2, where the set of taxable goods is an exogenous

constraint. Here the set of taxable goods, J , includes only two goods: morning and evening

peak-hour trips that pass through the cordon zone. I present results from expanding the set

of taxable goods in Section 1.8.8.

For simplicity, I also assume that all passenger vehicles will be charged the same price

for using the cordon zone. This assumption abstracts from the low-income cordon price

exemptions being considered by planning organizations in many cities. In Appendix A.11,

I show that because the majority of commuters would not qualify for this exemption, the

changes in welfare, congestion, and pollution that would result from exempting low-income

drivers in the San Francisco Bay Area are second-order. As acknowledged in Section 1.2, the

setup of this problem also assumes that policymakers do not weigh marginal utility across

income groups. For a characterization of optimal corrective taxation under preferences for

redistribution, see Allcott, Lockwood, and Taubinsky (2019).
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Table 1.4 — San Francisco’s Proposed Congestion Pricing Scheme

Income Group

Time Period High Middle Low Very Low

Peak Hours (6-10 a.m., 3-7 p.m.) 6.50 4.33 2.17 Free

Off-Peak Hours Free Free Free Free

Table 1.4: San Francisco’s proposed cordon pricing scheme as of September 1, 2021. Trips that enter the

cordon (see Figure 1.8) would be charged during peak hours according to the income of the registered vehicle.

An individual’s Income Group depends both on income and family size. For single individuals, the annual

income thresholds for high, middle, low, and very low income are $150,000, $116,000, $66,000 and $46,000,
respectively. For a household of four, the thresholds are $65,000, $95,000, $142,000, $166,000.

Figure 1.8 — San Francisco’s Proposed Congestion Pricing Zone

Figure 1.8: San Francisco’s proposed cordon pricing scheme as of September 1, 2021. Trips that enter the

cordon would be charged during peak hours according to the pricing scheme outlined in Table 1.4. Tolls will

be levied using electronic tag readers mounted on gantries that span roadways on the border of the cordon

region.
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1.8.2. Personal Vehicle Trips in the San Francisco Area

The National Household Transportation Survey (NHTS) is a survey of US individual travel

habits administered by the Federal Highway Administration. Participants in this survey

are recruited via mail; survey responses are incentivized by small ($5 to $20) rewards, and
can be completed through mail-back forms or online. The 2017 NHTS garnered responses

from 381,975 individuals, each of whom filled out “Travel Diaries” that detailed their travel

habits during one randomly selected 24-hour period. In addition to information about the

attributes of the trip taken, the NHTS also collects demographic information about surveyed

persons and their households.

I use the 2017 NHTS California Add-On10 to build a representative dataset of trips that

cross San Francisco’s proposed cordon zone.11 Each trip in this dataset consists of a start

location (zip code or Census Block), an end location (zip code or Census Block), information

about the vehicle that took the trip (make, vintage, fuel type), and the time of day that

the trip was taken. I determine whether or not a trip passes through the cordon using the

HERE Technology’s Routes API. The resulting dataset contains 1,891 routes that cross the

cordon zone during weekdays between the hours of 4 a.m. and 10 p.m., which I plot in the

left pane of Figure 1.9.

To predict substitution in time and space under San Francisco’s cordon, I construct a

set of alternatives for each trip. For every cordon trip in the NHTS, I construct alternative

departure times at 12-minute intervals throughout the day. Using HERE Technology’s Routes

API, I can assign travel times to each of these alternative trips by varying the departure

time. For trips with termini that lie outside of the cordon zone (i.e., trips that only pass

through the cordon zone en route to their destination), I identify the most direct detour that

circumvents the cordon zone. I then calculate travel times for this non-cordon route for each

12-minute interval throughout an average traffic day. These detour routes are plotted in the

right pane of Figure 1.9.

The result of this data collation is a set of trip endpoints for the San Francisco area,

where drivers can choose over route ∈ {cordon, non-cordon} and time of day ∈ {4.0, 4.2, ...
, 22.0}, as well as a generic outside option. This choice set allows me to predict how drivers

would choose between options based on the attributes (travel time, time early, time late,

and toll price) specified by the discrete choice model estimated in Section 1.3.

10The NHTS Add-On program allows States and Cities to pay the Federal Highway Administration to

administer additional surveys in their region for the purposes of developing a more comprehensive sample.
11Note that the FasTrak microdata used in Section 1.7 are ill-suited for this task because many of the

trips that cross San Francisco’s proposed cordon do not use any bridge (e.g., trips with two termini within

the city of San Francisco).
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[This space is left intentionally blank]

Figure 1.9 — Cordon and Non-Cordon Routes for Bay-Area Trips

Cordon Routes Non-Cordon Routes

Figure 1.9: This figure plots cordon and non-cordon routes constructed from the 2017 National Household

Transportation Survey (NHTS) California Add-On. The left pane plots 1,891 trips that cross San Francisco’s

proposed congestion zone, according to suggested routes generated with the HERE Technology’s Routes

API. The right pane plots detour routes for the subset of these trips where it is possible to circumvent the

congestion zone (i.e., trips with both start and end points that are outside of the cordon). Each driver’s

choice set consists of a cordon route (the left pane) for every 12-minute time of day interval, as well as a

non-cordon route (the right pane), if such a detour exists, for every 12-minute time of day interval. The

choice sets of all drivers also include a generic outside option.

1.8.3. Trip-Level Externalities

For each trip described above (trips in the NHTS with suggested routes that pass through

the cordon, as well as alternative trips in space and time), I assign traffic and pollution
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externalities in a manner similar to the process described in Section 1.5. The detail of

the NHTS survey data, however, allows for more precise estimation of both congestion and

pollution externalities relative to trips observed in the FasTrak tolling data.

As shown in Figure 1.5, emissions vary by vehicle attributes as well as travel speed. The

NHTS includes information about the vehicle used on each trip, including the vehicle vintage,

make, and fuel type (gasoline, diesel, EV, or hybrid). Using the travel time and distance

information for each trip returned by the HERE Routes API, I assign an average speed

to each trip. I then merge emissions factors onto each trip based on vehicle vintage, fuel

type, and travel speed, using data from California’s EMFAC database. I plot the emissions

externalities for the 1,891 NHTS trips that cross the proposed cordon in Figure 1.10.

To assign congestion externalities to trips, I use estimates from Yang, Purevjav, and Li

(2020), who show that the marginal external (travel time) cost of traffic is convex in traffic

density. Following the procedure used to assign externalities to FasTrak trips, I rely on a

comprehensive network of traffic sensors on roadways in the Bay Area to estimate the traffic

density along each route at different times of day. Concretely, this requires first identifying

sensors along the trip’s route, then assign a marginal external congestion cost (in dollars

per mile) to this point based on the average traffic density at that sensor at the time of

day associated with the trip. A trip’s total congestion externality is then the average of the

external congestion costs (in dollars per mile) along the route, multiplied by the length of

the trip. I plot the trip-level externalities for the 1,891 NHTS trips that cross the proposed

cordon in Figure 1.10.
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Figure 1.10 — External Costs for Trips Crossing San Francisco’s Proposed

Cordon

Figure 1.10: This Figure plots pollution (brown) and congestion (orange) externalities by hour for trips in

the 2017 National Household Transportation Survey (NHTS) with suggested routes that pass through San

Francisco’s proposed cordon zone. The mean externality within any given hour is represented by a dot; the

box spans the 25th to 75th externality percentile, and the bars span the 5th to 95th externality percentile.

Trip routes reflect the suggested directions from HERE Technology’s Routes API. Congestion costs were

calculated by identifying traffic sensors along a given route and assigning per-mile congestion costs to each

sensor using estimates of the density-congestion relationship from Yang, Purevjav, and Li (2020) and an

average value of travel time of $20, as per Goldszmidt et al. (2020). Pollution emissions were calculated by

merging emissions factors from California Air Resources Board’s EMFAC database to trips based on vehicle

fuel type, vehicle age, and average trip travel speed. I convert emissions to externalities using EPA social

costs for global pollutants and EAISUR costs for local pollutant emissions in San Francisco. All values are

in 2020 dollars.
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1.8.4. Substitution Between Trips

The last set of parameters necessary for calculating optimal cordon prices are the parameters

that govern how substitutable trips are in time and space. Specifically, calculating optimal

prices using equation 1.10 requires leakage shares between trips: dhk

dpj
/
dhj

dpj
. Recall that if j

and k are trips (defined as a specific route ∈ {cordon, non-cordon} at a specific hour of day

∈ {4.0, 4.2, ..., 22.0} ) the leakage share between trip k and trip j represents the share of

the reduction in usage of trip k that shifts to trip j as a result of the increase of the price

of taking trip j. For a concrete example, imagine that a one dollar increase in the price of

driving through a cordon zone between the hours of 8 a.m. and 9 a.m. reduces trips by 10%,

with 6% of all trips shifting one hour earlier (call these trips y) and 4% of trips shifting to

routes that circumvent the cordon (call these trips z). The leakage shares are dhy

dpx
/dhx

dpx
= 0.6

and dhz

dpx
/dhx

dpx
= 0.4, respectively.

The leakage shares are implied directly from parameters of the mixed logit regression

estimated in Section 1.7.12 Formally, for any two trips {hl, rm} and {hj, rk}, where h is the

hour of day for a given trip and r is an indicator for whether or not the trip crosses San

Francisco’s cordon, the leakage share between these two trips for individual i is:

∂{hj ,rk}
∂p{hl,rm}
∂{hl,rm}
∂p{hl,rm}

=

∫
θ

βis{hj ,rk}(θ)s{hl,rm}(θ)f(θ)dθ (1.24)

where θ is the joint distribution of random coefficients in the mixed logit model, βi is the

logit parameter governing price responsiveness for individual i, and s{hj ,rk}(θ) is the of share

predicted trips that take route k at time j under the random coefficient vector θ.

1.8.5. Optimal Prices

Figure 1.11 plots three lines relevant for understanding optimal cordon prices. The blue

(solid) line plots the average externalities for trips that pass through San Francisco’s cordon

zone by hour of day, estimated using the process detailed above. The green (dotted) line

shows these externalities re-weighted as per Diamond (1973) to account for the correlation

between the price-responsiveness of trips and idiosyncratic trip-level externalities, as reported

in Table 1.2. Finally, the red line plots the second-best optimal prices for San Francisco’s

proposed cordon when tolling is restricted to morning and evening peak hours (6-10 a.m. and

3-7 p.m., respectively). The second-best optimal scheme charges $2.20 during morning peak

hours, and $2.85 during evening peak hours. These second-best optimal prices are calculated

12Note the distinction between this formula, which recovers a cross-price derivative, and the canonical

formula for a mixed logit cross-price elasticity (e.g., page 144 of Train (2009))
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using equation 1.10, and take into account both the correlation between externalities and

elasticities, as well as the substitution to unpriced alternatives in time and space.

Figure 1.11 — Second-Best Optimal Road Prices

Figure 1.11: This figure plots three prices relevant for understanding optimal second-best cordon tolls. The

blue (solid) line plots the average externality (pollution and congestion) for trips that cross San Francisco’s

cordon by hour of day, estimated using data from the 2017 NHTS (see Section 1.8.3). The green (dotted) line

plots externalities re-weighted to account for the correlation between trip-level externalities and trip-level

elasticities, as per Diamond (1973). The red line plots the second-best optimal price for San Francisco’s

proposed cordon when tolling is restricted to morning and evening peak hours (6-10 a.m. and 3-7 p.m.,

respectively). These second-best optimal prices are calculated using equation 1.10, and takes into account

both the correlation between externalities and elasticities (“Diamond weights”), as well as the substitution

(leakage) to unpriced alternative trips in time or space.

The results plotted in Figure 1.11 reflect social damages calculated using driving conditions

that exist in the current, untaxed equilibrium. Consistent with the literature on externality

taxation, the second-best tax formula presented in Section 1.8 phrases optimal taxes as a

function of externalities at the optimum. As shown in figures 1.4 and A.15, the marginal

damages associated with driving are non-constant in traffic density/speed, meaning that in

general, damages at the taxed equilibrium will be different (lower) than those observed in the
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untaxed equilibrium. Whether or not the difference between marginal damages calculated at

versus away from the optimum is a first-order concern depends on the slope of the marginal

damages function and the responsiveness of drivers to taxation. In Appendix A.6, I use

simulations where I iteratively calculate taxes and traffic density to bound the second-best

optimal cordon prices in San Francisco. The fixed point from this exercise constitutes a lower

bound because it ignores “induced demand”, which will tend to attenuate the difference

in traffic conditions between taxed and untaxed equilibria (Duranton and Turner, 2011). I

recover lower bounds of $1.60 and $1.80 for the morning and evening peak-hours, respectively.

1.8.6. The Impact of Pricing on Congestion, Emissions, and Wel-

fare

Figure 1.11 shows that because tolls would incentivize drivers to substitute to routes that

avoid the cordon zone (where they would still cause congestion and pollution), the optimal

peak-hour cordon prices are below the marginal social damages associated with the average

vehicle trip using the cordon zone. In this subsection, I estimate counterfactual driving

behavior under a number of tax scenarios to understand the extent to which the imperfections

in cordon pricing policies undermine the congestion, pollution, and welfare gains engendered

by road pricing policies. These three scenarios are:

1. No congestion pricing. This is the status quo; the only charges that trips may face

are the existing Bay Area bridge tolls, set to 2020 levels.

2. First-best (Pigouvian) pricing. Every trip a driver could choose would be priced

according to its social damages, which include both congestion and pollution external-

ities.

3. Second-best optimal peak-hour cordon prices. These prices are calculated using

equation 1.10. Trips that pass through the cordon area are charged $2.20 during

morning peak hours, and $2.85 during evening peak hours (see Figure 1.11).

I plot outcomes from these simulations in Figures A.7 through A.9, and summarize the results

in Table 1.5. Two themes emerge: first, on all three outcome measures ––– trips, congestion

externalities, and pollution externalities ––– second-best optimal peak-hour pricing more

closely resembles the status quo than the first-best policy. Second, there are distinct bunches

in total trips, congestion, and pollution just outside peak-hour pricing periods.
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Table 1.5 — Congestion, Pollution, and Welfare Effects of San Francisco’s

Cordon Zone

Outcome Performance Relative to First-Best (%)

Reduction in Total Externalities 30.276

Reduction in Congestion 31.043

Reduction in Pollution 23.699

Welfare Gain 28.840

Table 1.5: This table compares the second-best optimal cordon pricing scheme in San Francisco to a first-best

policy where all vehicle trips (all times of day; cordon and non-cordon) are charged according to marginal

social damages. The four outcomes of interest are total externalities (pollution and congestion), congestion

alone, pollution alone, and total welfare (the utility of all drivers, in dollars, less total externalities). The

results in this table reflect 600,000 simulated choices by drivers in the NHTS dataset constructed above —

600,000 is roughly the number of weekday trips that pass through San Francisco’s proposed cordon, according

to the San Francisco County Transportation Authority. The choice probabilities for different alternatives

(cordon vs. non-cordon trips at different times of day, and a generic outside option) were generated by

applying the mixed logit model shown in Table 1.2 to the NHTS driver choice sets constructed in Section

1.8.

1.8.7. Cordon Pricing in New York and Los Angeles

In addition to San Francisco, city governments in New York and Los Angeles are also consid-

ering implementing cordon pricing zones (mapped in Figure 1.12). In this section, I calculate

optimal peak-hour cordon prices for each of these cities, and evaluate the performance of

the second-best optimal cordon pricing scheme relative to a policy that prices every trip at

social marginal damages.

45



Figure 1.12 — Proposed Cordons in New York and Los Angeles

Figure 1.12: Proposed cordon pricing schemes in New York and Los Angeles. All proposals are as of August,

2021. The New York congestion map is courtesy of the Regional Plan Association; The Los Angeles map is

courtesy of the LA Metro.

As outlined in Section 1.2, calculating the second-best optimal cordon prices requires infor-

mation about the marginal damages of trips that cross through a cordon zone, as well as

information about the elasticity and substitutability of these trips. For each of the above

cities, I follow the same general template as in San Francisco (see Sections 8.2 through 8.4):

First, I use survey data13 and Here Technology’s Routes API to identify trips where the

fastest route passes through the city’s proposed cordon. Second, I use vehicle attributes and

travel speed to assign pollution externalities, and use traffic density data14 from city roads

to assign congestion externalities to those trips. Third, I calculate substitution parameters

between those trips.

Ideally, there would be a natural experiment in each city that would allow for the estima-

tion of city-specific driving demand primitives (price responsiveness, β, scheduling costs, γe

and γl, and the value of travel time, α) that are used to calculate substitution parameters,

as well as city-specific correlations between externalities and price responsiveness (Diamond

weights). Absent such experiments, I calculate optimal cordon prices and welfare outcomes

13The NHTS does not report detailed trip start and end locations for states that are not part of the NHTS

Add-On program. The trip-level data for New York come from the 2018 NY Citywide Mobility Survey.
14Traffic density data for Los Angeles is publicly available through PeMS. Traffic density for NY is courtesy

of the NYSDOT Traffic Monitoring Section.
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in New York and Los Angeles using the driving demand primitives and Diamond weights

estimated in San Francisco (see Table 1.2). These results are reported in Tables 1.6 and 1.7.

In Appendix A.9, I use questions from the 2017 NHTS to examine the external validity

of the model estimated in San Francisco. Specifically, the NHTS asks respondents to report

their schedule flexibility (Yes/No) as well as their responsiveness to gasoline demand (Scale

of 1 to 5). These proxies for demand primitives are broadly similar across the three cities

I examine in this paper. In Appendix A.10, I document substitution to public transit in

response to the increase in Bay Area bridge tolls, and discuss how optimal cordon prices

may differ based on the availability of public transportation options. While estimates from

a regression discontinuity performed on data from the Bay Area Rapid Transit (BART)

system suggest that transit ridership increased after July 2010 (see Table A.7), the implied

magnitude of mode shifting is small: These estimates suggest that only 6% of drivers who

chose not to drive in response to the higher toll prices substituted those trips with BART. In

Table A.8, I test whether access to public transit impacts the price responsiveness of Bay Area

drivers. Point estimates suggest that drivers who live in zip codes near transit stations may

be modestly more price responsive than those who live far away from transit stations, but

this difference is not statistically significant. Broadly, the public transit ridership patterns

in the Bay Area imply that while some drivers do shift to public transit when the price of

their commuting trips increase, these shifts are relatively small, even in transit-rich areas.

Table 1.6 — Comparing Second-Best Cordon Prices to Social Damages

Value ($)

Period San Francisco Los Angeles New York

Second-Best Price, AM Peak (6-10) 2.201 3.298 7.294

Second-Best Price, PM Peak (3-7) 2.850 4.533 7.919

Average Social Damages, AM Peak (6-10) 3.115 4.877 8.186

Average Social Damages, PM Peak (3-7) 3.821 5.724 12.635

Table 1.6: This table compares second-best optimal peak hour prices for the proposed cordons in San

Francisco, Los Angeles, and New York to the average social damages associated with trips that pass through

the cordon zones during this period. “Social damages” include both congestion and pollution damages. The

second-best optimal cordon prices were calculated using Equation 1.10 — they reflect both heterogeneity in

trip-level externalities, and leakage in time and space.
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Table 1.7 — Congestion, Pollution, and Welfare Effects of Peak-Hour Cor-

don Pricing

Performance Relative to the First-Best (%)

Outcome San Francisco Los Angeles New York

Reduction in Total Externalities 29.846 20.908 39.105

Reduction in Congestion 30.741 21.361 39.489

Reduction in Pollution 22.031 16.320 34.938

Welfare Gain 28.370 15.060 42.717

Table 1.7: This table compares the second-best optimal peak-hour cordon pricing scheme in 3 US cities to

a first-best policy where all vehicle trips (all times of day; cordon and non-cordon) are charged based on

the social damages they generate. “Peak hours” are defined as 6-10 a.m. and 3-7 p.m.; second-best cordon

prices are constrained to be uniform during these hours. The four outcomes of interest are total externalities

(pollution and congestion), congestion alone, pollution alone, and total welfare (the utility of drivers, in

dollars, less total externalities). The results in this table reflect the simulated choices of 600,000 (SF and

LA) to 1 million (NY) drivers. The choice probabilities for different alternatives (cordon vs. non-cordon

trips at different times of day, and a generic outside option) were generated by applying the mixed logit

model shown in Table 1.2 to the driver choice sets constructed using transportation survey data (see Section

1.8).

1.8.8. Hourly Cordon Pricing

Tables 1.5, 1.6, and 1.7 describe results where the policymaker is restricted to only price

cordon trips during peak hours, as is proposed by the San Francisco County Traffic Authority.

In this section I relax this constraint, allowing the policymaker to set a fixed hourly toll

schedule during normal commuting times. In the notation of the second-best tax model

outlines in Section 1.2, The set J now includes 14 taxable “goods,” where each good covers

all cordon trips for a given hour of day ∈ {6, 7, ..., 19}.
Tables 1.8 and 1.9 display estimates of welfare outcomes under second-best tax with

hourly cordon pricing versus a first-best policy where every trip is charged according to

the social damages associated with that trip. Relaxing this constraint leads to significant

welfare improvements in three cities relative to a peak-hour scheme ––– the welfare gains are

roughly twice as large in San Francisco and Los Angeles, and 16% higher in New York City.

In each of the three cities, however, this more flexible policy fails to achieve more than half

of the welfare gains that would be realized under a first-best policy, due to a combination

of externality leakage, and uniform prices charged to heterogeneous users of the cordon zone

48



within each hour.

Table 1.8 — Congestion, Pollution, and Welfare Effects of Hourly Cordon

Pricing

Performance Relative to the First-Best (%)

Outcome San Francisco Los Angeles New York

Reduction in Total Externalities 44.459 36.596 49.358

Reduction in Congestion 45.097 37.044 50.086

Reduction in Pollution 38.975 32.072 41.457

Welfare Gain 51.104 29.392 49.706

Table 1.8: This table summarizes the performance of second-best optimal cordon pricing schemes when

policymakers are allowed to set a fixed schedule of tolls between 6 a.m. and 7 p.m., relative to a first-best

policy where every trip is charged according to its social damages. The four outcomes of interest are total

externalities (pollution and congestion), congestion alone, pollution alone, and total welfare (the utility of

drivers, in dollars, less total externalities). The results in this table reflect simulated choices using the mixed

logit model shown in Table 1.2. The number of simulated trips reflects the number of daily trips in the

cordon regions proposed in each city (600,000 in San Francisco and Los Angeles, and 1,040,000 in New

York), as estimated by the planning authorities responsible for designing the cordon in each respective city.

The “first-best” is a policy where all trips (regardless of the time of day or whether they pass through the

cordon) are charged according to the marginal damages associated with that trip.
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Table 1.9 — Back of the Envelope Welfare Gains From Cordon Pricing

Welfare Gain Relative to the Status Quo ($ Million)

Policy San Francisco Los Angeles New York

First-Best 852 1, 100 1, 477

Second-Best (Peak Only) 246 166 630

Second-Best (Fixed Hourly) 412 323 715

Table 1.9: This table displays back of the envelope calculations for the annual welfare gains under three

road pricing policies: 1) The first-best policy where all trips (including those that re-route to avoid a city’s

cordon) are priced according to marginal congestion and pollution damages; 2) second-best peak hour (6-10

a.m. and 3-7 p.m.) prices (see Table 1.6); and 3) second-best-optimal time-of-day prices, which are allowed

to vary by hour according to a fixed schedule between 6 a.m. and 7 p.m. The cordon prices in rows (2)

and (3) are calculated using Equation 1.10 — they reflect both heterogeneity in trip-level externalities, and

leakage in time and space. The figures in this table reflect simulated choices using the mixed logit model

shown in Table 1.2. The number of simulated trips reflect the number of daily trips in the cordon regions

proposed in each city (600,000 in San Francisco and Los Angeles, and 1,040,000 in New York), as estimated

by the planning authorities responsible for designing the cordon in each respective city.

1.9. Discussion

Cordon prices differ from a first-best driving tax in two important ways: incomplete coverage

allows for leakage, and uniform prices cannot reflect the heterogeneity in trip-level damages.

I find that these two imperfections are in tension as they apply to optimal road prices. Absent

leakage, the correlation between price-responsiveness and trip-level externalities (Table 1.2)

implies second-best prices that are above marginal damages. Absent heterogeneity, leakage

to unpriced roads or times of day implies second-best prices that are below marginal damages.

The results from Figure 1.11 show that the leakage effect strongly dominates in the case

of San Francisco’s cordon zone: Optimal prices are $2.20 for the morning peak period and

$2.85 for the evening peak period — roughly half of the average social cost for trips that

pass through the cordon at those times.

My findings suggest that if the primitive determinants of driver decisions (price respon-

siveness, value of travel time, schedule flexibility) are similar across cities, then optimal

cordon prices are also below the average of social damages generated by downtown trips in

New York and Los Angeles. Table 1.6 shows that in New York, for example, the second-best

optimal cordon prices are about $7 for both the morning and evening peaks, which is below
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the average social damages associated with cordon trips in each of those periods ($8.18 and

$12.64, respectively). In Los Angeles, the optimal morning and evening peak prices are $3.30
and $4.53, compared to average social damages of $4.87 and $5.72.

Cordon zones charging the second-best prices described in Table 1.6 would generate

significant welfare gains for commuters and city residents in all three cities. The benefits

from optimal peak-hour cordon prices range from $246 million annually in San Francisco to

$426 million annually in New York (Table 1.9). To put these figures in perspective, the 2021

annual budget of the City of San Francisco is $13.7 billion, and the 2021 annual budget of

New York is $88.2 billion. These annual welfare gains are therefore on the order of 0.5 to

2% of city budgets.

Despite these gains, the results in Section 1.8 suggest that the blunt nature of cordon

pricing limits their effectiveness relative to an ideal policy. Optimal peak-hour cordons

achieve between 15% (Los Angeles) and 41% (New York) of the welfare gains that would

be realized under a first-best policy. Notably, peak-hour pricing policies are less effective at

internalizing pollution externalities than they are at internalizing congestion externalities.

This reflects the fact that a) congestion externalities represent the majority of the social

damages from an average cordon trip and are therefore implicitly more heavily weighted in

the optimal tax formula, and b) trip-level pollution externalities are not highly temporally

correlated with congestion externalities, as shown in Figure 1.10.

What adjustments could improve the performance of the proposed cordon zones in the

United States? Relative to a peak-only tolling scheme, allowing policymakers to set a fixed

schedule of prices that vary by time of day (Table 1.8) provides sizeable welfare gains: $166
million in San Francisco, $151 million in Los Angeles, and $85 million in New York. In each

city, however, this flexible pricing strategy fails to achieve half of the welfare gains relative

to the first-best.

This paper takes as given the spatial layout of cordon zones. The central role of leakage in

determining optimal prices, however, highlights the importance of a city’s choice of cordon

boundaries. The theory provided in Section 1.2 suggests that policymakers may want to

set boundaries to preempt spatial leakage. Depending on the idiosyncratic geography of

a city, an optimal cordon zone may include outlying or relatively uncongested routes that

provide close substitutes for congested central roads. Expanding cordon zones, however,

comes at a cost; regardless of the design of the tolling system at the boundaries, trips that

remain entirely inside the cordon are not priced. Expanding the cordon too far may therefore

undermine the policy’s overall coverage. A full characterization of this tradeoff is beyond

the scope of this paper, but may prove an interesting question for future research.
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1.10. Conclusion

This paper makes three contributions: First, this paper generates the first estimates of

optimal cordon prices that account for both pollution and congestion externalities. While

optimal prices vary across proposed cordon zones in the US, several themes emerge: Con-

gestion externalities constitute the bulk of marginal damages that determine optimal cordon

prices, generally outweighing pollution externalities five- to ten-fold. This finding accords

with work by Parry and Small (2005), who suggest that congestion (rather than pollution) is

the largest component of an optimal gasoline tax. Additionally, optimal cordon prices tend

to be below the average social damages associated with trips that cross through a cordon

because of externality leakage in time and space. This leakage effect dominates the het-

erogeneity effect (the correlation between trip-level externalities and trip-level elasticities),

which, all else equal, pushes second-best optimal prices above average social damages (see

Diamond, 1973).

Second, this paper presents the first estimates of the welfare losses that result from

imperfections in real-world cordon policies. Back of the envelope calculations suggest that

while a second-best peak hour cordon price in San Francisco would produce roughly $200
million dollars worth of welfare gains, this policy would fall short of the first-best policy by

$600 million annually. This foregone welfare is significant: $600 million is roughly 4% of

the City of San Francisco’s 2020-2021 Budget ($13.7 billion). The predicted performance of

proposed cordons in New York and Los Angeles are qualitatively similar. Notably, among

these imperfect policies, the peak-hour cordon zone in New York performs the best (capturing

42% of possible welfare gains), and the peak-hour cordon in Los Angeles performs the worst

(capturing just 15% of possible welfare gains). This reflects the fact that it is much more

difficult to find substitute routes in New York than it is in Los Angeles due to idiosyncratic

geography.

Lastly, this paper contributes to the literature in public and environmental economics

by extending existing models of second best-taxation to simultaneously account for leakage

and heterogeneity in externalities. Accounting for these policy imperfections implies subtly

different policy prescriptions than the canonical “Principle of Targeting” Sandmo (1975).

When externality leakage and externality heterogeneity are present, the policy instrument

that generates the largest welfare improvements may not be the tax that best targets the

naive average of externalities. Instead, for each good, the optimal instrument balances the

magnitude of externality reduction with the damages that would result from leakage. The

results in this paper highlight a case where, due to policy imperfections, the optimal policy

differs significantly from a tax that best targets the average of consumption externalities.

While applying the second-best tax framework outlined in this paper requires detailed infor-
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mation about externalities and consumer demand, the increasing availability of microdata

continues to lower the costs for credible estimation of demand systems. This trend, together

with the ubiquity of imperfections in externality taxation, suggest that this framework will

be useful for future research in settings outside of optimal road pricing.
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Chapter 2

What Drives Support for Inefficient

Environmental Policies? Evidence

from a Nevada Ballot Initiative

2.1. Introduction

Negative externalities are often regulated with performance standards or quantity thresholds

where economic theory suggests that price-based mechanisms offer a more cost-effective al-

ternative. Examples include the US Corporate Average Fuel Economy standards, low-carbon

fuel standards, and the US Clean Air Act. While certain inefficient policies can be tied to

regulatory capture or legislative lobbying, the ubiquity of performance regulation also reflects

the preferences of US voters. Standard-based policies for reducing electricity emissions, for

example, enjoy bipartisan voter support in many states, where state-level carbon tax bal-

lot initiatives have repeatedly failed in the US. Among the many idiosyncratic attempts

to explain voters’ aversion to price-based regulation, a 2018 meta-analysis highlighted cost

salience, perceived (in)effectiveness, and fairness concerns as common themes (Carattini,

Carvalho, and Fankhauser, 2018). A robust voting literature demonstrates that these three

considerations also matter in other settings: In general, voters tend to prefer policies that

they perceive as cheaper, fairer, and more effective (Healy, Persson, and Snowberg (2017),

Huber, Wicki, and Bernauer (2020), Kuziemko, Norton, Saez, and Stantcheva (2015)).

Under these preferences, it is puzzling why voters routinely support performance stan-

dards over price-based policies. Given the cost-effectiveness of Pigouvian taxation and the

ability of governments to pair these policies with redistribution, it should be possible to con-

struct a price-based regulation that is superior to a performance-based regulation on at least

one of the three dimensions of efficacy, fairness, or cost, holding fixed the others. One expla-
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nation for the tension between voters’ stated preferences and the attributes of policies they

support is that voters are misinformed. A growing literature has documented voter misper-

ception of policy features (Sapienza and Zingales, 2013), lending credibility to early models

of voter inattention proposed by Downs et al. (1957), Sims (2003), and others. Positively at-

tributing qualities of voter behavior to misperceptions, however, is a difficult empirical task.

While demonstrating misperception is relatively straightforward, drawing causal conclusions

drawn from stated preference data may be confounded by omitted variables, or suffer from

incentive-incompatible survey formats.

In this paper, I solve these identification problems using an information provision ex-

periment conducted around a vote on Nevada’s Renewable Portfolio Standard (RPS). The

variation induced by this experiment allows me to study how voters perceive and respond to

policy attributes. The information provision experiment had three stages: First, I surveyed a

pool of Nevadans on their support for both a 50% RPS (which was on the ballot in Nevada in

2020) and for a hypothetical alternative price-based policy (a $25 dollar carbon tax). I also

recorded their initial perceptions of the cost, effectiveness, and regressivity of these policies

in an incentive-compatible manner. Second, I provided respondents with source-randomized

information about these policies. And third, in a follow-up survey I recorded voting behavior

and posterior beliefs about both of these policies.

Leveraging the variation in beliefs about policy attributes induced by this information

provision experiment, I estimate logit and linear models of voter support for corrective

policies. These models allow me to answer three research questions: First, how do voter per-

ceptions of policy attributes (cost, effectiveness, and regressivity) influence voter behavior?

Second, do misperceptions of policy attributes explain voter preferences for non-tax cor-

rective policies? And third, given the answers to the aforementioned questions, can policy

design or information provision bolster support for price-based corrective policies?

Results from the initial survey confirm that respondents prefer the performance-based

policy (RPS) to the price-based policy (carbon tax), and suggest significant inaccuracy and

bias in beliefs about the attributes of these policies. For example, on average, respondents

believed that Nevada’s 50% RPS would generate emissions reductions roughly five times

larger than estimates from academic research. Using variation in beliefs induced by the

information provision experiment, I recover elasticities of policy support with respect to

perceived policy attributes. I find that respondents are relatively unresponsive to perceived

policy cost and perceived regressivity: point estimates on the cost coefficient suggest that

decreasing the average voter’s perception of a given policy’s cost by $1000 annually (roughly

four times the mean cost across policies) would increase the probability that the voter sup-

ports said policy by just 1.3 percent. Conversely, I estimate that policy support is relatively

elastic with respect to perceived policy effectiveness.
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Armed with models of voter behavior, I then investigate the extent to which (mis)perceptions

of policy attributes explain the gap in policy support. While misperceptions of policy at-

tributes are significant, Oaxaca-Blinder decompositions suggest that they do not explain a

large portion of the gap in support between the two policy types. According to my estimated

models of voter behavior, holding fixed perceptions of all policy attributes, Nevadan voters

are still 13.8% more likely to support Nevada’s RPS than they are the carbon tax alternative.

To the extent that differences in perceptions of policy attributes do explain the premium

that respondents placed on RPS policies, my estimates suggest that this is largely a result

of their overly optimistic views of the effectiveness of these policies. Finally, I use these

estimated models of voter behavior to investigate several counterfactual scenarios, which

generally demonstrate the difficulty in achieving majority support for carbon taxation either

through policy design, or information provision.

2.2. Related Literature

My research is connected to the existing economic literature in three ways.

First, studying how and whether voters respond to policy attributes is related to the

existing literature on the rationality of voters. A substantial portion of this literature is

devoted to empirically testing for behavioral ‘types.’ For example, it has been demonstrated

that voters are sociotropic (Hansford and Gomez, 2015), retrospective Bischoff and Siemers

(2013), and time-inconsistent (Banzhaf and Oates, 2012; Dell’Anno and Mourao, 2012).

It has also been previously noted that voter irrationality or misperception may lead to

inefficient policy. Downs et al. (1957), for example, argues that rational ignorance (resulting

from the low probability of any individual vote changing an electoral outcome together with

the costs of acquiring information) could lead to inefficient policy. Alternatively, Caplan

(2001) presents a model of rational inattention where voters actively resist updating their

priors because they have preferences over beliefs. That is, religious and social identities lead

people to prefer holding certain beliefs over others. He argues that inefficiencies arise from

the externalities borne of this inattention: The private cost of inattentive activity is near

zero, but in aggregate these actions lead to suboptimal policy.

My research will tangentially touch on two specific voter types: inattentive and altruistic.

The choice to directly test for voter altruism reflects voter model advances by Jankowski

(2007) and Edlin, Gelman, and Kaplan (2007), who added ‘social preferences’ to the egoist

model of voter decisions as a way of solving the paradox of voting. Models that allow for

altruism have also been substantiated in laboratory experiments (Fowler (2006); Dawes,

Loewen, and Fowler (2011)). Recent work has also demonstrated significant misperceptions

of the costs and benefits of public policies (Blaufus, Chirvi, Huber, Maiterth, and Sureth-
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Sloane, 2020; Stantcheva, 2020; Sausgruber and Tyran, 2011), which impairs the ability of

voters to choose optimally between options regardless of altruism. Taken together, this

body of work provides a strong case for why voters may not follow the ‘pocketbook’ model

implicitly assumed in many early models of voter behavior.

Second, this paper relates to a significant body of work investigating the prevalence of

inefficient policies. Although none of my research questions explicitly require the policy in

question to be efficient, the answer to these questions will allow me to contribute to a more

general conversation on the political economy of efficient policies.

The political Coase theorem (PCT) is a central idea in the study of the (in)efficiency

of institutions and policies. It stipulates that political actors should agree on policies that

maximize efficiency, regardless of the original distribution of political power (Vira, 1997).

This principle fails in many settings (Acemoglu, 2003). Prominent examples include unpriced

road congestion, limits on free trade, and reliance on inefficient standards to regulate air

pollution and vehicle emissions.

Broadly speaking, commitment and rent-seeking have been proposed as explanations

for the failure of states to enact policies that could make everyone better off: North and

Weingast (1989) first outlined why commitment issues may undermine the political Coase

theorem: The ability to enforce contracts is crucial to a functioning Coase theorem. Because

one of the parties entering into a political contract (the state, or a politician) is granted

enforcement power, they cannot commit to not using this power to later alter the contract.

With no guarantee that gains from an efficient policy will be distributed to citizens, voters are

reluctant to pledge their support to policies or platforms that promise to improve efficiency.

This idea was formalized in a game-theoretical model by Acemoglu (2003), and has been

demonstrated empirically to suppress support for efficient policies Galiani, Torrens, and

Yanguas (2014).

Special interest groups also contribute to the failure of the political Coase theorem. Rent-

seeking was first introduced by Tullock (1967) and Krueger (1974), who both describe how

this behavior leads to inefficient outcomes. Several models describe how rent-seeking could

similarly lead to inefficient policies : Acemoglu and Robinson (2000), for example, models a

monopolist who has the political capital to oppose the introduction of a new efficient technol-

ogy in order to preserve rents, Becker (1983) models policymaking as competition for political

pressure between taxpayers and special interests, and Grossman and Helpman (1994) model

political contributions as bids that determine subsequent policy. Empirical studies have

demonstrated lobbying’s influence on efficient policies in several settings, including climate

policy (Meng and Rode, 2019) and free trade Goldberg and Maggi (1999).

This paper will contribute to understanding the completeness of the current criticisms

of the political Coase theorem. In a setting with an independent judicial system, ballot
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initiatives effectively solve the commitment problem that plagues the political Coase theorem

in other settings. The results from this paper will speak to whether misperception of policy

attributes erodes the ability political actors to correctly identify and support efficient policies.

Lastly, the methods I use to investigate voter responsiveness are synthesized from a suite

of papers that leverage misperception and information provision to understand how beliefs

map to actions. Broadly, these papers identify the causal effect of changing beliefs on actions

by first eliciting priors (in an incentive-compatible way) about the cost or benefit associated

with some outcome (e.g., a tax, good, or insurance policy), and then randomizing information

treatments. By matching actions (e.g., support, purchase, or uptake) with posterior beliefs,

the econometrician can produce causal estimates for how beliefs change the variable of in-

terest. These methods have been used to understand behavior in a wide range of settings,

including preferences for income redistribution (Kuziemko et al. (2015)), preferences over

relative income (Bottan and Perez-Truglia, 2017), participation in political protests (Can-

toni, Yang, Yuchtman, and Zhang, 2019), perceived incidence (Rees-Jones and Taubinsky,

2016), female labor force participation (Bursztyn, González, and Yanagizawa-Drott, 2018),

and support for carbon taxation (Douenne and Fabre, 2020).
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2.3. Background: State-level emissions policies in the US

In this section, I provide a brief overview of two varieties of state-level carbon emissions

policies in the United States, and touch on the political and efficiency considerations of each

type of regulation.

The US does not comprehensively regulate emissions of carbon dioxide at the federal

level.1,2 Instead, to the extent that US carbon emissions are regulated, this is largely accom-

plished through a patchwork of state-level policies. In this study, I contrast two large-scale

emissions policies: Renewable portfolio standards and carbon pricing schemes.3

Renewable portfolio standards are policies designed to reduce emissions from state-level

electricity grids by mandating a shift toward renewable generation. While the details of RPSs

vary across states, these policies generally require that a specified fraction of all electricity

sold by utilities be generated from renewable sources.4 Additionally, RPSs allow utilities to

come into compliance by purchasing renewable electricity credits (RECs) from other utilities

that exceed the RPS requirement. These policies are the most prevalent state-level carbon

emissions policies: as of 2020, 30 states have instituted RPSs, and seven states have adopted

similar non-binding renewable energy goals.

RPSs have been criticized for failing to incentivize decarbonization in the electricity sector

along all possible margins (Reguant, 2018). RPSs do not, for example, provide incentives for

utilities to supply electricity from relatively clean fossil sources (natural gas) over relatively

dirty fossil sources (coal). Similarly, as with all output-based performance standards, RPSs

introduce a second inefficiency via an implicit subsidy to overall production (Goulder, Long,

Lu, and Morgenstern, 2019). Consistent with these inefficiencies, estimates of the price of

CO2 emissions avoided by RPSs tend to exceed most estimates of the social cost of carbon

(Greenstone and Nath, 2019).

A smaller number of states (see Figure 2.1) have instituted price-based schemes as a means

for reducing state-level emissions. These are the Regional Greenhouse Gas Initiative (RGGI),

covering 10 Northeastern States, and California’s Cap-and-Trade system, established in 2010

1Exceptions include Corporate Average Fuel Economy Standards (CAFE) and federal tax incentives for

renewable production
2Several bills have failed in Congress, including the Climate Stewardship Act (in 2003 and 2005), the

Global Warming Pollution Reduction Act (2007), and the American Clean Energy and Security Act (2009).

The Clean Power Plan, first proposed by the EPA in 2014, was repealed by President Trump in 2017.
3Two other large-scale state-level electricity emissions policies are worth mentioning: feed-in tariffs and

production subsidies. For a comprehensive analysis of the efficiency qualities of each of these policies, see

Reguant (2018).
4“Renewable” sources generally include wind, solar, geothermal, and biomass. In some cases, hydroelec-

tric and/or nuclear power are also included as “renewable” or “clean.”
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under AB32, and Washington state’s Clean Air Rule, established in 2016. These policies

allocate permits for carbon emissions and allow emitters to trade these permits. The overall

number of permits available decreases over time in accordance with the idiosyncratic climate

goals of the state or region. By tying compliance to total emissions rather than renewable

generation, a price-based policy will equate the cost of emissions abatement across all possible

margins, thereby achieving any given emissions reduction at the lowest cost (Boyce, 2018;

Wilson and Staffell, 2018).

Despite the efficiency advantages of price-based emissions policies, they remain rare in

the US. The paucity of carbon pricing or trading schemes reflects failures to pass policies

both legislatively and electorally. Carbon tax ballot initiatives failed in Washington State in

2016 and 2018, and propositions failed to meet the signature requirements necessary to make

the ballot in 2020 in both Oregon and Utah. Since 2018, bills instituting carbon pricing have

failed in the state legislatures of Connecticut, Hawaii, Maryland, Massachusetts, Minnesota,

Montana, New Hampshire, New Mexico, New York, Rhode Island, Texas, Utah, and Ver-

mont.5 As an anecdote illustrative of the political advantage enjoyed by renewable portfolio

standards over carbon pricing schemes, four of these states (Connecticut, Massachusetts,

New Mexico, Maryland) increased their RPS requirements within two years of rejecting a

carbon tax legislative bill (EIA (2018, 2019)).

In the remainder of this paper, I leverage an RPS level increase in Nevada to under-

stand how perceptions of the attributes of these policies informs support for both price- and

performance-based emissions policies.

(a) Carbon Pricing Schemes (b) Renewable Portfolio Standards

Figure 2.1: State-level emissions policies in the US

5See the legislative tracker maintained by Price on Carbon.
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2.4. Setting: Nevada Question 6

Nevada’s Question 6 was an instituted constitutional amendment that was approved by

Nevada voters during the 2020 election. This amendment increased Nevada’s Renewable

Portfolio Standard from requiring that 25% of the State’s electricity come from renewable

sources by 2030 to requiring 50% by 2030. The ballot language for Question 6 is as follows:

Question 6

Shall Article 4 of the Nevada Constitution be amended to require, beginning in cal-

endar year 2022, that all providers of electric utility services who sell electricity to

retail customers for consumption in Nevada generate or acquire incrementally larger

percentages of electricity from renewable energy resources so that by calendar year

2030 not less than 50 percent of the total amount of electricity sold by each provider

to its retail customers in Nevada comes from renewable energy resources?

This initiative passed with 57.94% support. There are two peculiarities of this initiative

worth noting: First, this initiative was also on the ballot in 2018, as initiated constitutional

amendments in Nevada require passage in two consecutive even-year elections. The 2018

initiative passed with 59.28% support. Second, the Nevada State Legislature had already

adopted a 50% RPS target via SB 358. Because subsequent state legislatures could easily

change this target, this 2020 initiative was advertised as bill to prevent backsliding of the

RPS target. Nevada does not have a carbon pricing system, nor has it voted on a carbon

pricing system through either a ballot initiative of a senate bill.

2.5. Survey Design

2.5.1. Participants

I recruited participants through three online platforms: Prolific, Amazon’s CloudResearch,

and UC Berkeley’s Xlab. The survey was made available only to users on each platform who

had registered as residents of Nevada, and who were 18 years old or older. To verify that

respondents did not take the survey on multiple platforms, the survey presented to users on

the XLab and Prolific platforms screened participants based on whether they had accounts

with the other platforms.

Obtaining a sufficiently large sample was a significant challenge due to the relatively

low number of Nevadans on these online platforms. I received 359 responses to the initial
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survey and 316 responses to the follow-up survey. Of the 316 participants who returned

for the follow-up, I was able to verify (by zip code or IP address) that 275 of them resided

in Nevada. Table 2.1 displays the characteristics of the participant pool relative to the

demographics of the Nevada electorate. Respondents tend to be younger, are more likely

to identify as Democrats, and more likely to support Nevada Ballot Question 6 than the

average Nevadan voter.

To account for this demographic and ideological bias engendered by selection into these

platforms, I re-weight my sample using R’s anesrake package, following (Battaglia, Izrael,

Hoaglin, and Frankel, 2009). This package implements iterative proportional fitting (or “rak-

ing”), which aims to generate a set of sample weights that best match population proportions

subject to user-specified objective functions and constraints on the magnitude of weights.

Table 2.1: Descriptive statistics for the 275 Nevadans who participated in both the prior and the posterior

surveys. The first column (“Sample”) displays the fraction of participants with each row’s trait. The third

column (“Electorate”) displays the same figures for the Nevada electorate, as per the US Census.
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Figure 2.2 – Respondent Locations by Zip Code

Figure 2.2: Locations of 275 individuals who participated in both prior and posterior surveys by zip code.

The black outline is the Nevada State border. Zip codes colored gray did not have any respondents. White

areas are uninhabited.

63



2.5.2. Information Provision Experiment

To understand how voter perceptions about policy attributes influence policy support, I

solicited respondents’ views on Nevada Ballot Question 6 as well as on a hypothetical price-

based alternative policy, and tracked how their beliefs and preferences changed in response to

information about these policies. Figure 2.3 shows this information with abbreviated survey

questions. See Appendix B.1 for more details.

Prior Survey (Starting October 8th)

Beginning on October 8th, 2020, I opened the prior survey to Nevada residents. The

rationale for this start date was to ask voters about their preferences as close to

the election date as possible, while minimizing the probability that respondents had

already voted by mail (Nevada began mailing ballots on October 9th, 2020). This

initial survey had three parts:

Part 1: Elicit priors. In this section, participants were shown the official text

from Nevada Ballot Question 6. They were asked whether or not they planned on

voting for the bill, and asked to share their beliefs on three attributes of the bill: cost,

effectiveness, and regressivity.

To elicit beliefs about perceived (private) policy costs, participants were asked

whether they believed the RPS would financially cost or financially benefit their

household. Based on the response to this question, they were then asked to report

how much they expected the policy to cost/benefit them per year, in dollars. To

understand perceptions of policy regressivity, participants were asked whether they

believed the RPS would financially cost or financially benefit the average low-income

household (a household making $27,000 annually), and then (as in the cost belief

solicitation) asked to report how much they expected the policy to cost/benefit a

low-income household per annum, in dollars. Finally, participants were asked to

report whether they believed that the policy would reduce CO2 emissions in Nevada.

Participants who believed that the policy would reduce emissions were asked to report

how much they expected the policy to reduce total state-level emissions by 2030, in

percent.

Following the information provision literature, these attribute questions were be

performed in an incentive-compatible manner: Before soliciting these beliefs, respon-

dents were told that the 5% of respondents who answered these questions most accu-

rately would be awarded a $10 bonus.
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After responding to these questions about Question 6, respondents were shown a hy-

pothetical alternative ballot initiative (“Question 7”) that would impose a $25 carbon

tax in Nevada and cut the state sales tax by 1.5%. The language of this initiative is

modeled after Washington State’s 2016 carbon tax ballot initiative (Initiative 732);

the full text of this hypothetical initiative can be found in Appendix B.1. Respon-

dents were asked how they would vote on this policy if it were on the ballot instead of

Question 6, as well as analogous questions about cost, effectiveness, and regressivity

of this hypothetical alternative initiative.

Part 2: Economic and Demographic Information In this section, respondents

provided information about their age, income, energy expenditure, and employment.

This information was used to tailor the information they receive about the private

incidence of these policies.

Part 3: Information Provision. In this section, all participants6 received infor-

mation about the cost, effectiveness, and regressivity of both of the policies (the RPS

and the carbon tax). Within each attribute-policy pair (e.g. the cost of the carbon

tax ), the respondents were randomly shown one of two possible academic information

sources.

Follow-up Survey (Starting November 3rd)

Beginning after polls closed on November 3rd (National Election Day in 2020), I

opened the follow-up survey. The survey was only displayed to individuals who com-

pleted the prior survey, and had two parts:

Part 1: Record Posteriors and Voting Behavior. I recorded respondents’ (self-

reported) voting behavior on Nevada Question 6, and posterior support for the hypo-

thetical carbon tax alternative ballot initiative,“Question 7.” Additionally, I collected

posterior beliefs on cost, effectiveness, and regressivity for both initiatives using the

same questions outlined above.

Part 2: Record Additional Voter Information. The final stage of the survey

involved collecting information that may have ‘primed’ voters toward certain responses

6All respondents received information treatment because the goal of this experiment was to induce

randomization in beliefs, not to identify the impact of information provision per se.
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had it been collected prior to eliciting beliefs. This information includes political

affiliation, voting method, and exposure to advertising.

Figure 2.3 – Survey Design

Figure 2.3: Information provision flowchart. The questions displayed in the RHS of this figure have been

abbreviated for ease of exposition. For the full survey, see Appendix A.
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2.6. Results

In this section, I outline the results of the information provision experiment. Section 2.6.1 and

2.6.2 cover initial support and initial perceptions of policy attributes, respectively. Sections

2.6.3 and 2.6.4 cover posterior support and posterior beliefs. I present results from my

regression models in section 2.6.5 and present counterfactual results in section 2.6.6.

2.6.1. Prior Support

Figures B.2 presents prior support for Question 6 (a 50% RPS) and the hypothetical al-

ternative price-based policy (a $25 carbon tax) after re-weighting the sample to match the

demographic characteristics of Nevada’s electorate. For the unweighted fractions, see Ap-

pendix B.2.

Figure 2.4: Self-reported policy support for Nevada’s Ballot Question 6 (a 50% RPS), and a price-based

alternative policy (a $25 carbon tax with a 1.5% sales tax cut) among 275 Nevadans. The proportions in

this figure reflect re-weighting to account for demographic and ideological differences between the sample

and the Nevada electorate.

2.6.2. Prior Beliefs

Figure 2.5 presents respondent beliefs for each attribute (cost, effectiveness, and regressivity)

of each of the two policies. Reported perceptions about private costs (panel 1) are similar for

the two policies, with respondents on average viewing the carbon tax alternative as slightly
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more costly. Similarly, respondents reported similar beliefs about incidence on low-income

households (panel 3), with carbon taxes viewed as slightly more costly. Respondents did,

however, report significant differences in initial views about policy effectiveness: On average,

participants expected Question 6 to reduce emissions by 24.2% by 2030, as compared to an

expected 13.2% reduction under the carbon tax alternative.

These results constitute significant misperceptions. Table 2.2 presents average beliefs

alongside academic estimates. For example, measures of mean absolute error suggest that

on average, respondents misperceive annual RPS and carbon tax costs by $250 and $1000,
respectively. These initial beliefs also suggest biased perceptions of certain attributes. The

third column of Table 2.2 suggests that while the misperceptions in certain policy attributes

(e.g., the effectiveness of carbon taxes) are relatively symmetric about the ‘truth’, the mis-

perceptions of other attributes (e.g., the effectiveness of renewable portfolio standards) are

asymmetric.
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Figure 2.5 – Initial Beliefs about Policy Attributes

Figure 2.5: This figure displays (unweighted) the initial beliefs among surveyed Nevadans over three policy

attributes (private cost, effectiveness at reducing emissions, and regressivity) for each policy option (RPS

and carbon tax).
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Table 2.2: This table displays summary statistics for initial perceptions of carbon tax and RPS attributes

for 275 voters in Nevada. The first column is the mean belief of a given attribute among survey participants.

The second column displays the mean estimate of the policy attribute among the two academic sources used

in the information provision experiment. Column three displays the mean error (i.e., the bias) among survey

participants, and column 4 displays the mean absolute error (i.e., the level of misperception).

2.6.3. Posterior Support

Figure 2.6 presents posterior support for Question 6 (a 50% RPS) and the hypothetical

alternative price-based policy (a $25 carbon tax), after re-weighting the sample to match the

demographic characteristics of Nevada’s electorate. See appendix B.2 for unweighted results.
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Figure 2.6: Self-reported policy support for Nevada’s Ballot Question 6 (a 50% RPS), and a price-based

alternative policy (a $25 carbon tax with a 1.5% sales tax cut) among 275 Nevadans, after receiving infor-

mation treatment about policy attributes. The proportions in this figure reflect re-weighting to account for

demographic and ideological differences between the sample and the Nevada electorate.

2.6.4. Posterior Beliefs

Figure 2.7 presents respondent beliefs about each policy recorded during the follow-up sur-

vey. As in the prior survey, reported perceptions about both private costs (panel 1) and

beliefs about incidence on low-income households (panel 3) are similar across the policies.

In contrast to initial beliefs, however, respondents now believe, on average, that Question

6 is more expensive than the carbon tax alternative, and that Question 6 places a higher

burden on low-income households than does the carbon tax alternative. Similarly, responses

in the follow-up survey indicate that participants revised their initial beliefs about policy

effectiveness to view carbon taxes as more effective, and RPSs as less effective.
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Figure 2.7 – Posterior Beliefs about Policy Attributes

Figure 2.7: This figure displays (unweighted) the beliefs of 275 surveyed Nevadans over three policy attributes

(private cost, effectiveness at reducing emissions, and regressivity) for each policy option (RPS and carbon

tax), after they received information about each of these policy attributes. The red and blue dotted lines

represent information provision provided to respondents about carbon taxes and RPSs, respectively. Panel

1 does not display information provision because it was tailored by income level.
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2.6.5. Regressions

I now use the variation in beliefs induced by the information provision experiment to estimate

models of voter support for corrective policies. Table 2.3 presents results from an ordered

logit regression and Table 2.4 presents results from a linear probability model. In Table 2.5,

I present an Oaxaca-Blinder Decomposition of the difference in support between carbon tax

and RPS policies.

Ordered Logit Model

First, I use an ordered logit model to study voter behavior. I model voter i’s support for

policy p at time t, V otei,p,t ∈ {support, abstain, oppose}, as a function of the latent utility

that would be realized under the passage of a given policy. This latent utility, ui,p,t, is in

turn a function of voter i’s beliefs about the private costs of the policy ci,p,t, i’s beliefs about

the regressivity of the policy, ri,p,t, and i’s beliefs about the effectiveness of the policy ei,p,t.

Γp, θt, and ηi are fixed effects for policy, period, and individual, respectively. By employing

an ordered rather than binary logit, I capture the information encoded in abstaining votes.

This regression therefore relies on the structural assumption that increasing the latent utility

associated with a given policy would lead voters to be more likely so support the policy over

abstaining from voting, and more likely abstain from voting over opposing the policy.

ui,p,t = α + β1ci,p,t + β2ri,p,t + β3ei,p,t + Γp + θt + ηi + ϵi,p,t (2.1)

V otei,p,t =


oppose, if u < µ1

abstain, if µ1 < u < µ2

support, µ2 < u
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Table 2.3: Results from a two-period ordered logit regression modeling voter behavior as a function of

voter perceptions (Equation 2.1). The dependent variable in this regression is a ternary variable where

support>abstain>oppose. Cost is the perceived private cost of a given policy, effectiveness is the perceived

effectiveness of the policy (expected percent reduction in state-level emissions), and regressivity is the ex-

pected incidence on a low-income household. Fixed effects in this regression include policy (rps vs. carbon

tax), period (pre vs. post), and individual. Both perceived cost and regressivity are measured in thousands

of dollars.

Linear Probability Model

I now present results of a linear probability model, where I regress an indicator for voter i’s

support for a policy (I(vote yesi,p,t)) on beliefs about the costs of the policy ci,p,t, beliefs

about the regressivity of the policy, ri,p,t, and beliefs about the effectiveness of the policy

ei,p,t. As above, Γp, θt, and ηi are fixed effects for policy, period, and individual, respectively.

I(vote yesi,p,t) = α + β1ci,p,t + β2ri,p,t + β3ei,p,t + Γp + θt + ηi + ϵi,p,t (2.2)
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Table 2.4: Results from a two-period linear probability regression (Equation 2.2). The dependent variable is

coded 1 if a voter reports that they support a given policy during a given period, and 0 if they either abstain

or oppose. Cost is the perceived private cost of a given policy, effectiveness is the perceived effectiveness of

the policy (expected percent reduction in state-level emissions), and regressivity is the expected incidence

on a low-income household. Fixed effects in this regression include policy (rps vs. carbon tax), period (pre

vs. post), and individual. Both perceived cost and regressivity are measured in thousands of dollars.

Oaxaca-Blinder Decomposition

Finally, following Oaxaca (1973) and Blinder (1973), I partition the gap in support between

RPS policies and carbon taxes into a portion that is explained by differences in beliefs about

the attributes of these policies (X, below), and an ‘unexplained’ portion that results from

the differential responsiveness of voters to the same attributes of the two policy types (β,

below).

If individual i’s support for policy p ∈ {rps, tax} at time t ∈ {pre, post} is a function of

perceptions about policy attributes X:

I(supporti,p,t) = Xi,p,tβp + ϵi,p,t
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Then for a given time period, the difference in mean between the two policy types can be

written as follows. The results of this exercise (in both levels and percent) are displayed in

Table 2.5.

∆Ī(support) = (X̄tax − X̄rps)βreference︸ ︷︷ ︸
“explained”

+ X̄tax(βtax − βreference) + X̄rps(βreference − βrps)︸ ︷︷ ︸
“unexplained”

(2.3)

Table 2.5: Results from a twofold Oaxaca-Blinder decomposition of the gap in prior support for carbon taxes

vs. renewable portfolio standards. The model used for this decomposition is a two-period linear probability

model with individual and time fixed effects. Explained components represent the share of the gap in

support between the two policy types that can be attributed to differences in “endowments” (differences in

initial beliefs about policy attributes), conditional on the estimated model of voter behavior. Unexplained

components represent the portion of the gap that cannot be attributed to differences in perceptions of

attributes. The unexplained share results from differences in responses to perceived attributes between

policy types (differences in “slope”), and the interaction between the endowment and slope effects.
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2.6.6. Counterfactuals

Armed with the models of voter behavior estimated in section 2.6.5, I estimate voter support

under three counterfactual scenarios: perfectly informed voters, targeted redistribution of

carbon tax revenues, and targeted information provision. For each counterfactual, I predict

vote shares using an ordered logit model. Broadly speaking, the goal of these counterfactual

exercises is to speak to the degree of mutability in policy support.

Counterfactual 1: Perfectly Informed Voters. In this scenario, I replace voters prior

beliefs of each of the policy attributes with the ‘true’ policy attributes,7 and estimate the

vote shares (support, abstain, oppose) for each of the two policies. The results from this

exercise are displayed in Figure 2.8.

Figure 2.8 — Perfectly Informed Voters

Figure 2.8: Counterfactual vote shares under perfectly informed voters. Shares reflect vote probabilities

generated by applying an ordered logit model (model X) to data where initial voter beliefs have been

replaced with beliefs that accord with (average) conclusions academic research about the cost, effectiveness,

and regressivity of each policy.

Counterfactual 2: Targeted redistribution of carbon tax revenues. In this scenario,

I model support for a carbon tax policy where rather than returning revenue to voters

through a sales tax, revenue is used to minimize the incidence (maximize the transfers) to

marginal (“swing”) voters. Note that the transfers used in this section are likely infeasible:

7It is worth noting that participants may have private information about the expected costs of these

policies, specifically carbon pricing. Given the average magnitude of cost misperceptions, however, the bias

engendered by private information is likely second-order.
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Sallee (2019) details the difficulty in targeting compensation to ameliorate tax burdens from

corrective policies given the information set and policy levers available to regulators. As such,

the results from exercise can be viewed as bounds on the extent to which compensation to

marginal voters can be expected to impact support for carbon taxation.

Figure 2.9 — Rebates Targeted at Swing Voters

Figure 2.9: Counterfactual vote shares under targeted rebates.

Counterfactual 3: Targeted information provision. In this counterfactual, I imagine

providing information on policy effectiveness alone to respondents who either abstained from

voting or opposed carbon taxes in either period. This counterfactual takes advantage of the

fact that respondents have biased perceptions about carbon tax cost and regressivity that

bolster support.
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Figure 2.10 — Targeted Information Provision

Figure 2.10: Counterfactual vote shares under targeted information.

2.7. Discussion

Results from the initial survey confirm that respondents prefer the performance-based policy

(RPS) to the price-based policy (carbon tax), and suggest significant misperceptions about

the attributes of these policies. On average, respondents misperceive the private costs by

211% in absolute terms, costs to low-income households by 286%, and the effectiveness of

each policy by 183%. Unweighted survey results imply a 29 percentage point advantage for

RPSs before information provision; weighted results imply an 18 percentage point advantage.

After providing source-randomized information provision, respondents updated their pri-

ors to view carbon taxes more favorably, and RPSs less favorably. That is, relative to

reported beliefs in the initial survey, respondents in the follow-up survey reported believing

RPS (carbon taxes) to be more (less) costly, more (less) regressive, and less (more) effective.

Panel fixed-effects regression models using the variation in beliefs induced by the informa-

tion provision suggests that respondents who updated their priors to view a given policy as

more effective, less costly, or less regressive were more likely to support said policy. Notably,

the estimated coefficients on cost and regressivity are small, with 95% confidence interval

generally including zero. The largest elasticities admitted by these confidence intervals are

quite modest. For example, point estimates from Equation 2.2 imply that decreasing the

average voter’s perceived cost of a corrective policy by $1000 annually (four times the mean

cost across policies) would increase the probability that the average voter supports said pol-
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icy by just 1.3 percent. Conversely, I recover large elasticities of policy support with respect

to perceived policy effectiveness. The coefficient in Table 2.4, for example, suggests that

a voter who updates her prior from believing that a given policy would reduce emissions

by 15% in a decade to believing that a given policy would reduce emissions by 25% in a

decade would be 5% more likely support said policy. Importantly, this magnitude of change

in perception is not uncommon in my sample. Pooling across the two polices, the average

change in perceived effectiveness was roughly 9 percentage points.

The decomposition analysis presented in Table 2.5 suggests that a meaningful portion

(23%) of the unweighted difference in support between the carbon tax and RPS policies can

be attributed to differences in perceptions of policy attributes. On its face, this result would

suggest that it may be possible to generate majority support for carbon taxes by correcting

misperceptions, especially if respondents tended to hold initial beliefs about carbon taxes that

were biased toward pessimism. Counterfactual exercises, however, suggest the opposite type

of bias: to the extent that misperceptions of policy attributes explain the gap in support for

these two policies, the misperceptions are asymmetric and optimistic toward Nevada’s RPS.

For example, counterfactual estimates in Figure 2.8 imply that replacing voter perceptions

with ‘true’ policy attributes would reduce support RPSs by roughly 10%, while increasing

support for carbon taxes by just 4%.

The relatively low elasticities of support with respect to perceived policy cost and per-

ceived regressivity also imply that targeted transfers will have limited effectiveness in bolster-

ing carbon tax support. Figure 2.10 illustrates that even a policy implausibly-well designed

to minimize the incidence to swing voters may fail to achieve majority support.

Approaching the Oaxaca-Blinder decomposition results from a glass-half-empty is also

informative for the understanding of voter beliefs about corrective policies. Conditional on

observable characteristics, voters are 13.8% (22.8% in raw terms) more likely to vote for

RPSs than they are taxes — I call this unexplained residual ‘tax aversion,’ as it captures

the dispreference for a tax-based policy relative to a non-tax alternative, all else equal.8

8It should be noted that ‘all else equal’ assumes that the attributes that I include in this paper cover

the attributes relevant to Nevadan voters.

80



2.8. Conclusion

I use an information provision experiment conducted around a vote on Nevada’s renewable

portfolio standard (RPS) to study voter preferences for public policies. Before summarizing

the findings of this paper, I stress that these conclusions are drawn from a relatively small

sample of Nevada voters. Some of the findings presented in this paper are statistically

imprecise, and the precisely-estimated results may not hold in different political or economic

environments.

With these caveats in mind, I present four conclusions. First, using incentive-compatible

elicitation of beliefs, I demonstrate significant inaccuracy and bias in the perceptions of

the cost, effectiveness, and regressivity of carbon taxes and renewable portfolio standards.

For example, on average, respondents overestimated the emissions reductions resulting from

RPS policies by a factor of five. Second, among those surveyed, I recover small elasticities

of policy support with respect to perceived costs and perceived regressivity, and relatively

large elasticities of policy support with respect to perceived policy effectiveness. Third, I

find that differences in perceptions of policy attributes explain roughly a quarter of the gap

in support for carbon taxes and RPS policies, implying tax aversion—the dispreference for

taxes holding other policy attributes fixed—may play a significant role in the political barriers

facing price-based policies in this setting. Returning to the research questions outlined in the

introduction, this decomposition trivially suggests that misperceptions alone cannot explain

the entire policy support gap. To the extent that misperceptions of policy attributes can

explain differences in support for these two policies, the explained gap results mainly from

respondents’ optimistic views of RPS policies rather than pessimistic views about carbon

tax attributes. Fourth, and finally, I predict counterfactual estimates of vote shares to shed

light on the practical mutability of the observed shares of policy support. These exercises

suggest that even implausibly well-targeted transfer schemes using carbon tax revenue are

unlikely to significantly increase support for these policies.

Regarding the design of policies, the results from this experiment suggest that sophisti-

cated policy design is unlikely to generate significant political gains for carbon taxation. In-

stead, my results highlight the relative importance of increasing public confidence in market-

based policies. While the efficacy of price instruments as methods to address externalities

is consensus among economists and energy policy sphere, this notion is not reflected in

public perceptions. The results in this paper suggest that this lack of communication may

significantly hinder the political success of price-based policy instruments.
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Chapter 3

The Congestion Costs of Uber and

Lyft

3.1. Introduction

Transportation network companies (TNC) like Uber and Lyft have grown rapidly over the

past decade to become integral parts of urban transportation systems. A small but growing

literature has attributed to these companies benefits that include billions in annual consumer

surplus (Cohen, Hahn, Hall, Levitt, and Metcalfe, 2016), reductions in drunk driving (Green-

wood and Wattal, 2015), and flexible work (Cramer and Krueger, 2016; Angrist, Caldwell,

and Hall, 2017).

The costs of TNC expansion, however, have yet to receive commensurate treatment in

the economics literature. Most notably, TNCs have been accused of contributing to traffic

congestion (San Francisco Transit Authority, 2018; Schaller Consulting, 2018), but existing

studies of the impact of TNCs on congestion are few, arrive at varied conclusions, and

do not quantify the implied congestion costs (Li, Hong, and Zhang, 2019; Erhardt, Roy,

Cooper, Sana, Chen, and Castiglione, 2019). Back of the envelope calculations suggest these

costs could be substantial. A 2017 Inrix report, for example, placed the annual cost of

congestion to US drivers at $305 billion (Inrix, 2017)—roughly two orders of magnitude

larger than estimates of national consumer surplus provided by Uber (Cohen et al., 2016).

This suggests that if TNCs have even a modest impact on traffic congestion, the negative

externalities associated with lengthening travel times could offset consumer surplus benefits.

Understanding how and whether TNCs impact traffic congestion therefore plays a crucial

role in determining appropriate policy response to the continued growth of these companies.

Two identification problems, however, make causal inference difficult when studying the

relationship between TNC activity and traffic congestion. First, Uber and Lyft likely select
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entry locations based on trends in city-level characteristics unobservable to the econome-

trician. Comparisons that leverage differences in TNC entry dates across locations may

therefore suffer from reverse causality. Second, within-city time series regressions may be

biased by omitted variables (e.g., gentrification) which are serially correlated with TNC

activity and also impact congestion.

In this paper I leverage a natural experiment in Austin, TX to circumvent these iden-

tification challenges: On May 9th, 2016, both Uber and Lyft unexpectedly exited Austin

following a vote that upheld a city ordinance requiring driver background checks. I combine

this variation in TNC activity with novel and granular Bluetooth traffic speed data, and

setting-specific estimates of the value of travel time to answer two research questions. First,

do transportation network companies impact traffic congestion? And if so, what are the

travel-time related costs or benefits of TNC operation?

This setting informs two empirical strategies: a difference in differences comparing pre-

versus post-May 9th traffic speeds in 2015 (where both companies operated year round)

to 2016 (where both companies exit on May 9th), and a regression discontinuity in time.

Across specifications, I find evidence of modest increases in traffic speeds following the exit

of Uber and Lyft. Difference in differences results suggest that across all hours, traffic speeds

increased roughly 1% following the exit of Uber and Lyft. 7 am. to 7 p.m. traffic speeds

increased by 2.3%, with the largest TNC-related slowdowns occurring during the middle of

the day (11 a.m. to 2 p.m.). Using setting-specific estimates of value of the travel time, I

calculate that Austinites would be willing to pay roughly $33 to $52 million annually to avoid

these slowdowns. Back of the envelope calculations suggest that these figures are a small

fraction (4-6%) of total Austin-area congestion costs, and are roughly the size of estimates

of the consumer surplus associated with TNC operation in Austin.

These findings improve on the existing literature in three ways. First, this is to my

knowledge the only paper to use the exit of Uber and Lyft to study the impacts of TNCs on

congestion. This translates to weaker identifying assumptions than those imposed in analyses

leveraging the staggered expansion of these companies. Second, I extend existing analyses

by mapping changes in travel speeds to changes in travel time costs, providing the first

estimates of the congestion costs associated with TNC activity. And third, the spatial and

temporal granularity in the Bluetooth data allows me to perform analyses that contribute to

a more complete picture of the heterogeneous impacts of TNC activity on traffic congestion.

These findings also provide several important takeaways for policymakers. First, TNC

activity can be viewed roughly as a transfer, as the consumer surplus enjoyed by TNC

passengers is of similar size to the time loss incident on incumbent drivers. Second, it

is difficult to rationalize TNC quantity restrictions purely on welfare grounds, as the lost

consumer surplus may outweigh travel time gains. In other words, even if TNC regulation is
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more politically achievable than are price-based congestion controls, TNC regulation appears

(at least in the Austin case) to be a poor tool to address congestion-related externalities.

Relatedly, the relatively modest impacts of TNCs on traffic congestion in Austin suggest

that congestion taxes targeted specifically at ridesharing companies are unlikely to result

in large traffic-related welfare gains. Lastly, the fact that speeds slow in response to TNC

activity suggests TNCs add vehicles miles traveled (VMT) to the transit system. In other

words, the VMT avoided by sharing rides are outweighed by additional trips induced by the

availability of TNCs.

The rest of this paper is organized as follows. Section 3.2 describes related literature

and background. Section 3.3 details the events that precipitated the departure of Uber and

Lyft from Austin. Section 3.4 outlines the data sources. I describe my empirical strategy

and threats to identification in Section 3.5, and present results in Section 3.6. Section 3.7

concludes.

3.2. Background and Related Literature

Traffic congestion is a significant urban disamenity. It is costly (Inrix, 2018), it is associated

with lower self-reported happiness (Anderson, Lu, Zhang, Yang, and Qin, 2016), and it

comes with considerable co-costs in terms of noise and pollution (Currie and Walker, 2011b).

Although a tax is the canonical policy prescription for congestion (Vickrey, 1969), both

theory and empirics suggest that because targeting individual contributions to congestion is

difficult, realistic congestion pricing instruments (e.g., cordon charges) may fall well short of

the welfare gains achievable by a hypothetical first best policy (Knittel and Sandler, 2018;

Prud’Homme and Bocarejo, 2005). This, coupled with the potential political advantage of

TNC regulation over comprehensive congestion taxation suggests that understanding the

sign and magnitude of TNC related time costs or savings will be important for informing

city-level policy. Indeed, several cities have already moved to regulate TNCs in the name

of congestion. New York City, for example, cited congestion as a motivation for its 2018

ridesharing cap (New York Times, 2018). As of 2020, San Francisco, New York, and Chicago

have all imposed “congestion fees,” levied on TNC trips in the city center (New York Times,

2019). Outside of the US, cities like London and Vancouver have weighed congestion impacts

as they deliberate over TNC policy (Reuters, 2019; Vancouver Sun, 2019).

As a number of other observers have noted, however, the impact of TNCs on traffic

speeds is theoretically ambiguous. While survey data from Rayle, Shaheen, Chan, Dai, and

Cervero (2014) and Clewlow and Mishra (2017) suggest TNCs induce trips, and Mangrum

and Molnar (2018) demonstrate that taxis—the closest analog to TNCs—increase congestion

on the margin, Cramer and Krueger (2016) show that in five of six US cities, Uber drivers
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spend a significantly higher fraction of their time with a passenger in their vehicle than do

taxi drivers. This ride-sharing effect could attenuate or outweigh the effect of induced trips.

There may also be complementarities between TNCs and public transit: Hall, Palsson, and

Price (2018) use a difference in differences design on measures from the National Transit

Database to conclude that Uber is indeed a complement to public transportation. It is

unclear, though, whether complementarity between TNCs and public transit will result in

more or fewer vehicle trips.

To date there exists little econometric work on whether TNCs cause traffic congestion,

and existing results arrive at varied conclusions. Li, Hong, and Zhang (2019), for exam-

ple, use city-level congestion measures and differences in Uber’s entry date to estimate the

company’s impact on congestion, concluding that Uber improves city-level congestion mea-

sures. Erhardt et al. (2019), on the other hand, use 2010 and 2016 Inrix traffic data and

scraped measures of Uber activity to calibrate a traffic engineering model of San Francisco.

They conclude that ridesharing companies were responsible for significant (30%) increases

in vehicle hours traveled. In addition to the fact that these studies reach contradicting con-

clusions, the identification concerns outlined in the introduction suggest value in reassessing

this question using a natural experiment.

3.3. Natural Experiment

Austin, TX, is the 11th largest incorporated place in the United States and suffers from

considerable congestion: According to Inrix, Austin ranked 14th nationally and 72nd globally

in the number of average hours lost to congestion per driver. Cities with similar levels of

per-driver congestion costs include San Diego, Berlin, and Manchester. Both Uber and Lyft

began operating in Austin in 2014.

In December 2015, the Austin City Council passed Ordinance No. 20151217-075, which

imposed a series of regulations on TNCs, including data requirements, restrictions on idling

locations, and most controversially, fingerprinting requirements to facilitate driver back-

ground checks (The City Council of Austin, 2015). Proposition 1, sponsored by Uber and

Lyft, attempted to overturn this ordinance. On May 7th, 2016, the Proposition was de-

feated in a citywide vote, with 56% of voters casting against (The Texas Tribune, 2016). In

protest, Uber and Lyft exited the Austin market on May 9th (New York Times, 2016). 13

months later, Uber and Lyft re-entered Austin as Governor Greg Abbott signed into law HB

100, which overturned Austin’s local ordinance (The 85th Texas Legislature, 2017). This

variation in TNC activity provides the basis for my empirical identification.

During the yearlong absence of Uber and Lyft, Austin was not without ridesharing. A

number of smaller TNCs entered the market or expanded their Austin presence following
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the defeat of Proposition 1. In date of their arrival in Austin, these companies are: GetMe

(December 2015), Fare (Mid-May 2016), Fasten (June 1st, 2016), Tride Technologies (June

15th, 2015), and RideAustin (June 16th, 2016 ). Wingz, which provides rides to and from

the airport, also started operating in Austin in May of 2016. A survey of Austin commuters

conducted in November 2016 by Hampshire, Simek, Fabusuyi, Di, and Chen (2017) offers

a view of take up of these alternative rideshare companies. RideAustin held the largest

market share (47.4%), followed by Fasten (34.5%), Fare (12.9%), GetMe (2.8%), Wingz

(1.6%), and Tride (0.4%). Informed by the Hampshire et al. (2018) survey and the universe

of RideAustin’s 2016 trip-level data, I am able to infer the level of total TNC activity in

Austin following the exit of Uber and Lyft. I can therefore identify a window following the

Proposition 1 vote where alternative TNC activity is negligible (see Section 3.5.1).

3.4. Data

I use data collected from an array of Bluetooth sensors along major roadways (both highway

and surface-level) operated by the Austin Department of Transportation. Located inside

traffic signal cabinets, these sensors detect unpaired Bluetooth devices (e.g., smartphones,

car systems) and estimate traffic speeds based on the movement of single devices (which are

given unique anonymous identifiers) through the network of sensors.

I use an aggregated version of this dataset prepared by Post Oak Traffic Systems, which

isolates device movements through specific road segments (henceforth segments), which are

short sections along just one road. This company pre-processes the data in several ways.

Data are aggregated at 15 minute bins and represent the average speed across the segment

for devices that appear at the origin reader first, and then the destination reader, and do

not appear at any other sensors in the interim. These data are also filtered for outliers: only

observations that fall within 75% of the IQR of the previous 15 observations are used in

calculating speeds. This type of filtering is applied to combat bias from the movement of

non-vehicle Bluetooth devices (like those carried by pedestrians) through the sensor network.

In addition to the data cleaning performed by Post Oak Traffic Systems, I further restrict

my sample to consistently reporting sensors. Of the 430 total segments, I drop segments that

report in fewer than 70% of days during each year (2015 and 2016) of the study period, leaving

me with a panel of 79 segments. For robustness I also report results using a) all segments

that report in more than 30% of study period days and b) only segments that report during

100% of study period days.

The 79 segments I use in my preferred specification are plotted in Figure 3.1 and sum-

marized in Table 3.1. The mean segment length is 0.72 miles, with minimum and maximum

lengths of 0.06 and 3.8 miles, respectively. As shown in Figure 1, my sample covers a range

86



of road types. The smallest roads in my sample are two-lane roads, the largest are 7-lane

roads, and the median segment is a 5-lane road. I observe 966,301 15-minute speed reports

during my study period. On average, a segment sees 4.77 devices move from origin to desti-

nation during each 15 minute period, meaning that my data summarize roughly 4.6 million

segment traverses. The average travel speed is 2.99 minutes per mile, which corresponds to

20.06 miles per hour. This figure is consistent with periods of significant congestion.

My variable of interest is minutes per mile, which has two advantages over miles per

hour. First, a change of one mile per hour does not represent a constant damage over the

domain of this variable: In terms of time lost, changing from 5 to 4 miles per hour is roughly

20 times as costly as changing from 20 to 19 miles per hour. Second, multiplying outcomes

in minutes per mile by estimates of the value of time is a straightforward way to arrive at

cost calcuations from changes in traffic delays.

While novel and granular, the Bluetooth data bring challenges for estimation. First, in

the raw data available on the Austin Open Data Portal, 61 of the 79 segments used in my

analysis show the segment length changing over the course of the study period. While most

of these adjustments are minor, and personal correspondence with Austin Transportation

Department employees suggests that these adjustments likely reflect updated length mea-

surements and not relocation of Bluetooth sensors, I nonetheless investigate the possibility

that these segment length changes constitute a threat to identification in Appendix C.5. I

use the updated length measurements for all speed calculations in all time periods. A second

challenge is the possibility of Bluetooth sensors measuring the movement of pedestrians. If

filtering does not eliminate all measurement error originating from Bluetooth devices used

by Austinites walking or biking, and the use of these modes of transit is correlated with

the period where Uber and Lyft exited Austin, the empirical strategies I describe below will

arrive at biased estimates. I further investigate this in Section 3.5.4.

I compile several other datasets to augment my analysis. To control for weather-related

shocks, I use precipitation and temperature data accessed through the National Oceano-

graphic and Atmospheric Administration’s National Centers for Environmental Information.

To isolate a period of time where the impact of other TNCs is minimal, I use RideAustin’s

trip-level data. These data range from June 2nd, 2016 to April 13th, 2017, and are publicly

available online (RideAustin, 2017). Lastly, I use two datasets to arrive at setting-specific

value of time estimates. The first is the National Household Travel Survey (NHTS), which

contains information on income and commuting habits. The second is a toll price and travel

time dataset from the MoPac variable price freeway in Austin. These data were provided

courtesy of the Central Texas Regional Mobility Authority and are further detailed in Ap-

pendix C.1.
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3.5. Empirical Strategy

3.5.1. Timeframe

I use Bluetooth traffic data from 2015 and 2016 to study the relationship between TNCs

and congestion. I truncate this window to isolate periods where the variation in traffic

speeds can be credibly attributed to the failure of Proposition 1. As described in Section

3.3, a number of TNCs entered the market following the exit of Uber and Lyft. Estimations

using the entire yearlong suspension period as a comparison would therefore underestimate

any changes relative to a TNC-free counterfactual. Informed by the universe of trips from

RideAustin—the TNC with the largest market share during Uber and Lyft’s absence—I

truncate my estimation period on August 1st, 2016. Similarly, Austin hosts the South by

Southwest Music Festival (SXSW) each March. I restrict my analysis to exclude the 2015

and 2016 festivals. This leaves me with data from March 20th to August 1st for both 2015 and

2016. The 2016 study period is plotted with TNC data in Figure 3.2. Note that although the

Austin Bluetooth data extend through 2019, significant portions of the spring are missing

data from years 2017, 2018, and 2019, including Uber and Lyft’s re-entry in May of 2017.

While this rules out difference in differences specifications using later years, I am able to use

data from different parts of 2017-2019 to perform placebo regression discontinuity estimates

(see Appendix C.4).

3.5.2. Difference in Differences

To study the effect of the exit of Uber and Lyft on travel times, I compare traffic speeds

pre and post May 9th in 2016 (where Uber and Lyft exited) to 2015 (where both companies

operated year-round). To capture heterogeneity in the congestion impacts across time of

day, I perform this comparison within each hour of day, h (or equivalently, interacting each

right-hand side term below with an hour of day dummy):

si,y,t = α + βhδyηt + γ1δy + γ2ηt + γ3δyθi · t+ γ4θi + ΓXy,t + ϵi,y,t (3.1)

Where si,y,t is the speed (in minutes per mile) measured over segment i on day t of year y.

δy is a dummy that equals one for the year 2016, and ηt is a dummy that equals one for

days (in any year) after May 9th. θi is a set of dummies for each road segment, and t is

the signed number of days between a given date and May 9th of that year. Xt is a vector

of controls that includes day of week fixed effects, holiday fixed effects, 10 10-degree daily

temperature bins, and 10 daily precipitation level bins. The interacton betwen δyηt is the

treatment indicator, as it takes a value of 1 for observations after May 9th, 2016, and zero

otherwise. δyθi · t are segment-year specific linear time trends.
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The identifying assumption in the estimation of βh—the effect of Uber and Lyft operation

on travel speeds during a given hour of day h—is that conditional on seasonality and weather,

the difference in travel speeds between 2016 and 2015 at hour h does not change after May

9th for reasons other than the operation of Uber and Lyft.

I calculate hour-specific congestion impacts with the goal of producing more accurate

cost estimates. As I show in Appendix C.1, variable-toll data suggest that the value of travel

time in Austin varies significantly from hour to hour. Similarly, the number of vehicles on

the road peaks during rush hours. Together, this information suggests that the same change

in traffic speeds could produce different aggregate congestion costs at different times of day.

By matching hour-specific estimates of the impact of TNCs to hour-specific vehicle miles

traveled (VMT) and hour-specific estimates of the value of travel time, my cost calculations

account for temporal heterogeneity that pooled estimates may not reflect. To determine

whether the convolution between hourly congestion impacts and hourly VOT is a first-order

consideration, I also estimate a model pooling across hours of day. This estimator is Equation

3.1, but run without interacting hour of day fixed effects with the right hand side variables.

The rationale for this regression is to simulate what estimation and inference might look like

using temporally aggregated data.

To investigate spatial heterogeneity, I estimate a model pooling over hours of day and

allowing an idosyncratic treatment effect for each road segment. This model is equivalent

to Equation 3.1, but interacts the set of segment dummies with the treatment indicator,

δyηt. β is now a 1x79 vector of segment-specific treatment effect estimates. Note that in this

pooled Equation hour of day fixed effects are included in Xy,t.

si,y,t = α + βδyηtθi + γ1δy + γ2ηt + γ3δyθi · t+ γ4θi + ΓXy,t + ϵi,y,t (3.2)

3.5.3. Regression Discontinuity

Lastly, I estimate a regression discontinuity model, again estimating hour-specific treatment

effects (βh) by interacting each term in the regression Equation with a set of hour of day

fixed effects.

si,t = α + βhηt + γ1θi + γ2θi · t+ γ2θi · t2 + γ4θi + ΓXt + ϵi,t (3.3)

The identifying assumption for βh is that conditional on weather, potential outcomes (traffic

speeds) in hour of day h are continuous about May 9th, 2016. While the identifying assump-

tion for the RD is arguably weaker than that of the difference in differences estimator, the

RD will produce estimates of the short-term response to the exit of Uber and Lyft. As such,

I rely on the difference in difference estimator to produce my preferred annual congestion
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cost figures.

3.5.4. Threats to Identification

Threat 1: Contemporaneous Shocks. The identifying assumptions in both the RD and

DID estimates rely on the absence of year*post-specific shocks to Austin area travel speeds.

The end of the University of Texas, Austin (UT) school year, for example, presents a potential

threat to identification if university-related traffic activity differed substantially between 2015

and 2016. In Appendix C.4, I use placebo exit dates to determine whether or not shocks

that create regression discontinuity estimates on the order of my reported coefficients are

empirically common. Figure C.2 displays coefficient estimates using the actual exit date in

relation to the distribution of coefficients from 134 regression discontinuities using placebo

exit dates, 13 of which were chosen to line up with the beginning/end of a UT semester. 5

of the 134 placebo coefficients (4%) are more negative than the estimates using the actual

TNC exit date, zero of which correspond to the start/end of a UT semester. This placebo

test therefore suggests that shocks that produce RD estimates on the order of my estimates

are empirically uncommon, and that my results are not likely a result of changing traffic

patterns related to activity at UT.

Threat 2: Other Modes of Transportation. If the exit of Uber and Lyft led Austinites

to substitute toward walking or biking and these trips were not dropped as outliers during

data processing, β will not be identified. In other words, for other modes of transportation

to bias my estimates, traffic speed must be mismeasured, and that mismeasurement must

be correlated with the treatment.

Data on mode shares and mode speeds suggest that this type of bias cannot alone account

for my results. Hampshire et al. (2017) suggest 1.8% of TNC users switched to bikes following

Uber’s exit. If TNCs made up 10% of Austin trips, and bikes constituted 1.53% (United

States Census Bureau, 2015), this mode shifting represents an 11.8% increase in total bike trip

volume. The average car in my sample took 2.99 minutes to traverse a mile—3.01 minutes

per mile fewer than the 6 minutes per mile (10 mph) assumed by Google biking directions.

These figures imply that for changes in bike shares to alone account for a change of 0.1

minutes per mile (roughly the average treatment effect across daytime hours), bikes would

need to constitute roughly 28% of observed Bluetooth samples after dropping extreme travel

time outliers. This figure is inconsistent with the travel speeds implied by the movement of

Bluetooth devices, which greatly exceed 10 miles per hour on average.

Nonetheless, I draw on a second traffic speed dataset to empirically examine this concern.

In addtion to Bluetooth sensors, the city of Austin also maintains pneumatic sensors that take
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periodic measurements of traffic speeds. While these measurements are not frequent enough

to act as a replacement dependent variable, they do allow me to study the relationship

between Bluetooth speed measurements and true traffic speeds by matching segments to

pneumatic sensors.

While we should not expect pneumatic sensors to match segment speeds exactly (seg-

ments often include intersections), if there is significant switching to non-vehicular modes of

transport that biases the Bluetooth speed measurements, this would be reflected in a change

in the relationship between the two measurements. For example, say we have a segment-

sensor pair, and prior to May 9th, 2016, when the pneumatic sensor reports a speed of 25

mph, the Bluetooth segment on average reports a speed of 20 mph. If there is bias from

mode-switching, we would expect this relationship to change in the post period. Now, when

the pneumatic sensor again registers 25 mph, the incresed number of non-filtered pedestrian

datapoints biases the segment measurement downward, to, say, 18 mph.

To operationalize this anecdote, I match segments to pneumatic sensors, and run a re-

gression of segment speeds on sensor speeds, allowing for a differential slope term interacted

with a post May 9th 2016 dummy. If I find a statistically (and economically) significant

difference in slopes, I treat this as evidence of mode choice related bias. This exercise is

detailed in Appendix C.2. I match 39 Bluetooth segments to pneumatic road sensors. In a

simple regression with month of year and road segment fixed effects, I find little evidence to

support pedestrian-induced bias in my estimates. As shown in Table C.1, the coefficient on

the interaction between the post dummy and the pneumatic segment speed is not statisti-

cally different from zero, nor is it of meaningful magnitude.

Threat 3: TNC Driving Speeds. If TNC vehicles drive significantly slower or faster

than the average non-TNC vehicle in a way that remains after filtering, the above estimates

of βh will be biased. During congested conditions it is unlikely that this should occur:

if congestion slows all drivers, then travel time measurements from any subset of vehicles

should be representative of average speeds. At free-flow traffic speeds, however, it is possible

that TNCs drive faster (due to profit motive) or slower (idling to find riders) than non-TNC

vehicles.

To test these concerns, I use public trip-level data from the startup RideAustin, which

entered the market following the departure of Uber and Lyft. Following Mangrum and

Molnar (2018), who construct “taxi races” to test whether different types of taxi travel at

different speeds, I match RideAustin trips to Bluetooth segments, allowing me to test the

null hypothesis that TNC vehicles drive at the same speeds as the average mix of vehicles.

This exercise is detailed in Appendix C.3. Over 221 trip-segment matches, I find that on

average RideAustin vehicles traveled 0.03 minutes per mile slower while traversing a given
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segment than did the average device during the same time period. This difference is not

statistically significant, nor should it meaningfully bias my results. Assuming TNCs account

for 10% of vehicle trips, for example, this difference in speeds implies a bias on the order of

0.003 minutes per mile—one to two orders of magnitude smaller than my estimates of the

impact of TNCs on traffic speeds. To the extent that speed differences do generate bias,

they will lead me to overstate improvements in traffic speeds resulting from a TNC ban.

3.6. Results and Discussion

3.6.1. Traffic Speeds

Across multiple specifications, I find evidence of modest increases in traffic speeds follow-

ing the exit of Uber and Lyft. Results from my preferred specification (Equation 3.1) are

displayed in Table 3.2 and Figure 3.3. Point estimates of changes in minutes per mile are

largely negative, suggesting reduced congestion after the exit of Uber and Lyft. While the

95% confidence intervals for hour-specific estimates of changes in travel times generally in-

clude zero, an F-test rejects the null hypothesis of βh = 0 ∀h (p < 0.0001). Although

TNCs appear to negatively impact morning rush hour conditions, I estimate little change

in evening rush hour speeds. The largest improvements in travel times following TNC exit

come, surprisingly, between 11 a.m. and 2 p.m. Point estimates for off-peak hours (8 p.m.

to 6 a.m.) are small and straddle zero. This pattern could be a result of TNCs comprising a

higher share of vehicles during the middle of the day than during peak hours. Additionally,

evening rush hour effects could be muted if TNC users are more likely to share cars during

the evening than they are during the morning and early afternoon.

Figure 3.6 and Table 3.3 display results from Equation 3.3, a regression discontinuity

by hour of day. These figures are qualitatively similar to, but larger in magnitude than

the difference in differences results, suggesting that the short-term impacts of TNC exit

may be more pronounced than the medium-term impacts. Figure 3.7 plots residuals from

a pooled regression discontinuity performed on daytime traffic speeds in 2016 (when Uber

and Lyft exited) and 2015 (where both companies operated year-round). The 2015 regresion

discontinuity estimates a null effect, offering evidence that the 2016 regression discontinuity

results are not driven by seasonal changes in traffic patterns.

Table 3.4 shows the results from running versions of Equations 3.1 and 3.3, pooling across

hours. The pooled difference in differences results suggest that on average, speeds increase

by 0.026 minutes per mile (p = 0.15), or roughly 0.9% following TNC exit. Consistent with

the hour-specific estimates, restricting the pooled DID analysis to daytime hours (7 a.m.

to 7 p.m.) generates larger estimates of speed increases following TNC exit (β = −0.068,
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p = 0.2). This coefficient translates to a 2.3% increase in daytime traffic speeds. Figure 3.4

displays the raw speed data for daytime traffic by week of year for my study window, and

provides evidence of the absence of pre-trends. Figure 3.5 plots an event study version of

Equation 3.1, where separate treatment effects are estimated for each week. Consistent with

the growth of RideAustin and other Austin-area TNC alternatives through the second half

of 2016, the event study shows the treatment effect decaying over time: 2016 traffic speeds

are significantly lower than those in 2015 for 10 weeks following the exit of Uber and Lyft,

but by week 17, point estimates suggest that traffic speeds had returned to the baseline

2015-2016 difference.

As in the hour-specific estimates, the pooled RD estimates are larger in magnitude than

are the DID results: Travel times decreased by 0.102 minutes per mile (p = 0.01) across

all hours and by 0.134 (p = 0.003) minutes per mile for daytime hours. These coefficients

correspond to travel time reductions of 3.4% and 4.5%, respectively.

As noted in Section 3.3, a number of ridesharing firms entered the market after the exit

of Uber and Lyft. If alternative TNC activity was substantial during the study period, my

results will be attenuated relative to the counterfactual of a TNC-free Austin. Although

RideAustin’s data provide some insight into the level of alternative TNC activity in Austin,

it is unclear whether the growth of RideAustin in 2016 is representative of the growth of

all alternative TNCs, or whether RideAustin grew by cutting into the market share of firms

like Fasten and Fare, which arrived earlier. In Table 3.5, I report estimates of the impact

of TNCs on traffic speeds in Austin under each of these two possible trajectories of TNC

activity in 2016: In rows 1 and 3 (RideAustin Data), I assume 10,200 TNC trips per day

during the pre-period (see Uber (2015)), and use RideAustin’s time-series data—inflated

by the reciprocal of its market share—to produce a time-varying measure of TNC activity

following the failure of Proposition 1. This time series is plotted in red in Figure 3.2. Under

this assumption, neither the fuzzy DID nor the fuzzy RD specification differs significantly

from the results in Table 3.4. In rows 2 and 4 (Hampshire Data), I again use 10,200 TNC trips

per day for the pre-exit figure, but then assume that a constant 4,180 (41% of 10,200) TNC

trips per day during are completed during the treatment period. This figure reflects results

from a November 2016 survey conducted by Hampshire et al. (2017), where 41% of survey

respondents reported that they completed an Uber or Lyft reference trip using another TNC

following the failure of Proposition 1. This trajectory assumes that RideAsutin’s growth is

not representative of the alternative TNC market, and instead entirely reflects RideAustin

winning over customers from other already-established Uber and Lyft alternatives.

Intuitively, the results using the Hampshire Data assumption are roughly 1.7 times larger

than the estimates from Table 3.4. This offers a useful bound for this exercise investigating

attenuation. If the RideAustin data is even partially representative of the growth of alterna-
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tive ridesharing companies in Austin, then TNC activity in May-August of 2016 was lower

than the 41% replacement reported by Hampshire et al. (2018) in November. I therefore

view row 4—which implies a 7.6% reduction in travel speeds when moving from zero TNC

activity to full TNC activity—as an upper bound for the congestion impacts of TNCs in

Austin.

My estimates of changes in traffic speeds together with data on the number of total TNC

and non-TNC vehicle trips in Austin allow me to estimate the implied elasticity of congestion

with respect to TNC volumes. According to the 2017 NHTS, Austin-area households take

an average of 3.6 vehicle trips a day. Austin’s 370,00 households, then, generate roughly

1.35 million vehicle trips per day. The available data on Uber and Lyft suggest that the two

services together completed roughly 10,200 trips per day prior to their 2016 exit from Austin

(see Figure 3.2). Multiplying this figure by a factor of two to reflect the capacity factor

estimated by Cramer and Krueger (2016) suggests that Uber and Lyft together accounted

for 1.5% of Austin-area vehicle trips prior to the failure of Proposition 1. My pooled estimates

of the impact of TNCs on Austin-area congestion therefore imply congestion elasticities with

respect to TNC volume of between 0.6 and 2.3. My preferred specification, which suggests

a 2.3% increase in daytime traffic speeds following the exit of Uber and Lyft, corresponds to

an elasticity 1.5. These estimates lie on the lower end of the range of congestion elasticities

from existing studies. Anderson et al. (2016), for example, estimate a congestion elasticity

of 2.7 in Beijing; findings from Leape (2006) imply an elasticity of 2.5 in London, and results

from Eliasson (2009) imply an elasticity of 1.5 in Stockholm. The relatively small congestion

elasticity implied by my estimates may reflect the lower levels of congestion in Austin relative

to cities like London and Beijing, or the offsetting effect of trips saved by the ‘ridesharing

effect’ of TNCs.

In Appendix C.4, I investigate the robustness of the results presented in this section.

Figure C.1 plots both the difference in differences and regression discontinuity results for

bandwidths ranging from 20 to 70 days around May 9th. The conclusion that daytime traffic

speeds increase following the exit of Uber and Lyft holds across bandwidth choices. To test

the likelihood that the regression discontinuity estimates presented above are the result of a

contemporaneous shock to Austin-area traffic speeds, I compare my estimates to coefficients

from 134 regression discontinuities using placebo exit dates. The results of this exercise are

shown in Figure C.2. 5 of the 134 placebo coefficients (4%) fall below the estimate using the

true exit date, suggesting that it is empirically unlikely that my RD estimates are the result

of an unobserved Austin-area transit shock.
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3.6.2. Heterogeneity and External Validity

Results from Equation 3.2, which allows for segment-specific congestion responses, are plot-

ted in Figures 3.9 and 3.10. Two themes emerge. First, there is no clear spatial pattern in

congestion impacts: I estimate negative and positive travel time impacts both for segments

in the city center and for outlying roads. Second, Figure 3.9 shows that segments that ex-

perienced exceptionally large changes in traffic speed were characterized by exceptionally

high levels of pre-period traffic congestion, suggesting construction or other segment-specific

shocks may explain these estimates. Absent these outliers, the segment-specific effects ex-

hibit relatively low variance. An important avenue for future work would be to investigate

whether these outliers indeed represent extreme congestion reductions from TNC operation

in select locations, or whether they can be explained by data absent from this setting.

The external validity of the results presented in this paper hinges on whether Austin is

representative of other metropolitan areas in terms of commuter preferences and the substi-

tutability of transit options. To determine which cities have transit systems that resemble

Austin’s, Figure 3.11 depicts how public transit use and personal vehicle travel vary across

the 20 largest metro areas in the US. Commuters in the majority of large American cities

(especially those located in the “Sun Belt”) exhibit mode choices similar to those in Austin,

where commuters heavily favor solo commutes in personal vehicles. In cities with extensive

public transit systems (e.g. New York, Washington, San Francisco), however, commuter

choices are quite different than they are in Austin. This suggests caution when applying the

results described in this paper to address policy questions in these metro areas.

3.6.3. Equilibrium response

It is worth discussing the extent to which the brief disruption of TNC activity in Austin

provides insights into the equilibrium differences in congestion levels between a city with

and a city without TNCs. In addition to the first-order changes in traffic flow caused by

the absence of TNCs, the full equilibrium response to the exit of TNCs would reflect a

combination of short and long-run adjustments made by road users. More specifically, road

users will spatially re-optimize in response to differential speed changes, and city residents

may change long run by vehicle purchase or sorting decisions.

Because spatial re-optimization over route choices likely occurs in the short-run, and I use

a large sample of segments covering different types of roadways, my estimates likely reflect

this spatial substitution. My results do not, however, reflect long-term adjustments: The

above analysis compares traffic speeds in Austin with and without TNCs, holding fixed deci-

sions on car purchasing behavior and locational sorting. Some of the reduction in congestion

that I measure likely comes from individuals who, prior to 2016, chose not to purchase a
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vehicle because they had access to ridesharing. In the long run, the actions of these marginal

car owners would erode the traffic improvements that resulted from the exit of Uber and

Lyft.

3.6.4. Congestion Costs

Armed with estimates of hour-specific changes in travel times, I calculate the external con-

gestion cost associated with TNC operation as follows:

∆congestion cost =
∑
h

∆ minutes per mileh ∗miles drivenh ∗ value of timeh (3.4)

∆minutes per mile are the coefficients, by hour of day, h, estimated above. To estimate miles

drivenh, I use periodic traffic counts to estimate the share of VMT by hour of day in Austin,

and multiply these shares by estimates of daily VMT provided by the Texas Department of

Transportation. Note that this operation assumes that my estimates represent an average

effect for all VMT within Austin City limits. Table 3.6 provides evidence in support of this

assumption: According to data maintaned by the Texas Department of Transportation, roads

included in my preferred specification resemble those not included in terms of congestion,

VMT, and speed. Finally, I calculate Austin-specific hourly value of travel time (VOT)

estimates (value of timeh, above) using data from Austin’s MoPac freeway (see Appendix

C.1). I also present results using a VOT heuristic from Small and Verhoef (2007): 50% of

the wage rate. I estimate the wages of Austin-area drivers by calculating the per-worker

income for car-commuting Austin households in the 2017 National Household Travel Survey

(NHTS). Standard errors for all congestion cost estimates follow formulas developed by

Goodman (1960).

I report the results of this exercise in Table 3.7. Both rows reflect changes in travel

times estimated in my preferred specification (Equation 3.1), a DID across years. Using

time-varying (MoPac) and uniform (NHTS) VOT estimates, I calculate the daily congestion

costs associated with Uber and Lyft activity at $92,071 and $127,983, respectively. These

estimates correspond to annual costs of $33 million (p=0.181) and $46 million (p=0.049).

Disaggregating this sum by weekend and weekday effects produces slightly larger figures

annual cost figures: $39 million (p=0.041) and $52 million (p=0.003). In Appendix C.4, I

report results from this exercise using a regression where observations are weighted by the

number of Bluetooth devices recorded in each 15-minute window. The rationale for this spec-

ification is to investigate whether the above results are biased when segments with differing

traffic flows are implicitly given the same weight in determining regression coefficients. The

cost estimates from this weighted regression are similar to the non-weighted results and im-

ply an annual congestion cost associated with Austin-area TNC activity of $54 million. Note
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that each of these aggregate cost measures relies on the assumption that VOT is uniform

across the city. While misattributing VOT estimates by location may bias these estimates,

there are two reasons why this bias is likely small: First, in a recent investigation of the

heterogeneity of urban VOT, Buchholz, Doval, Kastl, Matějka, and Salz (2020) find that the

majority of the variation in VOT is across individuals rather than across locations within

a city. Second, the lack of a spatial gradient in the segment-level congestion estimates (see

Figure 3.10) means that a cost calculation using a modest VOT gradient between the city

and the suburbs (as in Figure 8 of Buchholz et al. (2020)) would produce similar aggregate

welfare measures as those reported above in Tables 3.4 and 3.7, so long as the VOT estimates

I use reflect the rough spatial average of the Austin metro area.

Several outside studies provide valuable context when interpreting these congestion cost

estimates. First, according to the Inrix Global Scorecard, the aggregate 2017 travel time cost

in Austin was $2.8 billion, $810 million of which was attributed to traffic slowdowns (Inrix,

2017). Back of the envelope calculations using my estimates therefore suggest that Uber and

Lyft together accounted for 1-2% of all travel time costs in Austin, and 4-6% of congestion

costs. Second, estimates of consumer surplus associated with TNCs offer a useful benchmark

for policymakers weighing the benefits of TNC operation against the costs. The results from

Cohen et al. (2016) allow me to produce two back of the envelope estimates of consumer

surplus in Austin. First, Cohen et al. (2016) conclude that in the four cities they examine,

$1.57 of consumer surplus are generated for every dollar spent on TNCs. Uber reported that

in 2015, its drivers grossed $27 million in the Austin area (Uber, 2015). According to Uber’s

S1 filing, 83% of the payments to the Uber app went to drivers in 2016, suggesting that

Austin consumers pay roughly $32.5 million to Uber annually. Inflating this figure by the

multiplier from Cohen et al. (2016), and assuming an equal expenditure-consumer surplus

ratio between Lyft and Uber implies a total TNC-related consumer surplus for the city of

Austin of $72.9 million annually. As a second way of estimating consumer surplus in Austin,

I rescale the Cohen et al. (2016) estimate of national consumer surplus from Uber ($6.8
billion). Multiplying this figure by Austin’s share of the US urban population (0.49%) yields

an estimate of the 2015 Austin-area consumer surplus of $33 million annually. Again inflating

this figure to account for Lyft’s market share suggests a TNC-related consumer surplus for

the city of Austin of $47 million. These exercises therefore suggest that the congestion costs

resulting from Uber and Lyft activity in Austin are similar in magnitude to the consumer

surplus benefits provided by these companies.
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3.7. Conclusion

Using a natural experiment in Austin, TX, I study whether transportation network com-

panies impact traffic speeds. I estimate that TNCs are responsible for a 2.3% increase in

Austin-area travel times between 7 a.m. and 7 p.m. This figure masks important hetero-

geneity, with the largest TNC-related slowdowns occurring between 11 a.m. and 2 p.m. By

matching setting-specific changes in traffic speeds to hour-specific estimates of the value of

travel time, I find that Austinites would be willing to pay $33 to $52 million annually to avoid

the slowdowns induced by TNC activity. Back of the envelope calculations using estimates

of TNC consumer surplus from Cohen et al. (2016) suggest that the cost of TNC-related

congestion in Austin is similar in magnitude to the consumer surplus generated by these

companies.

These results have important implications for urban transportation policy. While a com-

prehensive congestion tax is the most efficient response to congestion externalities, charging

all road users the social marginal cost of their actions is both technologically and politically

challenging (King, Manville, and Shoup, 2007). Given these difficulties, a natural question

is whether policies that target a related good (TNCs) would improve welfare, and if so, how

such a policy would perform relative to the first-best.

My results suggest that quantity restrictions—like those imposed by New York in 2016—

are unlikely to produce substantial welfare benefits, as the congestion benefits from restrict-

ing TNC activity are roughly offset by lost consumer surplus. Estimates of the congestion

costs associated with TNC activity also speak to the efficacy of TNC taxation as a means

of addressing traffic externalities. Models of imperfect Pigouvian taxation show that the

welfare gains of a second-best tax relative to a first-best tax are a function of how well sec-

ond best taxes target heterogeneous externalities, as well as the correlation between demand

elasticities and idiosyncratic externalities (Knittel and Sandler (2018) and Diamond (1973)).

Taxing ridesharing, then, will perform well as a second-best congestion pricing scheme if a)

ridesharing activity is well-correlated with congestion, and b) if demand for ridesharing is

elastic relative to the demand for other congesting trips. The results from this natural exper-

iment suggest that TNC activity is not highly correlated with urban congestion externalities:

back of the envelope calculations suggest TNCs are responsible for a small fraction of the

congestion costs in Austin, and TNC-related externalities often occur at times where the

value of travel time is relatively low. Taken together with results from Cohen et al. (2016),

who characterize TNC trips as inelastic, uniform TNC taxation is unlikely to produce wel-

fare gains that approach those realized under a first-best congestion price. For policymakers

politically constrained to target congestion taxes at TNCs, the significant temporal and

spatial variation in congestion impacts estimated in this paper suggests that there may be
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substantial improvements in policy efficiency from including spatial and temporal variation

in pricing. TNC congestion fees levied in New York and San Francisco, for example, may be

made more efficient by adding variation to the tax rate by time of day or origin/destination

zone.

These results also pose several questions that may inform future research. First, identify-

ing the drivers of the spatial and temporal heterogeneity in the congestion impacts of TNCs

would be useful to city policymakers attempting to better target TNC-based congestion

policies. Second, replicating this type of analysis in other settings with similar identifica-

tion opportunities would provide a valuable test of external validity, especially in cities with

markedly different commuting and public transit landscapes. Finally, the fact that speeds

slow in response to TNC activity suggests TNCs add vehicles to the road. In other words,

my results suggest that the ride-induction effect dominates the ride-sharing effect. This

conclusion will be important to test in other cities, as the impact of TNCs on VMT is an

important uncertainty in the prediction of transportation sector emissions.
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3.8. Figures

Figure 3.1—Bluetooth Segment Locations in Austin, TX

Figure 3.1: Notes: Nodes represent terminal Bluetooth sensor locations for each of the 79 segments used in

my analysis. Note that some sensors act as both origin and destination readers for different segments. Paths

represent Google Maps recommended driving directions between endpoints of a given segment, colored by

Open Street Map road type. Motorways are major divided highways, primary roads are large multi-lane

roads that may or may not be divided. Secondary roads are typically two- to four-lane surface streets. The

black line is the Austin city limit.
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Figure 3.2—Variation in TNC Activity

Figure 3.2: Notes: This figure displays the variation in ridesharing activity I use to identify the impact

of TNCs on congestion. From left to right, the vertical lines represent the start of the 2016 difference in

differences period (March 20th), the failure of Proposition 1 (May 9th), and the end of the 2016 difference in

difference period (August 1st). The grey dotted line is the average number of Uber trips per week (as per an

Uber Report on 2014-2015 operations). The red dotted line represents an estimate of total Uber and Lyft

pre-exit activity, assuming a 30% Lyft market share. Note that because both Uber and Lyft entered Austin

in 2014, the actual number of Uber trips in early May 2015 was likely much larger than 70,000 per week.

The grey dots plot weekly RideAustin activity for the first 9 months of the company’s operation. The red

dots inflate the RideAustin data by the reciprocal of its November 2016 market share (47%) to provide an

estimate for the total level of post Proposition 1 alternative TNC activity.
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Figure 3.3—Difference in Differences Results

Figure 3.3: Notes: Results from Equation 3.1, a difference in differences comparing pre vs. post May 9th

traffic speeds in 2015 (where both Uber and Lyft operated in Austin) to pre vs. post May 9th traffic speeds

in 2016 (where both TNCs exited Austin). Points represent the estimated effect of TNC departure on traffic

speeds (in minutes per mile) by hour of day. Controls include day of week, holiday, and segment fixed effects,

segment-specific linear trends in days since May 9th, and flexible controls for temperature and precipitation.

Bars reflect 95% confidence intervals from two-way standard errors clustered by segment-week. Traffic speed

data were accessed through the City of Austin’s Open Data Portal.
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Figure 3.4—Parallel Trends

Figure 3.4: Notes: This figure shows raw average speed (minutes per mile) between 7 a.m. and 7 p.m. over

79 road segments in Austin, TX, plotted by week of year for 2015 and 2016. Data were accessed through

the City of Austin’s Open Data Portal. The dotted line represents the week of May 9th, where Uber and

Lyft ceased operation in Austin in 2016. Note that week zero is partially treated, as May 9th, 2016 was a

Monday.
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Figure 3.5—Event Study

Figure 3.5: Notes: This figure plots results from a difference in differences regression with separate coeffi-

cients for 17 pre and 20 post-exit weeks. Points represent the estimated difference between 2015 and 2016

traffic speeds (in minutes per mile) relative to the difference in the week leading up to May 9th. Controls

include day of week, holiday, SXSW, and segment fixed effects, as well as flexible controls for temperature

and precipitation. Bars reflect 95% confidence intervals from standard errors clustered by segment.
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Figure 3.6—Regression Discontinuity Results

Figure 3.6: Notes: Results from Equation 3.3, a regression discontinuity performed on traffic speeds across

79 road segments in Austin, TX. The bandwidth is March 20th - August 1st of 2016, which (asymmetrically)

spans the May 9th departure of Uber and Lyft. Points represent the estimated effect of TNC exit on traffic

speeds by hour of day. A negative point indicates an estimated increase in traffic speed. Controls include

day of week, holiday, and segment fixed effects, segment-specific second degree polynomials in days since

May 9th, and flexible controls for temperature and precipitation. Bars reflect 95% confidence intervals from

two-way standard errors clustered by segment-week. Traffic speed data were accessed through the City of

Austin’s Open Data Portal.
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Figure 3.7—Regression Discontinuity Residual Plots

Figure 3.7: Notes: This figure plots the daily mean residuals from a pooled version of Equation 3.3, omitting

the δyηt (year*post) indicator. The dependent variable is minutes per mile, measured over 79 road segments

in Austin, TX. The bandwidth is March 20th - August 1st of 2016 (or 2015), which (asymmetrically) spans

the May 9th departure of Uber and Lyft. Controls include hour of day, day of week, holiday, and segment

fixed effects, segment-specific second degree polynomials in days since May 9th, and flexible controls for

precipitation and temperature. The dotted line represents a second degree polynomial in days since May

9th; the shaded region is the 95% confidence interval. Traffic speed data were accessed through the City of

Austin’s Open Data Portal.
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Figure 3.8—Weekday vs. Weekend Effects

Weekdays

Weekends

Figure 3.8: Notes: This figure plots difference in differences estimates (Equation 3.1) of the impact of

Uber and Lyft’s exit on travel speeds separately for weekdays and weekends. Points represent the estimated

effect of TNC departure on traffic speeds (in minutes per mile) by hour of day. Controls include day of

week, holiday, and segment fixed effects, segment-specific linear trends in days since May 9th, and flexible

controls for temperature and precipitation. Bars reflect 95% confidence intervals from two-way standard

errors clustered by segment-week. Traffic speed data were accessed through the City of Austin’s Open Data

Portal.
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Figure 3.9—Distribution of Segment-Specific Responses

Figure 3.9: Notes: Results from Equation 3.2, a difference in differences comparing pre vs. post May 9th

traffic speeds in 2015 (where both Uber and Lyft operated in Austin) to pre vs. post May 9th traffic speeds

in 2016 (where both Uber and Lyft exited Austin), allowing for segment-specific congestion responses. Bars

represent the number of segments with idiosyncratic changes in traffic speeds falling withing a given bin.

Cells are colored by the pre May 9th 2016 congestion level, as measured by the ratio of average speed to the

95th percentile of speed. Traffic speed data were accessed through the City of Austin’s Open Data Portal.
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Figure 3.10—Segment-Specific Responses

Figure 3.10: Notes: Results from Equation 3.2, a difference in differences comparing pre vs. post May 9th

traffic speeds in 2015 (where both Uber and Lyft operated in Austin) to pre vs. post May 9th traffic speeds

in 2016 (where both Uber and Lyft exited Austin), allowing for segment-specific congestion responses. Paths

represent Google Maps recommended driving directions between endpoints of a given segment, colored by

the sign and magnitude of the estimated segment-specific change in traffic speed. The black line is the Austin

city limit. Traffic speed data were accessed through the City of Austin’s OpenData Portal.
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Figure 3.11—External Validity

Figure 3.11: Notes: This figure depicts vehicle and public transit use across the 20 largest US cities for

the year 2017. Data for both subfigures come from the U.S. Census Bureau’s 2017 American Community

Survey. Similarities in commuting behavior between Austin and other “Sun Belt” cities suggests that the

findings in this paper may be most applicable to this group of metros.
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3.9. Tables

Table 3.1—Road Segment Summary Statistics

mean sd min max

Average Speed (mph) 24.74 9.61 2.17 95.04

Minutes Per Mile 2.99 1.79 0.63 27.69

Segment Length 0.72 0.57 0.06 3.80

Number samples 4.77 3.77 1.00 45.00

Number of Lanes 4.70 0.91 2.00 7.00

Table 3.1: Summary statistics for traffic data along 79 road segments in Austin, TX. Speed data reflect the

average travel time for Bluetooth devices that move from origin sensor to destination sensor during a given

15-minute interval. As described in Section 3.4, data are also filtered for outliers. Traffic speed data were

accessed through the City of Austin’s OpenData Portal.
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Table 3.2—Difference in Differences Results

Hour of Day βh se p

0 -0.0606 0.0515 0.2588

1 -0.0525 0.0358 0.1640

2 -0.0505 0.0278 0.0908

3 -0.0121 0.0649 0.8547

4 0.0911 0.1006 0.3805

5 -0.0293 0.0920 0.7547

6 -0.0568 0.0996 0.5778

7 -0.1446 0.1169 0.2365

8 -0.0583 0.1331 0.6680

9 -0.0188 0.0954 0.8469

10 0.0318 0.0581 0.5921

11 -0.1418 0.0664 0.0508

12 -0.1730 0.0812 0.0512

13 -0.1555 0.0927 0.1157

14 -0.0176 0.0469 0.7125

15 -0.0238 0.0453 0.6083

16 0.0657 0.0683 0.3524

17 0.0016 0.0591 0.9790

18 0.0500 0.0862 0.5715

19 -0.0300 0.0638 0.6451

20 0.0004 0.1036 0.9966

21 0.0817 0.0703 0.2646

22 -0.0709 0.0852 0.4191

23 -0.0152 0.0328 0.6497

F-test 0.0000

N 966,301

Table 3.2: Notes: Results from Equation 3.1, a difference in differences comparing pre vs. post May 9th

traffic speeds in 2015 to pre vs. post May 9th traffic speeds in 2016 (where both Uber and Lyft exited

Austin). Controls include segment-specific linear in day trends, a precipitation dummy, day of week fixed

effects, and year and post May 9th dummies. Standard errors are clustered by segment-week. βh represent

the estimated effect of TNC departure on traffic speeds (in minutes per mile) by hour of day. Bold coefficients

are significant at the 10% level. The final row reports the p-value from a joint hypothesis test of βh = 0 ∀h.
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Table 3.3—Regression Discontinuity Results

Hour of Day βh se p

0 -0.0598 0.0297 0.0637

1 -0.0959 0.0343 0.0142

2 -0.0316 0.0251 0.2287

3 0.0202 0.0348 0.5711

4 0.0156 0.0690 0.8245

5 -0.0920 0.0395 0.0352

6 -0.0267 0.0618 0.6727

7 -0.1081 0.1016 0.3050

8 -0.1370 0.1666 0.4248

9 -0.0661 0.0769 0.4047

10 0.0128 0.0566 0.8249

11 -0.1137 0.0462 0.0275

12 -0.2675 0.0744 0.0029

13 -0.2861 0.0878 0.0057

14 -0.0932 0.0404 0.0368

15 -0.0759 0.0398 0.0775

16 -0.0187 0.0449 0.6833

17 -0.0623 0.0561 0.2856

18 -0.0257 0.0715 0.7246

19 -0.0605 0.0539 0.2808

20 -0.0727 0.0565 0.2188

21 -0.1082 0.1144 0.3601

22 -0.1388 0.1126 0.2379

23 -0.0385 0.0544 0.4910

F-test 0.0000

N 501,010

Table 3.3: Notes: Results from Equation 3.3, a regression discontinuity performed on traffic speeds across

79 road segments in Austin, TX. The bandwidth is March 20th - August 1st of 2016, which (asymmetrically)

spans the May 9th departure of Uber and Lyft. Controls include hour of day, day of week, holiday, and

segment fixed effects, segment-specific second degree polynomials in days since May 9th, and flexible con-

trols for temperature and precipitation. Standard errors are clustered by segment-week. βh represent the

estimated effect of TNC departure on traffic speeds (in minutes per mile) by hour of day. Bold coefficients

are significant at the 10% level. The final row reports the p-value from a joint hypothesis test of βh = 0 ∀h.
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Table 3.4—Pooled Estimates

β (∆ minutes/mile) se p Implied annual cost ($)
Difference in Differences (All hours) -0.0261 0.0170 0.1479 -33,096,514

Difference in Differences (7 a.m. - 7 p.m.) -0.0684 0.0529 0.2004 -63,985,000

Regression Discontinuity (All Hours) -0.1015 0.0353 0.0052 -129,010,337

Regression Discontinuity (7 a.m. - 7 p.m.) -0.1335 0.0433 0.0028 -124,930,327

Table 3.4: Notes: The first two rows display results from a variation of Equation 3.1, a difference in differences

specification that estimates the pooled impact of TNC exit on traffic speeds across hours of day. β represent

the estimated effect of TNC departure on traffic speeds, measured in minutes per mile. Controls include

segment-specific linear in day trends, controls for precipitation, day of week fixed effects, hour of day fixed

effects, and year and post-May 9th dummies. Standard errors are clustered by segment-week. Row 1 shows

the results of this regression using speed data on all hours, and column 2 shows results restricted to 7 a.m.

to 7 p.m. The final column displays annual costs implied by multiplying β by annual Ausin-area VMT, and

then by $15.40, which is 50% of the average per-worker wage rate for Austin households, according to the

2017 NHTS. Traffic data were accessed through the City of Austin’s OpenData Portal. Rows 3 and 4 repeat

this exercise for Equation 3.3.
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Table 3.5—Fuzzy RD and Fuzzy DD

β (∆ minutes/mile) se p

Fuzzy DID, RideAustin Data 0.0721 0.0573 0.2084

Fuzzy DID, Hampshire Data 0.0978 0.0237 0.0010

Fuzzy RD, RideAustin Data 0.1324 0.0133 0.0000

Fuzzy RD, Hampshire Data 0.2263 0.0227 0.0000

Table 3.5: Notes: The first two rows display results from a fuzzy difference in differences specification that

estimates the impact of TNC activity on Austin traffic speeds between 7 a.m. and 7 p.m. The regression

coefficient represents the change in travel times (in minutes per mile) resulting from a change from full TNC

operation [1] to no TNC operation [0]. The first row (RideAustin Data) uses RideAustin’s trip-level data

together with estimates of RideAustin’s market share to construct a measure of daily TNC activity. The

second row assumes that the level of TNC activity during the period following the exit of Uber and Lyft

was a constant 41% of pre-exit levels. This assumtion is based on a November 2016 survey conducted by

Hampshire et al. (2018). Rows three and four report results from fuzzy regression discontinuity designs that

estimate the impact of TNC activity on Austin traffic speeds between 7 a.m. and 7 p.m., using the same

TNC activity assumptions.

Table 3.6—Austin Metro Validity

Not Sampled Sampled p

Annual Delay per Mile (person-hours) 118,372.98 101,368.11 0.58

Texas Congestion Index 1.36 1.39 0.61

Peak Period Average Speed 33.22 29.52 0.16

Freeflow Speed 41.20 37.97 0.28

Average Daily VMT 204,488.84 166,805.50 0.46

Peak Period Annual Hours of Delay (person-hours) 377,230.86 241,909.86 0.34

Table 3.6: Notes: This table uses data maintained by the Texas Department of Transportation (TXDoT)

to compare observable characteristics of Austin-area roads that do not appear in my sample (column 1) to

those that do (column 2). Column (3) reports p-value of the corresponding t-test for a difference in means.

The data cover 86 road segments in Austin, 35 of which overlap with the 79 Bluetooth segments used in the

above analysis. Note that roads sections are coded as sampled even if the Bluetooth segment does not cover

the entire corresponding TXDoT road segment.
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Table 3.7—Congestion Cost Estimates

daily cost ($) se p annual cost ($)
Time-varying VOT -92,071 97,547 0.1806 -33,605,827

Uniform $15.40 VOT -127,983 72,156 0.0489 -46,713,725

Table 3.7: Notes: Estimates of the travel-time congestion costs of TNC operation in Austin, TX. The first

row displays the result of the exercise described in Equation 3.4, which matches hour-specific changes in

travel time to hour-specific willingess to pay estimates (detailed in Appendix C.1) and hour-specific traffic

volume measurements. The second row uses a VOT of $15.40, which is 50% of the average per-worker wage

rate for car-commuting Austin households, according to the 2017 NHTS. Standard errors for cost figures are

calculated following Goodman (1960).
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Table 3.8—Summary Statistics for Components of Cost Calculation

Hour of Day β se VOT sd VMT sd Cost/hour

(MoPac VOT)

Cost/hour

(NHTS VOT)

0 -0.06 0.04 8.66 3.05 201,112 1,667 -1,759 -1,759

1 -0.05 0.04 8.4 2.96 125,170 825 -921 -921

2 -0.05 0.04 8.29 2.91 95,873 566 -669 -669

3 -0.01 0.05 8.3 2.92 64,993 265 -109 -109

4 0.09 0.05 8.32 3 45,746 73 578 578

5 -0.03 0.06 9.69 3.57 79,183 89 -375 -375

6 -0.06 0.07 12.67 8.28 216,472 1,181 -2,595 -2,595

7 -0.14 0.08 25.64 30.81 510,299 7,646 -31,539 -31,539

8 -0.06 0.12 28.78 37.99 680,662 11,764 -19,034 -19,034

9 -0.02 0.08 14.67 17.84 729,092 8,322 -3,344 -3,344

10 0.03 0.05 10.16 4.08 726,981 3,464 3,919 3,919

11 -0.14 0.04 10.1 3.75 786,248 4,234 -18,771 -18,771

12 -0.17 0.04 10.05 4.83 910,484 4,754 -26,387 -26,387

13 -0.16 0.04 10.41 6.06 943,347 5,733 -25,444 -25,444

14 -0.02 0.04 11.75 9.67 919,202 6,131 -3,176 -3,176

15 -0.02 0.04 20.79 19.93 937,669 5,146 -7,716 -7,716

16 0.07 0.04 29 26.84 950,548 4,552 30,189 30,189

17 0 0.04 24.5 22.83 953,432 4,493 618 618

18 0.05 0.04 23.27 24.29 940,423 4,676 18,220 18,220

19 -0.03 0.04 11.55 9.64 834,215 3,861 -4,822 -4,822

20 0 0.04 9.76 3.68 644,943 3,076 47 47

21 0.08 0.04 8.42 3.4 529,941 2,619 6,082 6,082

22 -0.07 0.04 8.67 3.36 429,036 2,491 -4,397 -4,397

23 -0.02 0.04 8.57 3.06 306,256 2,127 -665 -665

Daily Cost -92,071 -127,983

Table 3.8: Notes: This table displays the components of the aggregate cost calculations in Table 3.7. The

first two columns reproduce the difference in differences results from Table 3.2. Columns 3 and 4 show the

mean and standard deviation of the value of travel time (VOT) estimates from the MoPac Freeway (see

Appendix C.1). Columns 5 and 6 report the mean and standard deviation of hourly VMT. These estimates

are generated by multiplying the hourly share of total Austin Traffic (as per Austin traffic count data) by

estimates of aggregate Austin-area VMT (as per the Texas Department of Transportation). The penultimate

column reports the hourly costs estimates using the VOT from column 3; the final column reports hourly

cost estimates applying a constant $15.40 per hour.
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Table 3.9—Congestion Costs Disaggregating Weekdays and Weekends

annual cost ($) se p

Time-varying VOT -39,989,479 21,348,072 0.0410

Uniform $15.40 VOT -52,084,544 15,784,030 0.0026

Table 3.9: Notes: Estimates of the travel-time congestion costs of TNC operation in Austin, TX, using

separate estimates for weekdays and weekends. The first row follows Equation 3.4, and uses separate hourly

Value of Travel Time (VOT) schedules for weekdays and weekends derived from MoPac Data. The second

row applies a uniform VOT time across all hours. Following the heuristic provided by Small and Verhoef

(2007), this VOT is 50% of the per-worker wage rate for Austin-area car commuting households, as per the

2017 NHTS. Standard errors for cost figures are calculated as described in Section 3.6.
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Appendix A

Appendix for For Whom the Bridge

Tolls: Congestion, Air Pollution,

and Second-Best Road Pricing

A.1. Theory Appendix

A.1.1. Substitution with Many Goods

Setup: A representative consumer chooses quantities of M goods, (h1, ..., hM) and a nu-

meraire, z. Each non-numeraire good has an associated externality, ϕm. A policymaker can

choose tax levels for goods j ∈ {1, ..., J} where J < M . I assume goods k /∈ {1, ..., J} are

un- or under-taxed.

The consumer’s problem: An agent maximizes utility over M goods (h1, ..., hM) and a

numeraire good z.

max{U(h1, ..., hM) + z} s.t. (A.1)

(p1 + τ1)h1 + (pJ + τJ)hJ + pJ+1hJ+1 + ...+ pMhM + z ≤ I (A.2)

The first-order conditions for an interior solution to the consumer’s problem are:

Uj = λ(pj + τj) ∀ j ∈ {1, ..., J} (A.3)

Uk = λ(pk) ∀ k /∈ {1, ..., J} (A.4)

λ = 1 (A.5)
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The planner’s problem: I assume that the planner seeks to maximize aggregate welfare,

which is the utility of the representative consumer less the aggregate social cost of consump-

tion,
∑M

1 ϕmhm. The planner’s choice variables are tax levels τ1...τJ , which are applied to

the taxable goods j ∈ {1, ..., J}.

max{U(h1, ..., hM) + z −
M∑
1

ϕmhm} st.

p1h1 + ...+ pNhN + z ≤ I

(A.6)

Assuming an internal solution, first-order condition wrt pj (where j ∈ {1, ..., J}) is:

0 =
∂hj

∂pj
[Uj − ϕj − pj] +

M∑
k ̸=j

∂hk

∂pj
[Uk − ϕk − pk] (A.7)

Plugging in the consumer’s first order conditions and solving for τm...

0 =
∂hj

∂pj
[τj − ϕj] +

J∑
k ̸=j

∂hk

∂pj
[τk − ϕk] +

M∑
l=J+1

∂hl

∂pj
[ϕl] (A.8)

τj = ϕj +
1
∂hj

∂pj

(
J∑

k ̸=j

∂hk

∂pj
[ϕk − τk] +

M∑
l=J+1

∂hl

∂pj
ϕl) (A.9)

This intermediate results is intuitive. Holding fixed all taxes other than τj, the optimal

value for this final tax is its externality, ϕm, minus a term that captures the extent to which

consumers switch to other goods, and the level of unpriced externality of those goods.

Identifying the optimal tax level for all taxable goods requires solving J equations simulta-

neously:

τj +
1
∂hj

∂pj

(
J∑

k ̸=j

∂hk

∂pj
τk) = ϕj +

1
∂hj

∂pj

M∑
l=1

∂hl

∂pj
ϕl (A.10)

This gives us J equations, each linear in the J tax levels:

aj1τ1 + ...+ ajkτk + ...+ ajJτJ = bj ∀j ∈ {1, ..., J} (A.11)

Where ajk and bm are defined as:
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ajk =

∂hk

∂pj

∂hj

∂pj

(A.12)
βj = ϕj +

M∑
l=1

∂hl

∂pj

∂hj

∂pj

ϕl (A.13)

The a and β terms have an intuitive interpretation. ajk is the share of the reduction in overall

consumption of good j that shifts to good m as a results of an increase in the price of good

j. βj is the overall reduction in externalities that results from the increase in the price of

good j; this consists of a direct component, ϕj plus a (negative) leakage term,
∑M

l=1
∂hl

∂pj
/
∂hj

∂pj
ϕl.

This system can be written as:

a11 ... a1J
...

aj1 ... aJJ


τ1...
τJ

 =

b1...
bJ

 (A.14)

Aτ = b (A.15)

τ = A−1b (A.16)

A.1.2. Heterogeneity and Leakage

Setup: N Heterogeneous consumers choose between M externality-generating goods and a

numeraire, z. I denote individual i’s consumption of good m as hm
i . Each individual has an

exogenous income µi. I assume that each consumer’s utility is a function of their consumption

of these M goods and a quasilinear numeraire, as well as other’s consumption of these goods

(which generate externalities and decrease i’s utility): Ui(h
1
1, ...h

M
1 , ..., h1

i , ...h
M
i , ...h1

N , ...h
M
N )+

zi.

As in section 2.3, a policymaker can choose tax levels for goods j ∈ {1, ..., J} where J < M .

I assume goods k /∈ {1, ..., J} are un- or under-taxed. I denote τ j as the tax on good j.

The consumer’s problem: Agent i maximizes utility over M goods (h1
i , ..., h

M
i ) and their

consumption of the numeraire good zi.

max{Ui(h
1
1, ...h

M
1 , ..., h1

i , ...h
M
i , ...h1

N , ...h
M
N ) + zi} st.

(p1 + τ 1)h1
i + (pJ + τJ)hJ + pJ+1hJ+1

i + ...+ pMhM
i + zi ≤ µi

(A.17)
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The first-order conditions for this problem are:

∂Ui

∂hj
i

= λ(pj + τ j) ∀ j ∈ {1, ..., J}

∂Ui

∂hk
i

= λ(pk) ∀ k /∈ {1, ..., J}

λ = 1

(A.18)

The planner’s problem: I assume that the planner seeks to maximize aggregate welfare,∑N
1 (Ui + zi). The planner’s choice variables are tax levels τ 1...τJ , which are applied to the

taxable goods j ∈ [1, J ].

max{
N∑
i

(Ui(h
1
1, ...h

M
1 , ..., h1

i , ...h
M
i , ...h1

N , ...h
M
N ) + zi)

st. (p1)
N∑
i

h1
i + ...+ (pJ)

N∑
i

hJ
i + (pJ+1)

N∑
i

hJ+1
i + ...+ (pM)

N∑
i

hM
i +

N∑
i

zi ≤
N∑
i

µi

(A.19)

Assuming an internal solution, first-order condition wrt pj (where j ∈ [1, J ]) is:

0 =
N∑
i=1

∂Ui

∂hl
i

∂hl
i

∂pj
+

N∑
i=1

N∑
g ̸=i

∂U i

∂h1
g

∂hg
1

∂pj
+ ...+

∂U i

∂hM
g

∂hM
g

∂pj
− p1

∑
i

∂h1
i

∂pj
− ...− pM

∑
i

∂hM
1

∂pj

(A.20)

Plugging in the consumer’s first order conditions and solving for τj...

τj =

∑N
i=1

∑N
g (

∂U i

∂h1
g

∂h1
g

∂pj
+ ...+ ∂U i

∂hM
g

∂hM
g

∂pj
)∑N

i=1
∂hj

i

∂pj

+

∑J
k ̸=j

∂hk
i

∂pj
τk∑N

i=1
∂hj

i

∂pj

(A.21)

This expression for the optimal level of a given tax is equivalent to the equation for substitutes

with homogeneous damages where each of the marginal damages have been replaced by a

“Diamond” term which accounts for heterogeneity.
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A.2. Additional Figures and Tables

Figure A.1 — Traffic Sensors in the Bay Area

Figure A.1: This figure plots traffic sensors from the Caltrans Performance Measurement System (PeMS).

Each sensor reports hourly vehicle count and speed data that are converted to traffic density (vehi-

cles/lane/mile) using the fundamental equation of traffic flow. These traffic density readings are then used

to assign congestion externalities to vehicle trips based on route and time of day, as described in sections 1.5

and 1.8.

[This space is left intentionally blank]
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Figure A.2 — Mixed Logit Results

Figure A.2: This figure displays the mean and standard deviation from a random coefficients (“mixed”)

logit regression used to estimate the parameters in Equation 1.13. The data used in this regression are

the FasTrak tolling microdata described in section 1.5: A panel of 32,104 individuals and 1,078,044 bridge

crossings between June 15, 2010 and July 15, 2010, excluding weekends and holidays. The dependent variable

is an indicator variable for whether an individual i elects to take a trip on route r at time of day h. Travel

time is the travel time (in hours) that driver i would incur by traveling via route r at time h. Time early is

the number of hours that that driver i would arrive before their ideal arrival time if they were to travel via

route r at hour h; time late is defined analogously. Price is the toll that driver i would incur by traveling

via route r at hour h. The mean and standard deviation of all time-related variables have been normalized

relative to the coefficient on the price variable.
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Table A.2 — Mixed Logit Results

Variable Mean sd

Time Early ($/hr) 2.033 0.175

Time Late ($/hr) 5.984 1.032

Travel Time ($/hr) 14.647 1.491

Price 1.000 0.135

Table A.2: This table displays the mean and standard deviation from a random coefficients (“mixed”)

logit regression used to estimate the parameters in Equation 1.13. The data used in this regression are

the FasTrak tolling microdata described in section 1.5: A panel of 32,104 individuals and 1,078,044 bridge

crossings between June 15, 2010 and July 15, 2010, excluding weekends and holidays. The dependent variable

is an indicator variable for whether an individual i elects to take a trip on route r at time of day h. Travel

time is the travel time (in hours) that driver i would incur by traveling via route r at time h. Time early is

the number of hours that that driver i would arrive before their ideal arrival time if they were to travel via

route r at hour h; time late is defined analogously. Price is the toll that driver i would incur by traveling

via route r at hour h. The mean and standard deviation of all time-related variables have been normalized

relative to the coefficient on the price variable. The mean and standard deviation of all time-related variables

have been normalized relative to the coefficient on the price variable. All values are in 2010 dollars.
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Figure A.3 — Bunching at Price Notches

Figure A.3: This figure plots the density (the share of total daily crossings) of passenger vehicle trips crossing

San Francisco’s Bay Bridge in the 6 months before (blue) and 6 months after (red) the imposition of peak

hour pricing on July 1, 2010. This plot excludes trips that use the carpool lane, as well as eligible electric

vehicles, each of which faced a different pricing scheme. The red shaded regions demarcate times of day that

were subject to peak-hour pricing after July 1, 2010.

138



Figure A.4 — Detail of Bunching at Price Notches

Figure A.4: San Francisco’s Bay Bridge imposed peak hour pricing on July 1, 2010 (see Section 1.4). This

figure plots the density of passenger vehicle trips crossing the Bay Bridge in the 6 months before (blue) and

6 months after (red) the imposition of peak hour pricing for the 10 a.m., 3 p.m., and 7 p.m. price notches.

This plot excludes trips that use the carpool lane, as well as eligible electric vehicles, each of which faced

a different pricing scheme. The red shaded regions demarcate times of day that were subject to peak-hour

pricing after July 1, 2010.
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Figure A.5 — Bunching in the Short and Long Run

Figure A.5: San Francisco’s Bay Bridge imposed peak hour pricing on July 1, 2010 (see Section 1.4). This

figure plots the density of passenger vehicle trips crossing the Bay Bridge in the hours surrounding each of

the price notches in January-July of 2010 (blue) against three other time periods: July-December of 2010

(brown), July-December of 2011 (red), and July-December of 2014 (orange). This plot excludes trips that

use the carpool lane, as well as eligible electric vehicles, each of which faced a different pricing scheme. The

red shaded regions demarcate times of day that were subject to peak-hour pricing after July 1, 2010.
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Figure A.6 — Bunching in Electronic Tolls vs. Cash Tolls

Figure A.6: San Francisco’s Bay Bridge imposed peak hour pricing on July 1, 2010 (see Section 1.4). This

figure plots the density of passenger vehicle trips crossing the Bay Bridge in the hours surrounding each of

the price notches in 2014 (records of cash payments are unreliable prior to 2014). The red line shows trips

using an electronic FasTrak device; the grey line shows cash payments. This plot excludes trips that use

the carpool lane, as well as eligible electric vehicles, each of which faced a different pricing scheme. The red

shaded regions demarcate times of day that were subject to peak-hour pricing after July 1, 2010.
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Figure A.7 — Simulated Travel Choices Under Peak-Hour Cordon Pricing

in San Francisco

Figure A.7: In this figure I plot the number of trips that pass through or near the cordon under three

simulations using the mixed logit model estimated in Table 1.2 of Section 1.7 together with the NHTS trip

dataset described in Section 1.8. In each scenario, I predict 600,000 choices — roughly daily total of vehicle

trips that pass through San Francisco’s proposed cordon (San Francisco County Traffic Authority, 2021).

The grey line plots predicted trips by time of day without any pricing (the status quo). The blue line plots

trips under the first-best scheme where every trip a driver could choose (including non-cordon trips) would

be priced according to it’s marginal pollution and congestion externalities. The red line plots trips under

the second-best optimal peak-hour cordon price from Figure 1.11. Note that all lines include both trips that

cross through the cordon, and “detour” trips that circumvent the cordon.
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Figure A.8 — Simulated Congestion Under Peak-Hour Cordon Pricing in

San Francisco

Figure A.8: In this figure I plot the total congestion externalities under three simulations using the mixed

logit model estimated in Table 1.2 of Section 1.7 together with the NHTS trip dataset described in Section

8. In each scenario, I predict 600,000 choices — roughly daily total of vehicle trips that pass through San

Francisco’s proposed cordon (San Francisco County Traffic Authority, 2021). The grey line plots the sum of

congestion externalities by time of day without any pricing (the status quo). The blue line plots congestion

under the first-best policy where every trip a driver could choose (including non-cordon trips) would be

priced according to it’s marginal pollution and congestion externalities. The red line plots sum of congestion

externalities under the second-best optimal peak-hour cordon price from Figure 1.11. Note that all lines

include congestion from trips that cross through the cordon, as well as “detour” trips that circumvent the

cordon.
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Figure A.9 — Simulated Pollution Under Peak-Hour Cordon Pricing in

San Francisco

Figure A.9: In this figure I plot the total pollution externalities under simulations using the mixed logit

model estimated in Table 1.2 of Section 1.7 together with the NHTS trip dataset described in Section 8.

In each scenario, I predict 600,000 choices — roughly daily total of vehicle trips that pass through San

Francisco’s proposed cordon (San Francisco County Traffic Authority, 2021). The grey line plots the sum

of pollution externalities by time of day without any pricing (the status quo). The blue line plots pollution

externalities under the first-best policy where every trip a driver could choose (including non-cordon trips)

would be priced according to it’s marginal pollution and congestion externalities. The red line plots sum of

pollution externalities under the second-best optimal peak-hour cordon price from Figure 1.11. Note that

all lines include pollution from trips that cross through the cordon, as well as “detour” trips that circumvent

the cordon.
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A.3. Calculating Emissions Externalities

This section details the process of estimating emissions externalities for each trip in the

FasTrak dataset.

The California Emissions Factor (EMFAC) fleet database reports average vehicle emis-

sions rates (measured in grams per mile) by county. These data are stratified by vehicle fuel

type, vehicle vintage, and vehicle travel speed. The EMFAC database reports the following

pollutant species: particulate matter (PM2.5, or PM), nitrogen oxides (NOx), nitrous oxide

(N2O), reactive organic compounds (ROC), ammonia (NH3), carbon dioxide (CO2), sulfur

oxides (SO2), and methane (CH4). The data underlying EMFAC aggregates reflect state

vehicle registrations and data from the California Bureau of Automotive Repair’s (BAR)

Smog Check database. For each FasTrak trip, I assign emission factors for each pollutant

based on the average travel speed for that trip (see Appendix A.5) and the county where the

FasTrak device is registered. The total emissions of any pollutant is the estimated emissions

rate for that trip multiplied by the trip length.

To convert trip-level emissions to costs, I use social cost estimates from two sources. For

local pollutants, I use damages predicted by the EAISUR model (Heo, Adams, and Gao,

2016), which combines a state-of-the-art chemical transport model together with estimates

from the economics and epidemiology literatures to predict the cost of emitting pollution in

different areas of the United States. For global pollutants, I use social damages from the US

EPA. These pollutant values are listed in Table A.5.
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Table A.5 — Social Costs of Vehicle Pollution in San Francisco

Pollutant Damage ($/Ton)

PM2.5 772, 000

SO2 65, 800

NOx 24, 200

NH3 1, 24, 000

CO2 51

CH4 1, 500

N2O 18, 000

ROC 2, 392

Table A.3: This table display the social costs of emitting 1 ton of various pollutants in San Francisco. Esti-

mates of local pollutants (PM2.5, nitrogen oxides (NOx), nitrous oxide (N2O), reactive organic compounds

(ROC), ammonia (NH3), sulfur oxides (SO2)) reflect annual averages from the EAISUR model (Heo, Adams,

and Gao, 2016). Global pollutants (carbon dioxide (CO2) and methane (CH4)) are values used by the US

EPA.

Table A.5 — Social Costs of Vehicle Pollution in Los Angeles

Pollutant Damage ($/Ton)

PM2.5 1, 270, 000

SO2 44, 750

NOx 52, 750

NH3 825, 750

CO2 51

CH4 1, 500

N2O 18, 000

ROC 2, 392

Table A.4: This table display the social costs of emitting 1 ton of various pollutants in Los Angeles. Estimates

of local pollutants (PM2.5, nitrogen oxides (NOx), nitrous oxide (N2O), reactive organic compounds (ROC),

ammonia (NH3), sulfur oxides (SO2)) reflect annual averages from the EAISUR model (Heo, Adams, and

Gao, 2016). Global pollutants (carbon dioxide (CO2) and methane (CH4)) are values used by the US EPA.
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Table A.5 — Social Costs of Vehicle Pollution in New York City

Pollutant Damage ($/Ton)

PM2.5 1, 270, 000

SO2 44, 750

NOx 52, 750

NH3 825, 750

CO2 51

CH4 1, 500

N2O 18, 000

ROC 2, 392

Table A.5: This table display the social costs of emitting 1 ton of various pollutants in New York City. Esti-

mates of local pollutants (PM2.5, nitrogen oxides (NOx), nitrous oxide (N2O), reactive organic compounds

(ROC), ammonia (NH3), sulfur oxides (SO2)) reflect annual averages from the EAISUR model (Heo, Adams,

and Gao, 2016). Global pollutants (carbon dioxide (CO2) and methane (CH4)) are values used by the US

EPA.
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A.4. Bunching Estimator

This appendix contains details of the bunching estimators used as a second empirical ap-

proach to recovering scheduling elasticities (see Section 1.6). The following two equations

are bunching estimators that do, and do not account for changes in travel times for bunches,

respectively:

γe =
β∆p+ α∆T
B/((1− a)f0(h∗))

γe =
β∆p

B/((1− a)f0(h∗))

Table A.6 shows estimates of each of the component parts of these estimators for the 5 a.m.

price notch. The change in price (∆p) is the same ($2) for all notches. The excess mass

(B) is the integral of the difference in densities in the period (half an hour) prior to the

imposition of peak hour pricing. Following Kleven and Waseem (2013), I use the comparison

of the pre and post July 2010 density within the 5 minutes after the beginning of peak-hour

pricing to identify the fraction of unresponsive individuals (a, 76%). As an approximation

for the change in travel time (∆T ), I use TomTom’s Historic Traffic Stats to compute the

difference in average travel travel times between 5:00 a.m. and 6:00 a.m. (see Figure A.10

below) for FasTrak drivers using the Bay Bridge. The components of bunching estimators

for the other three notches (10 a.m., 3 p.m., and 7 p.m.) follow this same procedure.
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Table A.6 — Bunching Estimator for Scheduling Costs (Shifting Earlier, 5

a.m.)

Parameter Estimate

Fraction Unresponsive (a) 0.76058

Excess Mass at Notch (B) 0.00208

Baseline Density at Notch 0.00019

Mean Schedule Cost without Friction ($/hour) 18.65659

Mean Schedule Cost accounting for Frictions ($/hour) 4.46673

Mean Schedule Cost accounting for Frictions and Travel Time ($/hour) 6.19461

Table A.6: Rows 1-3 of this table show estimates of parameters used to infer scheduling costs from the

additional density of trips just after the end of peak-hour pricing on San Francisco’s Bay Bridge (equation

1.21). Rows 4-6 show estimates of scheduling costs. In Row 4, I calculate the naive average scheduling cost

under the assumption that there are no optimization frictions. In row 5, I use the estimated fraction of

non-responsive individuals from row 1 to account for optimization frictions. In row 6, I also account for the

difference in travel times for drivers who reschedule their trips to avoid peak-hour pricing.
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Figure A.10 — Travel Times in the Vicinity Price Notches

Figure A.10: This figure plots average travel times for trips traversing the Bay Bridge during the morning

hours. The average travel times in this figure were calculated by 1) identifying all drivers that primarily use

the Bay Bridge and b) using TomTom Historic Traffic Stats to calculate travel times for each individual, for

each hour of day as described in Section 1.5. The red shaded area represent the approximate range where

individuals adjust in response to the imposition of peak-hour pricing, according to FasTrak toll data. The

relatively flat profile of travel times in the price notch neighborhood suggests that the first-order decision

facing drivers who travel at this time of day is between price and scheduling costs, as opposed to changes

in total travel time. As shown in Table A.6, estimates that account for differences in travel times in the

bunching estimators are roughly 30% larger that estimates that ignore differences in travel times.

[This space is left intentionally blank]
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A.5. Imputing Travel Times

Travel times, Ti, are not directly observed for FasTrak trips, and therefore must be imputed.

In this appendix, I describe the process for inferring travel times, T (hi, ri), for each trip in

each individual’s choice set.

The choice set of any individual consists of all bridges ∈ {Dumbarton Bridge, San Mateo

Bridge, Bay Bridge, Richmond Bridge} at all times of day ∈ {4.0, 4.2, ..., 22}. A trip in

this choice set constitutes a bridge-time pair, (hi, ri). I estimate travel times for each trip in

each individual’s choice set in three steps:

Step 1 : Infer the distribution of endpoints. The FasTrak tolling data include infor-

mation about the bridges used, as well as the home zip code associated with each FasTrak

device. Before calculating travel times using historic traffic data, I must make inferences

about the missing endpoints for each driver. To do so, I use survey data from the 2010-

2012 California Household Travel Survey (CHTS). This survey constitutes a representative

sample of Bay Area commuters, an contains detailed information on the driving habits of

respondents. To generate a probability distribution of “work” endpoints for each individual,

I subset the CHTS survey data to trips that match based on home city and bridge used. The

Bay Area is relatively unique in that it is a large metropolitan area that consists of many

small cities. The 29 “cities” that serve as termini for travel time estimation are plotted in

Figure A.11.

Step 2 : Calculate travel times. I use TomTom’s Historic Traffic Stats to calculate

the travel times. This traffic database contains detailed historic traffic data collected from

TomTom devices, as well as data that TomTom purchases from other GPS providers. For

each FasTrak device in the sample, I calculate the travel time between the device’s home city

and each of the end cities assigned positive probability for that device in Step 1. Importantly,

I estimate travel times for both trips that were taken, as well as counterfactual trips that

used a different bridge or were taken at a different hour of day.

Step 3 : Aggregate travel times by bridge and time of day. Lastly, I collapse the

distribution of possible travel times within each bridge-time pair by the probability weights

from Step 1. That is, the result of Step 2 contain travel times for each choice (a bridge-time

pair), for each device based on possible “work” locations associated with that device. Step

3 then assigns a single travel time to each bridge-time choice for each device by taking the

probability-weighted sum of the travel times associated these possible work locations, where
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those probability weights are based on the CHTS survey data (Step 1 ).

The result of Steps 1-3 is a data set that contains estimated travel times for each trip taken

by each device, as well as the travel times that a driver would have faced for each trip had

they taken it at a different hour of day or using a different bridge.
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Figure A.11 — TomTom Traffic Segments

Figure A.11: This figure plots the coverage of the historic travel time data purchased from TomTom (in

red) together with the 29 most populous cities in the Bay Area. These road segments were selected using

Google Maps suggested driving points between the origin and destination cities. These traffic data report

the average weekday travel times for passenger vehicles traveling along each segment of road, by hour of day,

for the year prior (July 1, 2009 - July 1, 2010) and the year following (July 1, 2010 - July 1, 2011) the 2010

adjustment to Bay-Area bridge tolls.

153



A.6. Equilibrium Considerations

The second-best cordon price results presented in Section 1.8 reflect social damages calculated

using traffic conditions in untaxed equilibrium. Consistent with the literature on externality

taxation, the second-best tax formula in Section 1.2 phrases optimal taxes as a function

of externalities at the optimum. As shown in figures 1.4 and A.15, the marginal damages

associated with driving are not constant in traffic density/speed, meaning that in general,

damages at the taxed equilibrium will be different (lower) than those observed in the untaxed

equilibrium. Whether the difference between marginal damages calculated at versus away

from the optimum is a first-order concern depends on the slope of the marginal damages

function and the responsiveness of drivers to taxation.

In this appendix, I simulate changes in traffic density under taxation to estimate a lower

bound for the second-best optimal cordon prices in San Francisco. Specifically, I iteratively

calculate traffic density, driver choices, and taxes until I reach a fixed point where driver’s

decisions under a given tax vector, τ ∗, imply traffic densities (and associated externalities)

such that applying equation 1.10 to these conditions again yields τ ∗.

This algorithm is as follows:

Let τ0 be the cordon taxes calculated using equation 1.10 (the second-best tax formula

from the theory section) under current traffic conditions, and let ϕ0 be the externalities

under current conditions, as described in Section 1.8.

Repeat the following steps until the optimal cordon taxes calculated in any two subsequent

iterations (τn and τn+1) meet some arbitrary element-wise threshold for convergence:

|τhn − τhn+1| < ϵ, where τhn is element h of the tax vector calculated in step n.

In any iteration, n:

Step 1. Use the NHTS dataset described in Section 1.8 to simulate 600,0001 driver

choices under τn−1.

In the first iteration, use τ0, defined above.

1As per the San Francisco County Traffic Authority, roughly 600,000 vehicle trips cross San Francisco’s

proposed cordon daily.
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Step 2. Re-scale the hourly sensor-level road densities by comparing the simulated

number of trips that would pass over a given sensor in a given hour under the status

quo to the number of trips that would pass over a given sensor in a given hour under

the simulation from Step 1.

Step 3. Re-estimate the social damages associated with each trip according to the

updated hourly traffic densities from Step 2. Call these updated damages ϕn. This

details of assigning congestion externalities to routes are covered in Section 1.8.3.

Step 4. Apply equation 1.10 (the second-best tax formula from the theory section),

using the updated damages, ϕn. Define this tax vector as τn.

Figure A.12 plots the results of applying this algorithm to cordon pricing in San Francisco

using a convergence threshold of $0.01. The initial points (iteration one) are the taxes

calculated with trip-level damages that reflect current traffic conditions, and are therefore

equivalent to the results shown in Section 1.8 (see row 1 of Table 1.6). After 9 iterations of

recalculating traffic density and taxes, the morning and evening converge to $1.59 and $1.80,
respectively.

The fixed point from this exercise constitutes a lower bound because it ignores “induced

demand,” or “rebound,” that is, marginal drivers who would have chosen not to take a trip

in the absence of road pricing, but choose to take the trip under road pricing due to lower

travel times. For any step n > 1 in the above algorithm, induced demand would imply traffic

densities higher than those estimated by the discrete choice model (Duranton and Turner,

2011). Induced demand would therefore attenuate the difference in traffic conditions between

taxed and untaxed equilibria. Optimal taxes that take into account endogenous externalities

therefore lie between the results presented in Section 1.8 and the fixed point calculated in

this appendix.
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Figure A.12 — Bounding Equilibrium Effects

Figure A.12: Per-mile driving externalities are larger under denser traffic conditions (Yang, Purevjav, and Li,

2020). As a result, trip-level traffic externalities calculated using untaxed traffic conditions may overestimate

optimal taxes. This figure displays the results of the simulation exercise where I iteratively calculate traffic

density, driver choices, and taxes until reaching a fixed point where driver’s decisions under a given tax

vector, τ∗, imply traffic densities (and associated externalities) such that applying equation 1.10 yields τ∗.

This optimal tax contains two elements: morning (blue) and evening (red) peak hour prices. The fixed

point in this exercise is a lower bound for the second-best peak-hour cordon prices in San Francisco because

it ignores “rebound,” or “induced demand” ––– drivers adding other trips or shifting from other modes in

response to the improved traffic conditions under taxation.
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A.7. Congestion Pricing and Accidents

In a manner similar to congestion and pollution externalities, the decision to drive imposes

external accident risk on other drivers. Anderson and Auffhammer (2014) show that this ex-

ternality relies crucially on vehicle weight, and exceeds congestion and pollution externalities

for the average US driver.

Large accident externalities for the average US driver, however, may not translate to

higher optimal cordon prices because of differences in the risks of accidents in urban vs.

rural areas. Empirical studies of the impact of congestion charges on accidents suggest that

the value of accident reductions are several orders or magnitude smaller than pollution and

congestion externalities. Green, Heywood, and Navarro (2016), for example, find that the

London cordon zone reduced overall accidents by 35%, and fatal accidents by 25 to 35%.

Because of the relatively low number of fatal auto-related deaths in London, however, the

authors value these safety improvements at just £28 million annually. For comparison, Leape

(2006) estimates the congestion benefits from London’s cordon zone were estimated at £230
million annually. Similarly, Percoco (2016) finds that while Milan’s Cordon Zone reduced

overall traffic accidents by 16 to 18%, there was no detectable impact on fatal accidents.

Valuations of associated benefits are therefore dominated by the roughly $3 billion in reduced

pollution and congestion externalities (Gibson and Carnovale, 2015).

The relatively small impact of congestion pricing on severe accidents may reflect the fact

that many of the main risk factors severe traffic accidents — high traffic speeds, drinking and

driving, and nighttime driving — are not well targeted by cordon zones. Relatedly, driving

in cities in the US and Europe tends to be relatively safe overall, making it straightforward

to put bounds on the accident-related benefits that may accrue from congestion pricing.

In San Francisco, for example, there are 20 to 30 fatal accidents (including pedestrian

fatalities) each year (City of San Francisco, 2021). Under a $10 million value of a statistical

life, reducing traffic fatalities in San Francisco by 30% would be worth roughly $90 million

dollars ––– an order of magnitude smaller than my estimated of the combined congestion and

pollution benefits associated with cordon pricing in San Francisco. All indicators suggest

that a cordon zone would fall well short of this mark. During 2020, for example, the number

of traffic fatalities (31) did not fall amid the 30% pandemic-related decrease in Bay-Area

traffic (City of San Francisco, 2021; Savidge, 2021).

Together, these pieces of evidence suggests that it is unlikely that accounting for accident

externalities would substantively change the conclusions in this paper.
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A.8. Interactions with Existing Taxes and Revenue Require-

ments

In this appendix, I cover the interaction between road pricing and existing environmental

policies, as well as the literature on whether governmental revenue requirements impact the

optimal Pigouvian tax.

A.8.1. Accounting for Existing Environmental Taxes

Broadly speaking, in the presence of existing Pigouvian taxes the optimal level for an addi-

tional tax covers the difference between the marginal damages associated with consumption

and the existing corrective tax. It is therefore important to account for existing environmen-

tal policies that act as a tax on driving when calculating optimal Pigouvian road prices.

There are a number of State and Federal policies that regulate vehicle-related local pollu-

tion emissions in California. These policies largely fall into two categories: tailpipe emissions

regulations (e.g., catalytic converter requirements) and fuel content regulations (e.g., volatile

organic compound regulations). Below, I use a simple model to demonstrate that these two

types of policies have different implications for designing an additional tax to internalize re-

maining externalities associated with driving. Regulations that impact vehicle costs should

not be taken into account when calculating optimal road prices. The costs of fuel content

regulations, however, should be subtracted from road prices to the extent that these regula-

tions lead to higher per-mile driving prices.

Existing policies that impact vehicle cost:

Consider a representative household with exogenous income I that consumes two goods,

driving x and a quasilinear numeraire good z. Driving is associated with an externality,

ϕ(a). The per-mile magnitude of this externality can be abated (a) on the assembly line at

cost c(a). I assume that ϕa and ca are each differentiable, with c′(a) > 0 and ϕ‘(a) < 0. The

planner’s problem is to choose an abatement level, a and a diving level x to maximize total

welfare:

W = u(x) + z − ϕ(a) · x− c(a) s.t. I ≥ z − p · x

The Lagrangian associated with this maximization problem is:

L = u(x) + z − ϕ(a) · x− c(a) + λ(I − z − p · x)
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The first-order conditions for an interior solution to this problem are:

λ = 1

u′(x) = ϕ(a) + p

ϕ′(a)x = c′(a)

These conditions imply that the planner equates marginal abatement costs and marginal

abatement benefits, and (separately) equates marginal driving costs and marginal driving

benefits. The fact that abatement costs do not enter directly into the first order condi-

tion for x implies that if a is set at some exogenous level, the policymaker would ignore

the abatement cost when choosing the optimal level of driving, only weighing the utility of

driving against the externalities that remain after abatement. I therefore ignore the costs of

environmental policies that impact vehicle prices (e.g., requirements for catalytic converters)

when calculating the level of “unpriced” externalities for drivers.

Existing policies that impact fuel cost:

Now consider the same consumer model, but the per-mile magnitude of this externality can

be abated by altering fuel content at cost c(a) · x. That is, the total abatement cost now

depends on the amount of driving, x.

Again consider a policymaker who maximizes total social welfare, W :

W = u(x) + z − (ϕ(a)− c(a)) · x; s.t. I ≥ z − p · x

The Lagrangian associated with this maximization problem is:

L = u(x) + z − (ϕ(a)− c(a)) · x+ λ(I ≥ z − p · x)

The first-order conditions with respect to x and a are:

λ = 1

u′(x) = ϕ(a) + c(a) + p

ϕ′(a) = c′(a)

As above, these first-order conditions imply that the planner equates marginal abatement

costs and marginal abatement benefits, and equates marginal driving costs and marginal

driving benefits. The crucial difference in this case is that the marginal cost of driving now

includes abatement costs. As a result, the social planner will still weight these costs when

setting optimal road prices.
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The results in the body of this paper are not adjusted for existing environmental policies

that impact the variable cost of driving, namely fuel content regulation. Auffhammer and

Kellogg (2011) estimate that fuel content regulations in California cost roughly 12 cents (in

2020 dollars) per gallon. If an average trip crossing San Francisco’s cordon boundary travels

roughly 10 miles per hour and has a fuel efficiency of 20 miles per gallon, the second-best

optimal prices in this paper adjusted for pre-existing fuel regulation would be roughly $0.06
lower than the results shown in Section 1.8.

A.8.2. Accounting for Government Revenue Requirements

The stylized models above raise the question of whether any policy that increases the per-mile

cost of driving about the competitive equilibrium should be accounted for when calculating

optimal road prices. Work by Kopczuk (2003) and Jacobs and De Mooij (2015) suggests

that optimal taxation and Pigouvian taxation are separable problems: The calculation of

optimal road prices should not take into account taxes that exist as a result of governments

balancing the distortions of various revenue sources.

As noted by Jacobs and De Mooij (2015), however, this argument relies on the fact that

the marginal cost of public funds is one in an optimal tax system. If the marginal cost of

public funds is not one, then the optimal second-best Pigouvian tax could be higher or lower

than a tax set equal to marginal social damages. Absent strong evidence that the marginal

cost of public funds is above or below one, I assume that the marginal cost of public funds is

one in the San Francisco Bay Area, and therefore do not adjust optimal road prices to reflect

their interactions with the tax system. As anecdotal evidence of this assumption, note that

California state and local ballot initiatives frequently feature direct votes on taxation, bond

issuance, and spending decisions. It is plausible that this low barrier to public finance reform

allows California’s tax code to reflect citizen’s preferences for public goods and redistribution

more accurately than do tax codes regions without ballot initiatives.
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A.9. Assessing External Validity with the NHTS

The appropriateness of using of the driving demand model estimated using data from the

San Francisco Bay Area (see Section 1.7) to cordon pricing in other cities depends on whether

trips taken in other cities are similarly substitutable, and whether similar correlations be-

tween trip-level externalities and price responsiveness are present. In this appendix, is use

data from the 2017 National Household Transportation Survey (NHTS) to investigate these

relationships for two other US cities — New York and Los Angeles — that are currently

considering implementing congestion pricing. I further investigate external validity in Ap-

pendix A.10, where I use public transit data from the Bay Area to examine whether the

price-responsiveness of driving trips differs based on the availability of public transit.

Broadly, NHTS data suggest that the relevant relationships in each of these cities are

similar to those in San Francisco. Drivers appear similarly able to shift trips temporally.

Figure A.13, for example, shows that similar fractions of drivers report flexible work sched-

ules in each of these cities. Figure A.14 shows that likelihood of a given trip being flexible

varies in New York and Los Angeles in a manner similar to the within-day variation in San

Francisco. Figures A.15 through A.17 provide suggestive evidence that the way that exter-

nalities generated by driving — congestion and pollution — vary with price responsiveness

in New York and Los Angeles is similar to the way that these externalities vary with price

responsiveness in San Francisco. In each city, drivers who “agreed” or “strongly agreed”

that gasoline prices impacted their decision to drive were modestly more likely to drive an

older, more polluting vehicle. Similarly, drivers that report being more responsive to gas

prices report driving along more congested routes, measured as the difference in reported

commute time with vs. without traffic.
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Figure A.13 — Schedule Flexibility by Metro Area

Figure A.13: This figure plots the share of drivers who report having a flexible work schedule by metro area,

according to the 2017 National Household Transportation Survey.

Figure A.14 — Schedule Flexibility by Time of Day

Figure A.14: This figure plots the share of drivers who report having a flexible work schedule by time of day

and metro area, according to the 2017 National Household Transportation Survey.
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Figure A.15 — Emissions Factors vs. Gas Price Responsiveness

Figure A.15: This figure plots estimates emissions factors of vehicles in the 2017 National Household Trans-

portation Survey against vehicle owners’ self-reported responsiveness of driving demand with respect to

gasoline prices. Emissions factors reflect vehicle age and fuel type.
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Figure A.16 — Vehicle Age vs. Gas Price Responsiveness

Figure A.16: This figure plots vehicle age against vehicle owners’ self-reported responsiveness of driving

demand with respect to gasoline prices using data from the 2017 National Household Transportation Survey.
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Figure A.17 — Congestion vs. Gas Price Responsiveness

Figure A.17: This figure plots self-reported gasoline price responsiveness against the amount of time a driver

reports loosing to traffic during their commute for drivers in the 2017 National Household Transportation

Survey.
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A.10. Public Transit

As outlined in Section 1.2, optimal cordon prices are determined in part by the unpriced

social cost of substitutes to peak-hour cordon trips. Understanding how substitution to the

outside option (any non-driving activity, including not traveling, or public transit) differs

with access to public transportation is therefore crucial for applying the discrete choice model

estimated in the Bay Area to other cities.

In this appendix, I first use data from the Bay Area Rapid Transit system to estimate

the magnitude of substitution to public transportation in response to the 2010 change in toll

prices on Bay Area Bridges. I then estimate an alternative specification of the logit model

presented in Section 1.7 to test whether drivers with FasTrak devices registered in zip codes

with easy walking access to public transit are more price responsive than are drivers who

live in areas without access to public transit.

A.10.1. Public Transit in the San Francisco Bay Area

The Bay Area Rapid Transit (BART) system is a light rail network that connects the east-

ern Bay Area to the San Francisco Peninsula. BART is the most commonly-used public

transportation system in the Bay Area, and the only rail system with trans-bay lines. The

46 stations that comprise the BART system are plotted in Figure A.19. Riders are charged

based on the length of their trip; in 2010 the minimum price for a BART trip was $1.75, and
most trans-bay trips cost between $3 and $6. Prices for the BART system did not change

between July 2009 and July 2012.

BART publishes monthly ridership at the station level. Table A.7 and Figure A.18 show

the change in BART ridership estimated using a regression discontinuity design around the

July 1, 2010 change in bridge prices. In my preferred specification (column 3), I estimate

that the increase in toll prices on the Bay Area bridges increased BART ridership by an

average of 105 weekday rides per station per month. This point estimate corresponds to a

1.3% increase relative to baseline ridership levels. Multiplying this estimate by the number of

BART stations (46) implies an estimate of 4,830 additional weekday BART trips per month,

or 230 additional BART trips per weekday following the increase in bridge toll prices.

These point estimates suggest that while some drivers switched to public transit, the

drivers who switched to public transit represent a small fraction of the total number of

drivers who substituted away from driving. For reference, Foreman (2016) finds that the

average change in hourly trips following the July 2010 price increases on the Bay, San Mateo,

and Dumbarton Bridges were -87, -14, and -48, respectively, implying a total decrease 3,576

driving trips per day on these three bridges. Taking both of these estimates at face value

implies that only 6.4% of the decrease in trans-bay trips were replaced by BART trips.
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A.10.2. Price Responsiveness and Public Transit Access

In Table A.8, I re-estimate equation 1.15, allowing price-responsiveness to vary with access

to public transportation. Specifically, I interact the price variable with an indicator variable

for whether there is a BART station within 20 minutes walking distance of a given driver’s

zip code.2 Point estimates suggest that drivers living in zip codes with transit stops nearby

are slightly more price responsive than are those without transit stops nearby, but this dif-

ference is not statistically significant.

2According to the 2017 NHTS, roughly 90% of respondents who report taking public transit to work

walk 20 minutes or fewer to the transit station.
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In summary, although some Bay Area drivers responded to the increase in bridge tolls by

shifting to public transit, the overall share of drivers who switched modes is quite low,

and price sensitivity does not vary significantly based on public transit access. A possible

explanation for the similarity in price responsiveness across drivers with different access

to transit is that unobservable characteristics may determine selection into driving. Put

differently, the people who live in transit-rich neighborhoods but nonetheless still choose

to drive may have idiosyncratic preferences or pressures that lead them to be reluctant to

switch modes, even though they happen to live near transit stations.

While these findings generally support the application of the discrete choice model esti-

mated in San Francisco to areas with different public transit systems, several caveats bear

mentioning. First, the BART system is a relatively expensive public transportation system.

The magnitude price-induced substitution away from roads and toward transit undoubtedly

depends on the price differential between modes. Conditional on the other attributes of

transit trips, cities that have cheaper public transit (e.g., New York) may experience higher

cross-price elasticities between vehicle transportation and public transit. Second, the results

in this appendix (and this paper more generally) rely on short-term elasticity estimates, i.e.,

estimates of substitution elasticities holding fixed housing and work locations, as well as

vehicle purchases. As firms and individuals sort in response to cordon prices, public transit

access may lead to different long-run elasticities across regions where short-run elasticities

look similar. While a full hedonic sorting model is beyond the scope of this paper; one would

expect that cities with more connected and cheaper public transit systems would experience

more drivers shifting to these modes. All else equal, this would (a) reduce leakage, and (b)

increase second-best cordon prices relative to a city with poor public transit options.
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Table A.7 — Changes Public Transit Ridership

Specification

Variable (1) (2) (3)

Post 512.756 148.333 105.675

(36.58) (74.211) (79.071)

Station FE Yes Yes Yes

Month of Year FE Yes Yes Yes

Bridge Closure Dummy Yes Yes Yes

Linear Trend in Months No Yes Yes

Second-Degree Trend in Months No No Yes

Table A.7: This table displays the results of three regression discontinuity designs estimating the change

in public transit ridership in the Bay Area following the July 2010 increase in driving tolls on trans-bay

bridges. The Post variable is the reported change in monthly rides BART rides at the Station level; there

are 46 Stations in the BART system. Standard errors clustered at the month level are shown in parenthesis.

The data run from September of 2009 to June of 2012, and contain 1,462 station-month observations.
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Figure A.18 — Public Transit Ridership Regression Discontinuity Plots

Figure A.18: The first pane in this figure plots the monthly station-level turnstyle exits averaged across the

46 stations on the Bay Area Rapid Transit (BART) system. The data run from September of 2009 to June

of 2012, and contain 1,462 station-month observations. Panes 2 through 4 plot average monthly residuals

from a regression of station-level exist on a set of station fixed effects, month-of-year fixed effects, and a

dummy for months where there was a closure on the Bay Area’s trans-bay bridges. Pane 2 fits a simple

average to the pre vs. post residuals; pane 3 plots the pre and post residuals with a linear fit; pane 4 fits a

second-degree polynomial to the pre and post residuals. The discontinuity between the fitted lines in these

plots correspond to the treatment effects in specifications (1) through (3) in Table A.7, respectively.
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Figure A.19 — Access to Public Transit in the San Francisco Bay Area

Figure A.19: The top panel in this figure plots Bay Area Rapid Transit (BART) light rail stations. The

bottom panel plots the estimated walking time (as per google maps) from the google-registered address

associated with a given Bay Area zip code (roughly the zip code centroid) to the nearest BART station.

171



Table A.8 — Logit Regressions with Price Responsiveness by Transit Access

Specification

Variable (1) (2)

Travel Time ($/hr) -4.435 -4.434

(0.151) (0.149)

Time Early ($/hr) -1.04 -1.04

(0.052) (0.052)

Time Late ($/hr) -1.073 -1.073

(0.045) (0.045)

Price (Pooled) -0.499

(0.027)

Price (Transit Zipcodes) -0.514

(0.033)

Price (Non-Transit Zipcodes) -0.496

(0.033)

Day of Week FE Yes Yes

Bridge FE Yes Yes

Table A.8: Results from a variation of Equation 1.15, a discrete choice model where drivers choose over

routes and times of day, estimated with a simple logit model. This model is estimated using FasTrak tolling

microdata from the San Francisco Bay Area, as described in Section 1.5. The dependent variable is whether

an individual i elects to take a trip on route r at time of day h. Travel time is the travel time (in hours)

that driver i would incur by traveling via route r at time h. Time early is the number of hours that that

driver i would arrive before their ideal arrival time if they were to travel via route r at hour h. Time late is

analogously defined. Price is the toll that driver i would incur by traveling via router at hour h. In Column

(2), I interact price with transit access, an indicator for whether a BART train station is within 20 minutes

walking distance of a given driver’s zip code. Two-way standard errors are clustered at the individual and

zip code levels.
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A.11. Low-Income Exemptions

While road pricing can increase economic efficiency, concerns about regressivity have prompted

planners in many cities to consider road pricing schemes specifically designed to reduce the

incidence on low-income road users. In San Francisco, for example, a majority of the con-

gestion pricing proposals under consideration include some level of income-based exemption

(San Francisco County Traffic Authority, 2021). Similarly, as of 2021, New York plans to

refund congestion tolls for drivers who make under $60,000 per year (Regional Plan Associ-

ation, 2021).

Table A.9 compares predicted reductions in pollution, congestion, and deadweight loss in

San Francisco under (a) the second-best peak hour cordon prices estimated using equation

1.10, and (b) the same policy where drivers from low-income households (those with self-

reported household income below $75,000 in the NHTS) are exempt from cordon fees. This

exercise suggests that the efficiency costs of these exemptions are modest: exempting low-

income drivers from cordon pricing in San Francisco would generate reductions in pollution

and congestion externalities that are 1-3 percentage points smaller than under an optimal

no-exemption policy. These efficiency costs are substantially smaller than the efficiency costs

that reflect other imperfections in cordon pricing. For example, I estimate that restricting

pricing to peak hours generates reductions congestion, pollution and deadweight loss that

are 10 to 20 percentage points smaller than a pricing scheme where a policymaker can set a

fixed hourly schedule of prices between 6 am and 10 pm (see Table 1.8).

The relatively small efficiency cost of exemptions reflects the low proportion of low-income

drivers in trips that use the cordon. In the sample of 1,891 trips from the California NHTS

with fastest routes that pass through California’s cordon zone, just 9% are taken by drivers

from houses with a total annual income of less than $75,000.
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Table A.9 — Second-Best Cordon Pricing with Low-Income Exemptions

Performance Relative to First-Best (%)

Outcome Second-Best Peak Hour Low Income Exemption

Reduction in Total Externalities 30.576 28.173

Reduction in Congestion 31.367 28.782

Reduction in Pollution 23.779 22.939

Welfare Gain 32.304 32.601

Table A.9: Column (1) of this table reproduces the results from Table 1.5, which compares outcomes under

second-best optimal peak hour cordon pricing to outcomes under Pigouvian pricing. The second column in

this table compares the first-best policy to cordon pricing scheme that is identical to the scheme column (1),

except that households making less than $75,000 per year are exempt from cordon fees. Income data reflect

self-reported household income from the 2017 National Household Transportation Survey.
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Appendix B

Appendix for What drives support

for inefficient environmental

policies? Evidence from a Nevada

ballot initiative

B.1. Survey Details

In this appendix, I provide information on the language used in the survey to describe each

of the policy alternatives, and provide references for the information provision section of the

survey. PDF versions of the entire prior and posterior surveys are available here and here,

respectively.

The following is how Nevada Question 6 was presented to respondents:

The following initiative will be on the 2020 ballot in Nevada:

Question 6

Shall Article 4 of the Nevada Constitution be amended to require, beginning in cal-

endar year 2022, that all providers of electric utility services who sell electricity to

retail customers for consumption in Nevada generate or acquire incrementally larger

percentages of electricity from renewable energy resources so that by calendar year

2030 not less than 50 percent of the total amount of electricity sold by each provider

to its retail customers in Nevada comes from renewable energy resources?
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How do you plan on voting for this initiative?

The following is how the carbon tax alternative was is presented to respondents:

Question 6 is a policy that addresses state-level carbon emissions. As an alternative to

requiring that a certain percent of energy be produced by renewable sources, some states

and countries put a price on carbon emissions. Consider the following hypothetical

alternative to Question 6:

Question 7

Shall Article 4 of the Nevada Constitution be amended to levy, beginning in calendar

year 2022, a carbon emissions fee of $25 per metric ton of carbon on the sale or use of

certain fossil fuels and fossil-fuel-generated electricity, and reduce the sales tax by 1.5

percentage points, while freezing Nevada’s renewable energy standard at its current

level?

If this initiative were on the ballot instead of Question 6, how would you vote on this

initiative?
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Information Provision sources

The following are the sources for 12 possible information treatments that are randomized to

survey participants.“Question 6” is Nevada’s RPS; “Question 7” is the hypothetical carbon

tax ballot initiative.

Question 6 cost high

Greenstone and Nath (2019)

Question 6 cost low

Galen (2018)

Question 6 regressivity high

Rausch and Karplus (2014)

Question 6 regressivity low

Rausch and Mowers (2014)

Question 6 effectiveness high

Greenstone and Nath (2019)

Question 6 effectiveness low

Sekar and Sohngen (2014)

Question 7 cost high

Cronin, Fullerton, and Sexton (2019)

Question 7 cost low

Marron, Toder, and Austin (2015)

Question 7 regressivity high

Grainger and Kolstad (2010)
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Question 7 regressivity low

Marron, Toder, and Austin (2015)

Question 7 effectiveness high

Barron, Fawcett, Hafstead, McFarland, and Morris (2018)

Question 7 effectiveness low

The Congressional Budget Office (2016)
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B.2. Supplementary Figures

Unweighted Prior Support

Figure B.1: Self-reported policy support for Nevada’s Ballot Question 6 (a 50% RPS), and a price-based

alternative policy (a $25 carbon tax with a 1.5% sales tax cut) among 275 Nevadans.

Unweighted Posterior Support

Figure B.2: Self-reported policy support for Nevada’s Ballot Question 6 (a 50% RPS), and a price-based

alternative policy (a $25 carbon tax with a 1.5% sales tax cut) among 275 Nevadans.

179



B.2.1. Prior vs. Posterior Beliefs about Carbon Taxes
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B.2.2. Prior vs. Posterior Beliefs about Renewable Portfolio Stan-

dards

181



Appendix C

Appendix for The Congestion Costs

of Uber and Lyft

C.1. Revealed Preference VOT Estimates

The MoPac (Texas State Highway 1) is a north-south route in Austin. Starting in Novem-

ber 2017, the Central Texas Regional Mobility Authority opened an 11-mile variable-price

express lane on the MoPac (see Figure C.1). The price of using this lane adjusts in order to

keep the express lane moving at free-flow speeds: tolls increase when the express lane is busy

and decrease when it is underused. Toll rates are posted at the northbound and southbound

entrances.

Using 30-minute resolution data provided by the Central Texas Regional Mobility Au-

thority on MoPac prices and average travel times on the tolled and non-tolled lanes, I recover

time-varying estimates of the value of travel time. Commuters entering the MoPac see the

toll price, but not the difference in travel times between the tolled and non-tolled lanes.

I therefore produce value of travel time estimates by dividing the observed toll price on a

given date and time by the expected travel time savings for that time of day. To calculate the

expected time savings, I take the average time difference between tolled and non-tolled lanes

by half hour of day. For example, if the average difference between tolled and non-tolled

lanes is 4 minutes between 9:00 a.m. and 9:30 p.m., and I observe an average price between

9:00 and 9:30 on a given day of $1, then the implied value of travel time for that half-hour

block on that day is $15 per hour. I then aggregate these observations across days to recover

an average value of travel time for each half hour of day. Note that because the tolled lane

is always faster than the non-tolled lane in expectation, this method rationalizes driver’s use

of the toll lane when ex-post travel times are equal between tolled and non-tolled lanes. 1

1Note that the MoPac has a price floor of $0.25; 55% of the observations (largely in off-peak hours) are at the price floor.

VOT estimates excluding these observations produce similar results.
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These estimates are summarized in Figure C.1, and are broadly consistent with value of

travel time estimates from related settings (Small and Verhoef, 2007). Importantly, how-

ever, VOT peaks during morning and evening rush hour periods, possibly reflecting different

commuters, or heterogeneity in the value of time based on trip purpose. Note that the mo-

tivation for using MoPac data is to study the convolution between the value of travel time

and estimated congestion impacts, not to produce novel estimates of the value of travel time.

Figure C.1—Revealed Preference Value of Travel Time Estimates

Figure C.1: Left Pane: Willingness to pay for travel time reductions in Austin, TX. Constructed using 2017 data from the

MoPac variable-toll lane (Highway Loop 1), provided by the Central Texas Regional Mobility Authority. Dots represent means

of observed equilibrium prices divided by expected time savings by hour of day.

Right Pane: MoPac expressway (red dashed) plotted with the 79 road segments used in estimation of the changes in travel

speeds (blue). Nodes represent Bluetooth sensors, and the black line is the Austin City limit.
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C.2. Threats to identification from other modes of transporta-

tion

In addition to Bluetooth sensors, the city of Austin maintains pneumatic sensors which take

periodic measurements of traffic speeds. Pneumatic sensors are stretched across traffic lanes,

and therefore will not be influenced by pedestrian activities. Additionally, pneumatic sensors

classify observations by axel length, meaning activity from bicycles will not be reflected in

vehicle speed measurements. I identify 39 instances where Bluetooth road segments overlie

pneumatic sensors (see Figure C.1), and test whether the relationship between the two speed

measures changes significantly after the Proposition 1 vote.

For other modes of transportation to bias my estimates, speed must be mismeasured on

Bluetooth segments, and that mismeasurement must be correlated with the treatment. To

test for this bias, I perform the following regression:

yi,t = α + β1si,t + β2Dt · si,t + γ1ϕt + γ2θi + ϵi,t (C.1)

Where yi,t is the Bluetooth speed measurement on segment i and time t, and si,t is the

pneumatic road segment speed measurement on segment i and time t. Dt is a treatment

dummy, which equals one for days after May 9th, 2016. ϕt is a set of month of year fixed

effects, and θi is a set of segment fixed effects. I test the null hypothesis β2 = 0, and interpret

a significant result as evidence of bias in the Bluetooth speed masurements. Results from

Equation C.1 are displayed in Table C.1.

Table C.1—Tests for Bias

point estimate se p

β1 0.0366 0.0221 0.0979

β2 -0.0094 0.0222 0.6727

Table C.1: Notes: Results from Equation C.1, which tests whether the relationship between pneumatic speed

measurements (si,t) and Bluetooth speed measurements (yi,t) changes after the exit of TNCs in Austin. In

addition to the variables listed, this regression includes segment and month of year fixed effects.

Figure C.1—Segment-sensor matching

Figure C.1: Notes: An example of a Bluetooth segment (blue path) matched to a pneumatic sensor (black

dot). Segments were matched to sensors by both location and direction of travel

184



C.3. Threats to identification from TNC driving speeds

If TNC vehicles drive significantly slower or faster than the average non-TNC vehicle in a

way that remains after filtering, the above empirical strategy will be biased. To test for this

potential bias, I match RideAustin trips to segments, allowing me to test the null hypothesis

that TNC vehicles drive at the same speeds as the average mix of vehicles.

I match TNC trips to segments based on the following criteria: for a given segment, the

sum of the distance between segment and TNC trip termini must be less than 500 meters,

and the distance traveled by the TNC vehicle must be within 10% of the segment length.

I identify 1901 such matches, with several segments recording multiple TNC trips that fit

this criteria. I then replicate the type of data filtering applied by Post Oak Traffic Systems.

Recall that in the data I use for my analysis, only observations that fall within 75% of the

interquartile range (IQR) of the 15 most recent observations are used to calculate average

speeds. While I do not have access to the IQR data, I do have the standard deviation of

speed measurements for any given 15-minute interval. I use this to estimate the IQR, and

drop RideAustin trips that fall outside of IQR estimate for the corresponding segment, time,

and date, as these trips likely be dropped from the Bluetooth speed measurements.

After applying these filters, I am left with 221 trip matches, which are summarized in

Table C.1. The regression coefficient reflects a difference in means between TNC trip speeds

and the segment speeds recorded at corresponding times. On average, TNC vehicles traversed

segments 0.03 minutes per mile slower than did the average recorded vehicle. This difference

is not statistically significant, and under reasonable assumptions about TNCs as a share of

total vehicles (5-15%), should not generate meaningful bias in the results reported above.

A shortcoming of this test is that I only observe drivers while they have a passenger

in the car. This test will not identify differences caused by passengerless TNCs driving

systematically above or below the flow of traffic. Note that the most extreme cases of this

activity (e.g., idling while waiting for passengers) will be dropped by the IQR filter.

Table C.1—TNC vehicle speeds

∆ Minutes per Mile se p

-0.0324 0.1643 0.8438

Table C.1: Notes: A comparison of means between Bluetooth-recorded travel speeds and TNC vehicle

speeds. The coefficient ∆ Minutes per Mile represents the difference in means between travel speeds (in

minuts per mile) for these TNC trips and the average travel times recorded by the corresponding segment

over the 15-minute period where the TNC trip occurred.
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C.4. Robustness

In this section, I investigate the robustness of my results to alternative specifications and

alternate road segment groups. Table C.1 shows the results of difference in difference regres-

sions using alternate linear trend and weighting specifications. Table C.2 shows the results

of running Equation 3.1 on different sub and supersets of the Bluetooth data used in the

main analysis. My results are stable over these specifications: The F-test rejects the null

that the hour-specific effects are jointly zero. Additionally, the estimated annual congestion

cost of TNC activity is of a similar magnitude to my preferred specification in each of these

alternative specifications.

Figure C.1 plots estimated regression discontinuity and difference in differences coeffi-

cients pooling over hours of day for symmetric bandwidths ranging from 20 to 70 days about

May 9th. The regression discontinuity results are stable over this range. The difference in

differences results show positive, but not statistically significant point estimates for a small

minority of bandwidths. Across all bandwidths, for both RD and DID specifications, point

estimates of congestion impacts between 7 a.m. and 7 p.m. are negative. Taken together,

the results presented in Figure C.1 are consistent with the conclusions in the body of this

paper: daytime travel speeds in Austin likely increased following the exit of Uber and Lyft.

Figure C.2 displays regression discontinuity estimates of the impact of TNC departure

on traffic speeds using the actual TNC exit date in relation to the distribution of coefficients

from 134 regression discontinuities using placebo exit dates. The results of this exercise

suggest that a) it is unlikely for shocks to the Austin-area traffic system to create changes

in travel speeds on the order of the estimates reported in Table 3.4, and b) it is unlikely

that the RD results reflect contemporaneous changes in traffic resulting from the end of the

University of Texas, Austin semester.
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Table C.1—Alternate specifications
Model 1 Model 2 Model 3 Model 4

Hour of Day βh p βh p βh p βh p

0 -0.0606 0.26 -0.0632 0.24 -0.0789 0.21 -0.1059 0.14

1 -0.0525 0.16 -0.0550 0.13 -0.0850 0.13 -0.1405 0.09

2 -0.0505 0.09 -0.0508 0.09 -0.1007 0.12 -0.0195 0.74

3 -0.0121 0.85 -0.0158 0.81 -0.1051 0.14 0.1506 0.27

4 0.0911 0.38 0.0841 0.41 -0.0795 0.38 0.1073 0.57

5 -0.0293 0.75 -0.0365 0.71 -0.1850 0.10 0.0886 0.66

6 -0.0568 0.58 -0.0765 0.43 -0.2831 0.03 -0.0599 0.75

7 -0.1446 0.24 -0.1647 0.16 -0.3566 0.07 0.0425 0.85

8 -0.0583 0.67 -0.1072 0.52 -0.1727 0.26 -0.3543 0.23

9 -0.0188 0.85 -0.0589 0.58 -0.1561 0.25 -0.0924 0.55

10 0.0318 0.59 0.0133 0.84 -0.1190 0.25 0.0001 1.00

11 -0.1418 0.05 -0.1445 0.04 -0.0621 0.29 -0.1327 0.14

12 -0.1730 0.05 -0.1771 0.04 -0.1745 0.05 -0.1885 0.10

13 -0.1555 0.12 -0.1615 0.09 -0.1082 0.12 -0.2408 0.08

14 -0.0176 0.71 -0.0224 0.63 -0.0379 0.42 -0.0103 0.84

15 -0.0238 0.61 -0.0304 0.49 -0.0257 0.60 -0.0026 0.97

16 0.0657 0.35 0.0578 0.37 0.0515 0.33 0.0715 0.32

17 0.0016 0.98 -0.0028 0.96 0.0248 0.60 0.0360 0.49

18 0.0500 0.57 0.0459 0.59 -0.0102 0.85 0.0615 0.33

19 -0.0300 0.65 -0.0285 0.65 -0.0254 0.63 -0.0327 0.57

20 0.0004 1.00 -0.0065 0.95 -0.0192 0.76 0.0324 0.73

21 0.0817 0.26 0.0775 0.27 0.0090 0.90 0.1261 0.08

22 -0.0709 0.42 -0.0763 0.37 -0.0491 0.51 -0.0502 0.57

23 -0.0152 0.65 -0.0235 0.53 -0.1450 0.07 -0.1187 0.04

F-test 0.00 0.00 0.00 0.00

Annual Cost -33,605,827 -49,764,126 -91,753,234 -54,047,223

Table C.1: Notes: Results from Equation 3.1. Model 1 reproduces the results from my preferred specification,

with year-segment specific linear trends. Model 2 includes only year-specific linear trends (i.e, pools across

segments). Model 3 includes only segment-specific linear trends (i.e., pools across years). Model 4 uses the

same specification as column 1, but weights observations (which are 15-minute average travel times) by the

number of vehicles observed. Bold coefficients are significant at the 10% level. The penultimate row reports

the p-value from a joint hypothesis test of βh = 0 ∀h; the final row reports annual costs using hourly VOT

estimates from Austin’s MoPac freeway (see Appendix C.1).
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Table C.2—Alternate segment groups

Group 1 Group 2 Group 3

Hour of Day βh p βh p βh p

0 -0.0606 0.26 -0.0379 0.44 -0.0399 0.78

1 -0.0525 0.16 -0.0482 0.08 -0.1551 0.12

2 -0.0505 0.09 -0.0412 0.19 -0.0854 0.42

3 -0.0121 0.85 -0.0125 0.74 0.0498 0.74

4 0.0911 0.38 0.0547 0.39 0.0785 0.64

5 -0.0293 0.75 -0.0124 0.87 -0.0177 0.88

6 -0.0568 0.58 -0.0147 0.84 0.2108 0.36

7 -0.1446 0.24 -0.0899 0.35 -0.1519 0.51

8 -0.0583 0.67 -0.1080 0.35 -0.1177 0.82

9 -0.0188 0.85 -0.0448 0.51 -0.2941 0.27

10 0.0318 0.59 -0.0162 0.73 -0.1159 0.42

11 -0.1418 0.05 -0.1416 0.05 -0.2689 0.07

12 -0.1730 0.05 -0.1246 0.19 -0.3233 0.03

13 -0.1555 0.12 -0.0956 0.28 -0.3944 0.13

14 -0.0176 0.71 0.0029 0.95 -0.1260 0.43

15 -0.0238 0.61 -0.0217 0.56 -0.0168 0.91

16 0.0657 0.35 0.0435 0.47 0.0059 0.96

17 0.0016 0.98 -0.0307 0.62 0.0587 0.49

18 0.0500 0.57 -0.0222 0.76 -0.0479 0.77

19 -0.0300 0.65 -0.0520 0.30 -0.1182 0.41

20 0.0004 1.00 0.0036 0.97 0.0546 0.70

21 0.0817 0.26 0.1056 0.10 0.0967 0.58

22 -0.0709 0.42 -0.0468 0.60 -0.1515 0.36

23 -0.0152 0.65 -0.0243 0.48 -0.1332 0.46

F-test 0.00 0.00 0.00

Table C.2: Notes: Results from Equation 3.1, applied different groups of road segments. Group 1 is my

preferred specification, which uses all traffic segments which report in more than 70 percent of days in each

year. Group 2 relaxes this level to segments that report in 30 percent of days. Group 3 uses only segments

that report in every day of the study period. Bold coefficients are significant at the 10% level. The final row

reports the p-value from a joint hypothesis test of βh = 0 ∀h.
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Figure C.1—Bandwidth Sensitivity

Figure C.1: Notes: This figure plots estimated difference in differences and regression discontinuity coeffi-

cients pooling over hours of day (a variation of Equation 3.3) for symmetric bandwidths ranging from 20 to

70 days about May 9th, 2016. Bars represent the 95% confidence interval using standard errors clustered by

segment-week. Specifications with a bandwidth of over 45 days include a dummy for the SXSW festival. For

reference, my preferred specification uses an asymmetric bandwidth of 45 pre-period days and 52 post-period

days.
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Figure C.2—Regression Discontinuity Placebo Tests

Figure C.2: Notes: This figure displays regression discontinuity estimates of the impact of TNC departure

on traffic speeds in Austin, TX, using the actual TNC exit date (in red) in relation to the distribution of

coefficients from 134 regression discontinuities using placebo exit dates (in grey and yellow). The grey cells

are results from 121 placebo regression discontinuity dates that run every 20 days from 2015 to 2019 with

a 30 day bandwidth. The yellow cells are results from using the start/end of the UT semester as placebo

regression discontinuity dates. I omit placebo regressions with significant amounts of missing data (missing

more than 75% of days within the RD bandwidth). Controls in each regression are day of week, holiday, and

segment fixed effects, segment-specific second-degree polynomials in days since May 9th, and flexible controls

for temperature and precipitation. Specifications with March dates include a dummy for the SXSW festival.
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C.5. Segment Length Revisions

The raw Bluetooth traffic data available on the Austin Open Data Portal show the lengths of

traffic segments varying over time. Of the 79 segments that I use in my analysis, 61 segment

lengths changed during the study period, with the majority of these adjustments occurring

on March 24th, 2016. On average, these adjustments were small: only four segment lengths

were adjusted by more than 4%. According to the data providers, these adjustments most

likely reflect updated distance measurements, not the repositioning Bluetooth readers. As

such, I use updated segment lengths to calculate average speeds in all time periods.

To verify that this data quality issue does not constitute a threat to identification, I

run a regression discontinuity about each segment length change. Of the 61 segments where

lengths were adjusted, 47 had adequate data to run a regression discontinuity about the date

where the segment length was changed. 8 of these 47 regression discontinuities registered

statistically significant changes in traffic speeds. These results of these RDs are plotted in

Figure C.1.

Table C.1 shows that omitting these 8 segments from my study pool does not substan-

tively change the results presented in the body of this paper. Columns 1 and 2 reproduce

estimates from Table 3.4, and columns 3 and 4 re-run these specifications excluding the

8 segments that registered a statistically significant change about their readjustment date.

Across all four specifications, analyses using a restricted pool of segments suggest a modest

increase in traffic speeds following the exit of Uber and Lyft from Austin. Note that the

magnitude of the regression discontinuity results are sensitive to the exclusion of these 8

segments.

Table C.1—Sensitivity to Segments with Anomalous Length Revision Data

β (Table 4) se β (Restricted sample) se

Difference in Differences (All hours) -0.02605 0.01701 -0.02972 0.02462

Difference in Differences (7 a.m. - 7 p.m.) -0.06838 0.05295 -0.06137 0.03211

Regression Discontinuity (All Hours) -0.10155 0.03535 -0.06498 0.01899

Regression Discontinuity (7 a.m. - 7 p.m.) -0.13351 0.04331 -0.08567 0.02529

Table C.1: Notes: The first two columns reproduce the results from Table 3.4, which reports difference in

differences and regression discontinuity results pooled across the hours of the day (Equations 3.1 and 3.3,

respectively). Columns 3 and 4 show results from the same regressions run on a sample that excludes the 8

segments that registered a statistically significant change in traffic speeds about the adjustment date.
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Figure C.1—Speed Around Segment Length Revisions

Figure C.1: Notes: This figure plots coefficients from 47 regression discontinuity specifications estimated

where the raw Bluetooth data showed a change in a segment length. Each cell corresponds to the estimated

change in traffic speed (in minutes per mile) estimated about the date of a single length revision. Controls in

each regression include day of week, holidays, SXSW, and hour fixed effects, segment-specific linear trends

in days since adjustment, and flexible temperature and precipitation functions. Significant results are potted

in red. Standard errors in all regressions are Newey-West.
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