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ABSTRACT OF THE DISSERTATION

Data-Driven Integration of Renewable Energy in Smart Grid

by

Farzana Kabir

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2022

Dr. Nanpeng Yu, Chairperson

Renewable energy is an environment-friendly and economically attractive source of electric-

ity generation. However, substantial grid integration of renewable energy is challenging as

the power generation from renewables is weather-dependent, highly intermittent, and un-

controllable. To address these challenges, we exploited machine learning and data analytic

techniques to develop frameworks and algorithms for integrating renewables into the grid.

Distribution grid planning, control, and optimization require accurate estimation

of solar photovoltaic generation and electric load in the system. Most small residential solar

PV systems are installed behind-the-meter making only the net load readings available to

the utilities. We developed an unsupervised framework for estimating solar PV generation

of individual customers by disaggregating the net load readings. Next, we developed an

unsupervised framework for joint disaggregation of the net load readings of a group of cus-

tomers. Our algorithms synergistically combined a physical PV system performance model

for individual solar PV generation estimation with a statistical model for load estimation.

High solar PV penetration in the distribution grids gives rise to frequent voltage

vii



fluctuations due to the intermittent nature of solar PV production. The slow operating

conventional voltage regulating devices, therefore, need to be supplemented with fast oper-

ating real and reactive power control of smart inverters. Complete and accurate information

about distribution network topology and line parameters needed for traditional model-based

Volt-Var optimization methods is often unavailable. To tackle these challenges, we devel-

oped a two timescale Volt-Var control framework with model-based slow timescale control

and a reinforcement learning-based fast timescale smart inverter control. The proposed

framework does not rely on any distribution network secondary feeder information but

requires primary feeder information. Next, we proposed a completely model-free reinforce-

ment learning-based two timescale Volt-Var control framework that does not rely on any

distribution network primary or secondary feeder topology or parameter information.

Natural and anthropogenic aerosols have a great influence on meteorological vari-

ables which in turn impacts the reservoir inflow and ultimately hydropower generation. We

developed a comprehensive framework to quantify the impact of aerosols on reservoir in-

flow by integrating the physical Weather Research and Forecasting Model with chemistry

(WRF-Chem) and a statistical dynamic regression model. We quantified the impact of

aerosols on hydropower generation and revenue by incorporating the hydropower operation

optimization toolbox into the framework.

Lastly, we developed a data-driven framework for the predictive maintenance of

distribution transformers to increase the reliability of the distribution system. We utilized

readily available data such as the transformers’ specification, loading, location, and weather.
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Chapter 1

Introduction

1.1 Background and Motivation

Renewable energy is a promising alternative to limited reserves of fossil fuel-based

energy. Since it is environmentally friendly, it can reduce greenhouse gas emissions and

ultimately mitigate the impacts of climate change brought about by the use of fossil fuels in

the energy sector. In the electricity sector, renewable energy is also becoming increasingly

economically attractive. More than half of the new renewable power generation capacity

added in 2019 achieved lower power costs than the cheapest new coal plants [9]. These fac-

tors coupled with favorable government policies led to the rise in the adoption of renewable

energy in the electricity sector. The share of renewables in electricity supply rose from 19%

in 2008 to 26% in 2019 [21]. Driven by low operating costs, larger installed capacity, and

priority dispatch, only renewable-based power generation experienced a growth in demand

during the coronavirus pandemic, whereas demand for other energies fell [17].

Solar, wind, and hydropower are the three biggest sources of renewable-based
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electricity generation. As the weather is the main determinant for hydropower, wind, and

solar PV, the production of renewable electricity largely depends on the availability of

natural resources. These forms of renewable energy sources can be exploited in most parts

of the world. Hydropower, wind, and solar PV together accounted for over 85% of all

renewable electricity generation in 2019 [21].

Solar energy is the largest energy resource available on earth. Solar energy tech-

nologies fall into two broad categories: photovoltaic (PV) and concentrating solar power

(CSP). Solar photovoltaic systems convert direct and diffuse solar radiation into electricity

through a photovoltaic process using semiconductor devices. CSP uses reflective surfaces

to focus sunlight into a beam to heat a working fluid in a receiver. The receiver transfers

the heat to a conventional engine generator—such as a steam turbine—that generates elec-

tricity. PV technology is very modular and therefore is a very suitable option for off-grid

rural electrification. It is possible to extract solar energy from photovoltaic (PV) including

rooftop, ground-mounted, and building integrated PV systems. Moreover, the cost of the

solar PV installation is rapidly dropping [376]. Since 2010, the cost of photovoltaic solar en-

ergy has dropped by 82% [9]. As such, solar energy provides people in developing countries

with access to electricity, improves their quality of life, and facilitates energy independence.

Residential and commercial PV adoptions are increasing rapidly around the world [16, 376].

Solar photovoltaics (PV) is projected to constitute 46% of total renewable generation by

2050, increasing from only 13% in 2018 [103]. Solar energy is highly intermittent due to

cloud cover and shading, fluctuating up to 15% of their nameplate ratings within one-minute

intervals [370].
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Hydropower is the most mature source of renewable power. Hydropower converts

the potential energy of water by converting it into electricity. The most common form of

hydropower uses a dam on a river to retain a large reservoir of water which is released

through turbines to generate power. On the other hand, “run of the river” systems have

little or no water storage; water is diverted from the river and directed through a pipeline

to a turbine. Hydroelectric power plants have a high level of operational flexibility and

storage capability. Therefore, they play a key role in supporting the integration of increasing

amounts of wind and solar energy. Hydropower generation constituted about 16% of the

world’s generated electricity and about 60% of renewable electricity generation in 2019 [21].

However, the share of hydro in the total generation is expected to decrease by 2050, due to

the spike in energy demand in other renewable technologies [25].

Renewable energy integration into the electric grid focuses on incorporating re-

newable energy, distributed generation, energy storage, thermally activated technologies,

and demand response into the electric distribution and transmission system. Substantial

grid integration of renewables is challenging as the power generation from solar and wind

is weather-dependent, highly intermittent, and uncontrollable. Traditional power systems

have been designed to handle the variable nature of loads. This additional supply-side vari-

ability and uncertainty can pose new challenges for utilities and system operators. Specif-

ically, the high penetration of PV in the distribution system poses several challenges in

the distribution system operation and planning [317]. For example, in the United States,

the ANSI Standard C84.1 [11] states that the voltage of residential loads should remain

within five percent of its nominal value (120 V) under normal operating conditions. Solar
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PV generation may cause feeder overvoltage and inadequate voltage compensation by the

voltage regulator. The high variability of PV generation causes voltage fluctuations in the

feeder. Therefore, it is very challenging to maintain an appropriate feeder-wide voltage pro-

file when the PV penetration is high. Moreover, during light load and high PV generation,

there might be reverse power flow which may cause temporary and transient overvoltage

and problems for protection systems and voltage regulators. Distributing the PV’s surplus

power can exceed the ampacity ratings of the feeder. Masked load from PV can exacerbate

cold load pickup problem and can cause overloading of the circuit elements if the PV dis-

connects. Additionally, PV generation increases the fault current levels and may cause the

fault current level to exceed the interrupting rating.

One important mitigation strategy to address the renewable energy integration

challenge is to have accurate knowledge of the amount of renewable generation in the trans-

mission and distribution network. Specifically, there is a lack of visibility into the solar PV

generation because most of the solar PV systems are installed ‘behind-the-meter’ in the dis-

tribution system. The advanced metering infrastructure (AMI) measurements only provide

net load data which equals the load consumption minus solar PV generation. The lack of

visibility into the behind-the-meter solar generation brings many operational and planning

challenges to the distribution system operators. It is therefore necessary to estimate the

solar PV generation by disaggregating the available net load data of the consumers for

performing the distribution grid operation and control. This research also helps reduce the

uncertainty of variable renewable generation by assisting in solar power forecasting.

The next renewable energy integration strategy is to design and operate the electric
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grid so that it can accommodate the additional variability and uncertainty of renewables.

To achieve this objective, it is necessary to modernize the grid with the installation of

supporting hardware like smart meters, smart inverters, and new control devices such as

remotely controllable switches, on-load tap changers, capacitor banks, etc. These devices

can reliably collect consumption and generation data in real-time and react fast to the vari-

able distributed generation, making the grid ”smart”. The smart grid facilitates two-way

communication among generators, transmitters, and customers with digital communica-

tions technology. The smart grid also facilitates control systems and computer processing,

allowing it to detect, react and pro-act to variable generation and changes in usage. This

opens up numerous research questions and efforts to reliably and efficiently operate the dis-

tribution system to meet the challenges of renewable energy integration. Specifically, smart

inverters can provide fast and continuous active and reactive power control. They also

support two-way communications, which allow remote control systems to change inverter

setpoints. Smart inverters can thus be utilized in tandem with traditional slow operating

Volt-Var control devices to provide Volt-Var control in distribution networks with highly

variable distributed solar PV generation. Such research allows the benefits resulting from

the rapid growth of renewable power generation and storage to become available to the

utilities and consumers.

Another big challenge for the integration of renewable energy into the electric grid

is that the generation capacity, availability, and intermittency of these renewable energy

sources are strongly weather and climate-dependent. Renewable energy sources like wind

and solar are more resilient to the effects of climate change compared to conventional ther-
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moelectric technologies. However, the impacts of climate change on these generation sources

are more uncertain and difficult to estimate reliably. On the other hand, hydropower is vul-

nerable to human-induced pollutants both in the short and long term. Specifically, in the

short term, pollutants such as aerosol particles can influence the hydrological cycle, reser-

voir inflows and can influence hydropower generation and reservoir operations. Greenhouse

gases can persist in nature in the long term and can lead to an increase in temperature

and sea level and a decrease in snow cover. These factors in turn influence the hydro-

logical cycle, precipitation, evapotranspiration, soil moisture, floods, droughts, and surface

runoff; ultimately impacting hydropower generation and reservoir management. To miti-

gate the uncertainty, it is also imperative to quantify the impact of weather and pollutants

on renewable energy sources.

The literature on renewable energy integration in the smart grid can be broadly

categorized into two groups: model-based and data-driven methods. Model-based methods

use parametric physical models of the system to perform the task. For example, physical

PV system performance models can directly calculate the behind-the-meter solar PV gener-

ation. Distribution system Volt-VAR control calculates the optimal operating schedule for

voltage regulating and VAR control devices, based on the network model [129]. Model-based

methods are generally theoretically rigorous and reliable. However, real-world distribution

systems are often complex, and detailed physical models, system parameters, and relevant

information are often unavailable. For example, the technical parameters of solar PV sys-

tems are often unknown and can change over time. Utility companies typically do not have

accurate and reliable primary and secondary feeders’ topology and parameter information
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[375, 120]. Therefore, model-based methods can be difficult to adopt in practice.

Purely data-driven methods, on the other hand, do not employ parametric physical

models. Instead, they rely solely on operational data such as smart meter data, supervi-

sory control and data acquisition (SCADA), and weather-related data to achieve their goal.

Smart meters provide a large quantity of reliable and higher temporal-resolution data. Ma-

chine learning techniques and big data analytics are therefore important technology drivers

in the smart grid. However, data-driven methods have some challenges. Most data-driven

methods are not physically interpretable and lack a theoretical guarantee of performance.

In many cases, the pure data-driven methods require complete historical data which is of-

ten unavailable. Moreover, they often ignore crucial and readily available information. In

addition, unlike model-based algorithms, the design and test of data-driven methods are

not quantitative. It is also difficult to accurately reproduce the results. Consequently, it is

challenging to directly adapt existing machine learning techniques to the power distribution

system, which consists of a large number of critical infrastructures. As a result, maintaining

a reliable operation is unlikely to be achieved by the data-driven method alone. It is often

beneficial to integrate a physical model with a data-driven model to get the benefit of both

worlds.

Lastly, data-based methods can be utilized for predictive maintenance of the grid.

Predictive maintenance attempts to assess the health conditions of each device. This allows

for the advanced detection of pending failures [342] allowing for targeted maintenance to

the devices most in need. This is a cost-effective method to achieve more reliable system

operations and reduce the number of sudden power supply interruptions.
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1.2 Research Objectives and Contributions

In this dissertation, we answer the question of how to combine the advantages

of model-based and data-driven methods to develop algorithms that have the potential

to be implemented in the real world, have a performance guarantee, and are physically

interpretable. Specifically, we will develop four major use cases and applications for smart

grid data-driven monitoring and control:

• First, we developed an unsupervised framework to disaggregate net load mea-

surements into solar generation and electric load estimates for individual customers without

information about their exact location [184]. A hidden Markov model (HMM) regression

[123] was adopted to accurately estimate electric loads for customers under different energy

consumption states. The proposed algorithm seamlessly integrated a physical solar PV sys-

tem performance model with a statistical model for estimating electric load. We showed

that the accurate physical solar PV system performance model not only improves the accu-

racy of solar generation estimation but also allows us to estimate the technical parameters

of the solar PV systems.

Next, we extended this work to estimate behind-the-meter solar generation for a

community of customers [189]. We estimated the electric load of a community of customers

simultaneously with a mixed hidden Markov model (MHMM). The MHMM allows the

sharing of information across individual customers, which leads to more accurate load and

solar PV generation estimates. Specifically, the MHMM captures both the population-

level effects and the individual differences in the power consumption patterns among the

community of customers. Furthermore, the physical PV system performance model was
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extended to account for the case where a customer has multiple strings of solar panels

facing different directions. At last, the performance of our proposed method was compared

with the state-of-the-art net load disaggregation algorithms using the data from residential

customers in Austin, Texas [166].

• Second, we developed a two-timescale data-driven reinforcement learning-based

Volt-VAR control method in distribution systems with high PV penetration to mitigate

voltage violations and reduce network loss [186]. To tackle the frequent voltage violations

caused by the highly intermittent solar PV generation, the slow operating conventional volt-

age regulating devices were supplemented with fast operating reactive power control of smart

inverters. Specifically, on the slow timescale, a centralized model-based and optimization-

based approach were adopted to determine the tap positions of voltage regulators, OLTCs,

and switchable capacitor banks. On the fast timescale, a purely data-driven deep determin-

istic policy gradient (DDPG)-based algorithm was employed to determine the set points

of real and reactive power of smart inverters. Our proposed method does not rely on sec-

ondary feeders’ topology or parameter information which is often unavailable. However, it

still requires knowledge of the readily available primary feeder information. Furthermore,

we designed a polar action space set up to jointly determine the active and reactive power

setpoints of smart inverters. The degradation costs of the smart inverters were carefully

modeled in the sequential decision-making process of the VVC problem.

Next, we improved on the previous work by developing a two-timescale multi-agent

reinforcement learning-based Volt-VAR control method for distribution, which does not rely

on any primary or secondary feeder topology or parameter information. We proposed two
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hierarchically arranged sets of policies that are run at two different timescales. The two

policies interact with each other via a communication medium and are learned simultane-

ously. On the slow timescale, a multi-agent soft actor-critic (MASAC) [62] based approach

was adopted to determine the tap positions of voltage regulators, OLTCs, and switchable

capacitor banks. On the fast timescale, a deep deterministic policy gradient (DDPG) [224]

based algorithm was employed to determine the setpoints of the reactive power of smart

inverters. The two policies cooperate with each other and the Volt-Var control is learned

efficiently.

• Third, we developed an innovative and comprehensive framework for evaluat-

ing the impact of aerosols on reservoir inflow. The framework seamlessly integrated the

numerical weather forecasting model (WRF-Chem) and the statistical inflow forecasting

model (dynamic regression) [188]. We fitted a dynamic regression model to forecast daily

inflow into the hydroelectric reservoirs. The model coefficients for the meteorological vari-

ables provide an intuitive understanding of how temperature, precipitation, and snow water

equivalent influence reservoir inflow. We quantified the impact of aerosols on reservoir inflow

in the Big Creek Hydroelectric System based on the proposed dynamic regression model and

WRF-Chem model. The simulation results showed that the presence of aerosols resulted in

a reduction of the annual reservoir inflow by 4%-14%.

Then, we took the next logical step to develop a comprehensive framework to

quantify the impact of aerosols on hydropower generation and revenue [183]. To this end,

we integrated the hydropower optimization toolbox, Vista Decision Support System (DSS)

[12] into the framework developed in [183]. We obtained the simulations of meteorologi-
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cal variables with and without aerosol impacts consideration from WRF-Chem simulations

conducted in the San Joaquin Valley of California. We used those to generate the inflows

into the hydropower reservoirs with and without considering the impact of aerosols using

the statistical inflow forecast model. Then, we fed the inflow projections with and with-

out aerosol effects into the Vista DSS to determine the optimal operation schedules of the

hydropower system for both scenarios. We, therefore, seamlessly integrated the numerical

weather forecasting model (WRF-Chem), a statistical inflow forecast model, and the hy-

dropower operation optimization toolbox. The impact of aerosols on hydropower generation

and revenue was quantified for the Big Creek Hydroelectric System. The simulation results

showed that aerosols lead to a significant reduction in annual hydropower generation and

revenue.

• Fourth, we developed a data-driven method for the predictive maintenance of

distribution transformers [185]. Predictive maintenance is a method of predicting which

transformers are most likely to fail soon. This reduces maintenance costs and increases

the reliability of power distribution systems. Our proposed framework only uses readily

available data such as the transformers’ specification, loading, location, and weather-related

information. We used two suitable machine learning algorithms. The first is random forests.

The second is the Random Undersampling with AdaBoost (RUSBoost) algorithm. We test

these algorithms on over 700,000 distribution transformers in Southern California. This test

finds that both algorithms outperform the current state of practice. Further, it finds that

the RUSBoost algorithm performs better than the Random Forest model.
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1.3 Thesis Organization

The remainder of the dissertation is organized as follows: we present the estima-

tion of behind-the-meter solar generation in Chapter 2-3. In Chapter 2, we present the

unsupervised framework to disaggregate the net load measurements into solar generation

and electric load estimates for individual customers. In Chapter 3, we extend the work to

jointly estimate the behind-the-meter solar generation for a community of customers us-

ing a Mixed hidden Markov model. We develop the reinforcement learning-based two-time

Volt-Var control method in distribution systems with high PV penetration in Chapter 4-5.

In Chapter 4, we develop a Volt-Var control method that does not require secondary feed-

ers’ topology or parameter information but still stilled the primary feeder information. In

Chapter 5, we develop a more sophisticated method that does not rely on any primary or

secondary feeder topology of parameter information. The impact of aerosols on reservoir

inflow and hydropower generation will be presented in two chapters: Chapter 6 and Chapter

7. We develop a comprehensive framework to evaluate the impact of aerosols of reservoir

inflow in Chapter 6 . We ultimately develop a comprehensive framework to quantify the

impact of aerosols on hydropower generation and revenue in Chapter 7. In Chapter 8, we

develop a data-driven method for the predictive maintenance of distribution transformers.

Finally, 9 concludes this dissertation and points out future research directions.
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Chapter 2

Estimation of Behind-the-Meter

Solar Generation by Integrating

Physical with Statistical Models

2.1 Introduction

Solar PV generation is the fastest-growing source of new energy. The introduction

of the net metering policy enables customers to sell excess electricity to the utility at the

retail rate and receive credit on their electricity bills. As a result, small scale residential

solar PV generation constituted 33% of total solar PV generation in the United States in

2019 [359]. Moreover, 61% of total solar PV systems in the United States were connected

to the distribution system in 2014 [51]. Such high penetration of solar PV poses several

challenges in the distribution system operation and planning processes [317, 376]. For
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example, increasing solar PV generation can cause feeder over-voltage, voltage fluctuations,

reverse power flow, protection system malfunction, and can exacerbate cold load pickup

problem.

To mitigate these problems, it is imperative to design the system based on the

amount of solar PV generation and native load in the distribution network. Thus, it is

critical to develop a framework to disaggregate the net load measurements into solar PV

generation and electric load. Furthermore, the technical parameters of solar PV systems

need to be estimated for planning activities such as solar PV hosting capacity analysis.

The existing net load disaggregation algorithms can be classified into two groups:

data-driven methods and model-based methods. The solar PV technical parameters are

generally not available to the electric utilities. Detailed physical models such as PVWatts

[98] developed by National Renewable Energy laboratory and PV performance modeling

collaborative [337] developed by Sandia National Laboratory are capable of estimating so-

lar generation with information of solar irradiation, solar PV location, time, solar PV size,

inverter efficiency, solar PV system loss, module tilt, and module orientation. Such physics-

based behind-the-meter solar generation estimations are often inaccurate due to unreliable

solar PV geometry data and degradation of PV arrays. The data-driven methods do not

employ parametric physical models to estimate solar PV generation. Instead, they rely

solely on smart meter data, supervisory control and data acquisition (SCADA), solar irradi-

ance, and weather-related data. The data-driven methods can be further classified into two

groups: unsupervised methods and methods that need supervision such as supervised/semi-

supervised methods and contextually supervised source separation methods [391].
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Supervised net load disaggregation methods need historical solar PV generation

and load data of all customers whereas semi-supervised methods need the solar PV gener-

ation data for a small number of customers. The contextually supervised source separation

method lies between supervised and unsupervised methods. This method also needs the

solar PV generation data for a small number of representative customers as a solar proxy.

The studies by [60, 193, 346, 192, 324] leverage semi-supervised methods or contextually su-

pervised source separation methods to disaggregate net loads. The supervised data-driven

approach is used in [341] to forecast net load.

The net load disaggregation problem is formulated as an optimization and a signal

separation problem in [60]. The net load of a customer is modeled as a composite of

representative electric load and solar generation patterns. The study by [324] estimates the

power generation of behind-the-meter solar photovoltaic sites using a small set of selected

representative sites while providing information on the uncertainty associated with the

estimated solar PV generation volumes. The studies by [193] and [346] adapt a contextually

supervised source separation model to disaggregate the net load signals of individual homes

located on the same distribution feeder while enforcing various constraints. The contextually

supervised source separation model is used to disaggregate the net load signals of feeder-

level measurements in [192]. A supervised machine learning algorithm is utilized in [220]

to solve the solar PV generation capacity estimation problem as a part of the net load

disaggregation method under the assumption that actual measured solar PV generation

and capacity data are available for a small number of representative solar PV sites.

Although supervised and semi-supervised net load disaggregation methods show
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great promise, they rely on solar PV generation data, which are typically not accessible

for behind-the-meter systems. The advanced metering infrastructure (AMI) measurements

only provide net load data which equals the load consumption minus solar PV generation.

Thus, the historical solar PV generation, load data, and the solar PV technical parameters

are not available to the electric utilities. Therefore, it is critical to develop an unsupervised

framework to disaggregate the net load measurements into solar PV generation and electric

load.

The studies by [76, 333], and [335] all leverage unsupervised net load disaggregation

methods. The net load disaggregation problem is formulated as an optimization and a

signal separation problem in [76]. In this study, the electric load of a customer is modeled

as a composite of representative electric patterns. An unsupervised algorithm is developed

in [333] to disaggregate the net load of a group of customers who have a common point

of coupling. The algorithm proposed by [335] estimates electric load by comparing periods

before PV installation with similar periods after PV installation that have common weather

and activity characteristics and thereby perform net load disaggregation.

Although pure data-driven methods have achieved some success, they are inca-

pable of estimating the technical parameters of solar PV systems such as the tilt and DC

size of the solar panel. These technical parameters of the solar PV systems are extremely

useful for both short-term operation and long-term planning activities for electric utili-

ties. Furthermore, the data-driven methods [76, 333, 346] often use a highly simplified

linear model, which is incapable of capturing the nonlinear relationship among the solar

irradiance, solar PV system geometry, and solar PV generation. In many cases, the pure
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data-driven methods [60, 193, 346, 324, 220] require historical solar PV generation data of a

subset of customers, which can be difficult for electric utilities to obtain. Some data-driven

methods [193, 346] could suffer from transposition errors if solar PV systems of different

geometry are not available to serve as solar proxies. Moreover, these two algorithms also

require joint estimation of a large number of hyperparameters, which makes the algorithm

impractical and brittle. Some data-driven methods, such as [192, 324] only provide esti-

mates of aggregate solar PV generation instead of the solar PV generation estimates for

individual sites. The net load disaggregation algorithm proposed by [335] is built under the

assumption that energy consumption habits do not significantly change once PV is installed,

which may not always be true. Moreover, changes in the appliance mix or ownership of the

house may also impact load patterns. Most net load forecasting algorithms only focus on

the net load forecast problem and do not disaggregate the net load into electric load and

solar PV generation. In addition, some of the net load forecasting algorithms only provide

aggregated net load forecast [341].

In this chapter, we develop an unsupervised framework to disaggregate net load

measurements into solar generation and electric load estimates for individual customers

without information about their exact location. Our proposed algorithm seamlessly inte-

grates a physical solar PV system performance model with a statistical model for estimating

electric load. The accurate physical solar PV system performance model not only improves

the accuracy of solar generation estimation but also allows us to estimate the technical

parameters of the solar PV systems. A hidden Markov model (HMM) regression [123] is

adopted to accurately estimate electric loads for customers under different energy consump-
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tion states.

The remainder of the chapter is organized as follows: Section 2.2 describes the

overall framework of the study. Section 2.3 presents the technical methods used in the

estimation of solar PV parameters and solar generation, electric load modeling, and the

net load disaggregation algorithm along with the post-disaggregation steps. The numerical

study based on our proposed algorithm and benchmark algorithms is shown in Section 2.4.

Finally, Section 2.5 concludes the study.

2.2 Overall Framework

The aim of the net load disaggregation algorithm is to decompose the net load

readings of a residential customer with a solar PV system into the solar PV generation and

electric load. In other words, given the net load measurements for a residential customer

NLt, for time intervals t ∈ {1, 2, ..., T}, we need to estimate the customer’s electric load

Lt, and solar generation St for each time interval t. We do not have information about

their exact location, historical PV generation or consumption, solar panel configuration, or

other solar PV system parameters. However, we have the city’s approximate longitude and

longitude, which can be used as a proxy for the locations of all customers. According to the

net load definition, the net load, electric load, and solar generation of a customer satisfy

the following equality constraint at any time t:

NLt = Lt − St; Lt ≥ 0, St ≥ 0 ∀t (2.1)
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Figure 2.1: The overall framework for disaggregating net load of residential customers with
solar PV systems.

The overall framework of our proposed net load disaggregation algorithm for each

customer is shown in Figure 2.1. The net load includes two components: the electric load

and solar generation. We estimate one of the two components one at a time while fixing

the other component. The iterative estimation scheme ends when the stopping criteria are

met. We discuss the algorithm in detail in Section 2.3.4. The solar PV system technical

parameters are estimated by a physical model-based estimation method presented in Sec-

tion 2.3.1. Solar generation is estimated by a physical model that utilizes these estimated

parameters. The physical model of solar generation, called the PV system performance

model, is presented in 2.3.2. The electric load of the customer is estimated based on a sta-

tistical model, which is described in Section 2.3.3. Finally, we make a post-disaggregation

adjustment described in Section 2.3.4 on the disaggregated signals to ensure that electric

load minus solar generation equals net load measurement at all times.
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2.3 Technical Methods

In this section, we present our disaggregation methods and algorithms by integrat-

ing a physical solar PV generation model and a statistical electric load estimation model.

2.3.1 Estimation of Technical Parameters of Solar PV Systems

For the net load disaggregation algorithm, the solar PV generation, i.e., the AC

output power of the PV array (Pac), is estimated by a physical PV system performance

model. If an estimate of the solar PV generation of a customer is available, we propose to

estimate the technical parameters of the solar PV system by minimizing the sum of squared

error between the input solar generation estimates and the calculated solar generation from

the PV system performance model.

We denote the latest solar PV generation estimates of a customer at time t as

St. Let gt (θS) denote the estimate for solar PV generation at time t based on the PV

system performance model gt with the technical parameters θS . The technical parameters

include the DC rating Pdc0, array tilt angle θt, array azimuth angle θaz, nominal inverter

efficiency ηnom, and loss of the PV array l. The parameters of the solar PV system θS =

[Pdc0, θt, θaz, ηnom, l] can be estimated by the following constrained optimization:

argmin
θs

T∑
t=1

(St − gt (θS))2

subject to St ≥ 0, θS,min ≤ θS ≤ θS,max

(2.2)

where T is the net load time series length, θS,min and θS,max denote the lower and upper

limits of the PV system technical parameters respectively, which will be discussed in Section
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2.4.2. The highly nonlinear nature of the PV system performance model makes Equation

(2.2) a nonlinear optimization problem, which we solve by an interior-point algorithm.

2.3.2 PV System Performance Model

The PV system performance model in this study is highly nonlinear and is based

on the PV performance modeling collaborative [337] and PVWatts [98] for a fixed mount

system. We calculate Pac by using the DC output power of the PV array Pdc, DC-to-

AC ratio, and the nominal inverter efficiency ηnom. If the DC output power of the PV

array is greater than the effective inverter DC input power rating Pdc0,inv, then the AC

output of the inverter is capped at the AC nameplate rating of the inverter (Pac0), where

Pac0 =
Pdc0

DC-to-AC ratio . Otherwise, if 0 < Pdc < Pdc0,inv,

Pac = g (θS) = η (ηnom, Pdc)Pdc (2.3)

where the inverter efficiency, η, can be calculated following PVWatts [98]. Pdc can be

calculated by using the specified DC rating Pdc0, cell temperature Tc, transmitted irradiance

Etr, and the loss in the PV array system l as follows:

Pdc = g′ (Pdc0, θt, θaz, l) (2.4)

= (1− l)× Etr (θt, θaz)

E0
Pdc0 [1 + γ (Tc (θt, θaz)− T0)]

Here, γ and T0 are known parameters. The operating cell temperature (Tc) can be calcu-

lated based on the Sandia module and cell temperature model [337]. The model estimates
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the operating cell temperature Tc from the plane of array irradiance (EPOA), wind speed,

ambient air temperature (Ta), and the temperature difference between the module and

cell. Calculation of the plane of array irradiance (EPOA) and transmitted irradiance (Etr)

requires solar irradiance data (direct normal irradiance, diffuse horizontal Irradiance, and

global horizontal irradiance), solar PV installation geometry information (tilt and azimuth

angle of the solar PV array), and solar position data (solar zenith and solar azimuth angle)

[337]. Solar zenith and azimuth angle at time t can be calculated using the solar position

algorithms [297] for known locations.

2.3.3 Hidden Markov Model Regression for Load Modeling

We propose to employ a statistical Hidden Markov model (HMM) regression [123]

to improve the traditional linear regression model for the load modeling [164]. This is

done by simultaneously modeling the dependence structure among the load data and in-

corporating the heterogeneity of the regression models over different time periods. The

statistical regression model is widely used to incorporate the effects of explanatory vari-

ables, such as temperature, humidity, wind speed, hour, and day of the week to estimate

the load. In this study, to capture the non-linear relationship between temperature and

load, we use a 3rd-degree polynomial of temperature, denoted by c, c2, and c3 following

the proposal of Hagan et al. [150], along with the weighted moving average of the tem-

perature of last 24 hours, cwmv. By empirical analysis, we use a 3rd- degree polynomial of

the hour of the day denoted by h,h2, and h3 to model the nonlinear relationship between

hour and load. To capture the different effects of weekends and weekdays, we introduce a

dummy variable d to indicate weekends. We also include the interaction of temperature
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and hour of the day, c× h, as an explanatory variable. Explanatory variables are denoted

by X =
[
c, c2, c3, cwmv,d,h,h

2, h3, c× h
]
.

The linear regression model is widely used to model the dependence of the load Lt

on the explanatory variables Xt assuming a homogeneous relationship between Xt and Lt

for all time periods. However, the load data can exhibit quite different patterns depending

on whether a customer is present at home or not. For example, when a customer is at home,

the load consists of heating, ventilation, air-conditioning, or appliance usage. On the other

hand, when the customer is not at home, the load can be very low and consists of the power

usages from the refrigerator and some appliances like water heaters, routers, modems, cable

TV boxes, and TVs in standby mode. This change of the load pattern over time can be

modeled by an HMM regression analysis.

At time t, let st be a latent state variable, st = 1 if the customer is home and

st = 2, if not. Let Xt be the explanatory variables for the load Lt. In HMM regression,

given st,

Lt = XT
t βst + εst , εst ∼ N

(
0, σ2st

)
(2.5)

Note that the regression parameters βst are allowed to be different for different

states st. The dependence structure of the latent time series {st} is modeled by an un-

derlying Markov chain, pij = P (st = j|st−1 = i, st−2 = k, . . .) = P (st = j|st−1 = i) where

i, j = 1, 2 and pij is the transition probability from state i to state j satisfying
2∑
j=1

pij = 1

for each i. The HMM regression has been applied in many fields [239] including economet-

rics, where it is known as the Markov switching regression model [136] or regime-switching

model [153] with exogenous explanatory variables. A general HMM regression model can be
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estimated by maximum likelihood or Bayesian inference [123, 64]. We use the MS Regress

package of Matlab [286] to perform the maximum likelihood estimation.

2.3.4 Disaggregation Algorithm

We propose to disaggregate net load measurements into electric load L̂ and solar

PV generation Ŝ at individual homes by integrating the physical PV system performance

model introduced in Section 2.3.2 and the statistical HMM regression introduced in Section

2.3.3. The algorithm for disaggregating net load for an individual customer is shown in

Algorithm 1. For an initial value of the solar PV system parameters θS , we first estimate

the solar PV generation Ŝ using the PV system performance model g. For any fixed solar

generation estimate Ŝ, we can calculate the customer’s electric load L̂ = NL+ Ŝ and then

fit an HMM regression model to L̂. Based on the updated estimation of L̂, we can calculate

the solar PV generation Ŝ = L̂−NL and estimate θS by running a constrained numerical

optimization following Equation (2.2) using Ŝ and g. We continue the above two processes

until the estimated PV system parameters converge or the maximum number of iterations

is reached. We repeat the same process for many initial values and select the solution that

provides the lowest mean squared error for the estimated net load. Selection of initial values

is discussed in Section 2.4.2.

Post-Disaggregation Adjustment

We propose to further improve the disaggregation performance by enforcing the

constraint that the electricity consumption minus solar generation must be equal to the net
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Algorithm 1 Algorithm for the disaggregation of net load of each customer and estimation
of solar PV parameters

Input: Net load of a customer from AMI measurement, NL
Output: User consumption L̂, solar generation Ŝ, and solar PV system parameters θS

Initialization: Determine M initial solar PV system technical parameters

(θS)
(0)
1 , . . . , (θS)

(0)
M

1: for each starting point m ∈M do

2: Initialize solar generation, Ŝ
(0)
m = g

(
(θS)

(0)
m

)
3: for j=1 to maxiter do

4: Estimate user consumption, L̂
(j)
m = NL+ Ŝ

(j−1)
m

5: Fit HMM regression model, denoted by f (X,θL), to L̂
(j)
m and calculate (θL)

(j)
m

6: Update user consumption, L̂
(j)
m = f

(
X, (θL)

(j)
m

)
7: Update solar generation, Ŝ

(j)
m = L̂

(j)
m −NL

8: Determine (θS)
(j)
m from Equation (2.2) using (θS)

(j−1)
m as initial value

9: Update solar generation, Ŝ
(j)
m = g

(
(θS)

(j)
m

)
10: Estimate net load, N̂L

(j)
m = L̂

(j)
m − Ŝ

(j)
m

11: Calculate MSE of the net load, E
(j)
m

12: if
∣∣∣(θS)(j)m − (θS)

(j−1)
m

∣∣∣ ≤ ε then

13: Break
14: end if
15: end for
16: end for
17: Determine m∗, j∗ = argmin

m,j
E

(j)
m

18: return L̂ = L̂
(j∗)
m∗ , Ŝ = Ŝ

(j∗)
m∗ , and θS = (θS)

(j∗)
m∗
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load reading at any time. At any time t, we perform the following optimization inspired

from [193] for each customer using the disaggregated signals L̂t and Ŝt from Algorithm 1

to obtain the improved estimates. Here, α and β are user-specified parameters that denote

the weights for the errors in the load and solar generation model, respectively.

argmin
Lt,St

T∑
t=0

α
(
Lt − L̂t

)2
+ β

(
St − Ŝt

)2

subject to Lt ≥ 0, St ≥ 0, Lt − St = NLt

(2.6)

We propose two methods for determining the values of α and β. In the first variation, if the

ground truth solar generation and load data are available for some customers, we determine

α and β by the inverse of the variance of the error of the estimated load and solar generation

for these customers:

α = 1/V ar (εLoad), β = 1/V ar (εPV ) (2.7)

For the second variation, if the ground truth solar PV generation or load data are not

available, we estimate the ground truth by the load and solar generation from steps 4 and

7 of Algorithm 1.

2.3.5 Error Metric

We measure the performance of net load disaggregation algorithms with three

metrics: the mean squared error (MSE), mean absolute scaled error (MASE), and the

coefficient of variation (CV). MASE is used instead of the mean absolute percentage error

(MAPE) because many electric load and solar generation measurements are zero or close to

zero, which makes MAPE extremely high even with small estimation errors. MASE scales
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mean absolute errors with the errors of a naive forecasting model which simply uses the

last observation as a prediction. Thus, it is scale-invariant and treats all customers equally.

CV is another normalized error metric defined as the root mean squared error divided by

the mean actual signal. Let yi,t and ŷi,t be the actual and estimated values of customer i at

time t, respectively. Then, the mean MSE, MASE, and CV of N customers over a period

T can be expressed as follows:

MSE =
1

N

N∑
i=1

1

T

T∑
t=1

(yi,t − ŷi,t)2 (2.8)

MASE =
1

N

N∑
i=1

T − 1

T

T∑
t=1
|yi,t − ŷi,t|∑T

t=2 |yi,t − yi,t−1|
(2.9)

CV =
1

N

N∑
i=1


√√√√ T∑

t=1

(yi,t − ŷi,t)2
/

1

T

T∑
i=1

yi,t

 (2.10)

2.4 Numerical Study

2.4.1 Dataset for Numerical Study

The 15-minute interval net load, customer load, and solar PV generation data

gathered by Pecan Street [166] are used in the numerical study. The customers are located

in Austin, Texas with an approximate longitude and latitude of (30.29oN,−97.69oE). The

study period is from October 3, 2015, to October 30, 2015. We select this specific period

so that we can directly compare our results with that of the consumer mixture models [76].

Within the study period, we have 197 customers with valid solar generation and electric

load data. The ground truth tilt and azimuth angle of the solar PV installations are not
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Figure 2.2: Comparison of disaggregated load and solar PV generation with actual values
for a customer from 10/14/2015 to 10/19/2015

available. The DC rating of solar PV panels is available for 90% of the customers. The DC

ratings are later used to validate the accuracy of our algorithm. The solar irradiance and

other weather data are gathered from the National Solar Radiation Database [319]. The

solar irradiance data covers the entire US with a 4km× 4km grid resolution and 30-minute

granularity. We select the data from the closest grid box to the approximate location of

all customers (30.29oN,−97.69oE). The 30-minute interval data are converted into 15-

minute interval ones with linear interpolation. In the first version of our proposed net load

disaggregation algorithm, the hyperparameters α and β in Equation (2.7) are calculated

using 10% of the customers’ actual electric load and solar PV generation data.

2.4.2 Experimental Setup

The technical parameters of the solar PV system are estimated by solving a con-

strained optimization problem. The upper and lower bounds constraining the technical
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Figure 2.3: Comparison of true and estimated DC rating of PV array

parameters are set as follows. The feasible range of solar PV array tilt angle θT is set as

[5o, 50o]. The feasible range of PV array azimuth angle θAZ is assumed to be [0o, 360o]. The

feasible range of solar panel’s DC rating is selected to be [1KW, 15KW]. The feasible range

of inverter nominal efficiency ηnom is between 0.92 and 0.99. Finally, we select the range of

PV array loss to be [9%, 38%]. The range of solar PV panel loss is obtained from the derate

factor ranges provided in [246] . The DC-to-AC ratio is roughly the same for all customers.

It is fixed at 1.1, the default value in PVWatts.

Note that the upper and lower bounds for solar PV panel tilt and azimuth angles

are determined based on the maximum and minimum angles of 160,000 solar PV panels in

California from the California Solar Initiative working data set [336]. Also, we assume that

the rooftop solar PV installations being studied are fixed array systems with no tracking

system. We select 8 initial solar PV system technical parameter sets for step 1 in Algorithm

1 by gradually increasing Pdc0 in 7 steps from 1 KW to 8 KW. The other initial solar PV
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Table 2.1: Comparison of various disaggregation methods

Error
Metric

Variable HMM reg.
model
(known
error var)

HMM reg.
model

(unknown
error var)

Consumer
Mixture
Model

SunDance
Model

MSE Load 0.23 0.23 0.38 0.49
Solar 0.23 0.24 0.43 0.54

MASE Load 0.56 0.52 0.74 0.81
Solar 3.08 2.80 3.91 3.74

CV Load 0.35 0.36 0.46 0.57
Solar 0.62 0.62 0.79 0.85

system parameters [θT , θAZ , ηnom, l] are set at their most common values 25o, 180o, 0.96, and

14% respectively.

2.4.3 Result and Analysis

We implemented our proposed net load disaggregation method following Algo-

rithm 1 using two variations of the post-disaggregation adjustment described in Section

2.3.4 with known and unknown error variance. The performance of our proposed model is

compared against two state-of-the-art benchmark algorithms, the unsupervised consumer

mixture model [76] and the SunDance algorithm [74]. Following the implementation of the

consumer mixture model, the electric loads of customers without solar PVs are clustered

using the K-Medoids algorithm. As the cluster medoids can change based on the initial

choice of medoids, we perform 100 simulations with different initial medoids and take their

mean. When implementing the SunDance model, we used a neural network to approximate

the universal weather-solar effect model. The solar generation data from August 2015 to

October 2015 of a house in the pecan street dataset is used for network training. The

geometry of the solar PV installation is not known at the house.
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Table 2.1 shows the MSE, MASE, and CV for load and solar generation estimations

based on our proposed methods and the benchmark algorithms. The HMM regression model

with either known or unknown error variance yields smaller errors than both the consumer

mixture model [76] and the SunDance model [74]. Our proposed model with known error

variance performs slightly better than the model with unknown error variance in terms of

MSE and CV. However, if we consider MASE, the later model performs better.

Even without using a validation data set with actual solar and load, our proposed

model without known error variance reduces the MSE by 44% compared to the consumer

mixture model [76]. The improvement of our proposed model is pronounced for customers

who are absent from home for a period of time as the HMM regression model is well suited

to capture load behavior in different regimes. In our study, 25 out of 197 customers are

absent from their residence for an extended period of time. Our proposed model reduces

MSE for these customers by 63% compared to the consumer mixture model. Figure 2.2

illustrates the disaggregated load and solar PV generation signals of our proposed model

and the benchmark consumer mixture model for a customer who is periodically absent from

home. As shown in the figure, the load estimate from our proposed model follows the actual

load data significantly more closely than the consumer mixture model during the periods

of absence. The solar generation estimate is also considerably more accurate during these

periods.

Our proposed model outperforms the SunDance model [74] in terms of estimation

accuracy mostly due to the adoption of the more accurate physical solar PV system per-

formance model. The SunDance model, on the other hand, relies heavily on the accurate
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estimation of maximum solar generation and cloud cover. If there is a lack of lower con-

sumption periods on sunny days, then the maximum solar generation estimation will be

rather unreliable. Furthermore, the cloud cover measurement data typically do not have

sufficient spatial resolution at the household level. Finally, the performance of our proposed

model in estimating the DC size of the solar PV systems is illustrated in Figure 2.3. As

shown in the figure, the estimated solar DC ratings and the actual ones are quite similar.

The four outliers in Figure 2.3 arise from an error in the dataset where the net load is not

equal to load minus solar generation.

2.5 Chapter Summary

We developed an unsupervised algorithm to disaggregate net load signals into

solar PV generation and electric load consumption for residential customers with solar PV

systems. The iterative net load disaggregation algorithm synergistically combines a physical

solar PV system performance model for solar PV generation estimation with a statistical

HMM regression model for load estimation. This unique approach results in a significant

reduction in solar generation and electric load estimation errors.
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Chapter 3

Joint Estimation of Behind-the-

Meter Solar Generation in a

Community

3.1 Introduction

In the previous chapter, we developed a framework to estimate to disaggregate

net load measurements into solar generation and electric load estimates for individual cus-

tomers. This chapter extends the previous work to estimate behind-the-meter solar genera-

tion for a community of customers. We propose estimating the electric load of a community

of customers simultaneously with a mixed hidden Markov model (MHMM). The MHMM

allows the sharing of information across individual customers, which leads to more accu-

rate load and solar PV generation estimates. Specifically, the MHMM captures both the
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population-level effects and the individual differences in the power consumption patterns

among the community of customers. Furthermore, the physical PV system performance

model is extended to account for the case where a customer has multiple strings of solar

panels facing different directions. The performance of our proposed method is compared

with the state-of-the-art net load disaggregation algorithms using the data from residential

customers in Austin, Texas [166].

The unique contributions of this chapter are as follows:

1. An MHMM is developed to jointly estimate the electric load of a community of cus-

tomers, which captures both the population-level and the individual effects.

2. The proposed net load disaggregation algorithm seamlessly integrates a statistical

MHMM with a physical PV system performance model, which accounts for solar

panels facing different directions.

3. The proposed behind-the-meter solar generation estimation algorithm yields signifi-

cantly higher accuracy over state-of-the-art net load disaggregation algorithms includ-

ing our previous work [184].

The remainder of the chapter is organized as follows: Section 3.2 provides the overall frame-

work of the proposed algorithm. Section 3.3 presents the technical methods, which include

the PV system performance model, MHMM, and the net load disaggregation algorithm.

Section 3.4 shows the numerical study results. Section 3.5 states the conclusions.
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Figure 3.1: The overall framework for joint net load disaggregation for a group of residential
customers with behind-the-meter solar PV systems.

3.2 Overall Framework

The net load measurement of a residential customer equals the electrical load of

the customer minus the solar PV generation. Let Lnt be the electrical load and Snt be the

solar generation of a customer n at time t. Then the net load readings of the customer NLnt

for customers n = 1, . . . , N at time intervals t ∈ {1, 2, ..., T} can be written as follows:

NLnt = Lnt − Snt; Snt ≥ 0 ∀t, n (3.1)

The aim of the net load disaggregation algorithm is to decompose the net load readings

NLnt of a group of N residential customers with solar PV systems into the corresponding

solar PV generation Snt and electric load Lnt at each time interval t. The exact location of

the customers, historical PV generation or consumption, solar panel configuration, or other

solar PV system parameters are generally not available. Our proposed algorithm does not

require this information.

The overall framework of the proposed net load disaggregation algorithm is shown

in Fig. 3.1. First, a statistical MHMM is fit to jointly estimate the electric load of all
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customers with the initial estimates of the load model parameters while keeping the solar

generation estimates fixed. The parameter estimation of the mixed hidden Markov model

(MHMM) can be computationally intensive. Therefore, a good initial estimate of the load

is needed as the starting point of the iterative net load disaggregation algorithm. The

electric load estimates obtained from the iterative algorithm with HMM regression from

[184] are used as the initial load estimates for the MHMM. Solar PV system parameters

and solar PV generation of individual customers are then estimated with a physical model

while keeping the load estimates fixed. The iterative estimation procedure continues until

the stopping criteria are met. At last, a post-disaggregation adjustment is performed on the

disaggregated signals to ensure that the equality constraint (3.1) relating native electric load,

solar PV generation, and net load is satisfied. The joint modeling of load with MHMM and

the parameter estimation procedure are described in Section 3.3.1 and 3.3.2. The physical

solar PV system performance model and the estimation of the technical parameters of

solar PV systems are presented in Section 3.3.3. The net load disaggregation algorithm is

discussed in detail in Section 3.3.4.

3.3 Technical Methods

3.3.1 Mixed Hidden Markov Model

Many regression models are used to model the load consumption of a customer

to incorporate the effect of weather and time. However, the user consumption pattern is

expected to be quite different depending on whether a customer is at home or not. For

example, when a customer is at home, the load may consist of heating, ventilation, air-
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conditioning, and other appliance usages. On the other hand, when the customer is not

at home, the load can be very low and may include power usage from the refrigerator

and other appliances, such as water heaters, and TVs in standby mode. To model such

heterogeneous user consumption patterns, a hidden Markov model (HMM) regression [123]

is used to model individual load time series of customers in [184]. However, in [184], the

HMM needs to be fitted separately for each customer and thus the model is incapable of

leveraging the community information to improve the load modeling.

To improve over the individual HMM regression models in [184], a mixed hidden

Markov model (MHMM) [24] is proposed to provide a joint load estimation of all customers

by modeling both the population-level and the individual effects. The individual heterogene-

ity can be captured by the individual-specific random effects in the MHMM representing

individual deviations from the population averages.

Let Lnt be the load and znt be the hidden state associated with the customer n

at time t, n = 1, . . . , N , t = 1, . . . , T . Let znt = 1 if the customer is at home and znt = 2,

if not home, making the number of total states K = 2. Let Ln denote the T -dimensional

vector of observations, i.e., load of customer n across T time points and L denote the

T ×N -dimensional matrix of load of all customers. The vectors of hidden states, zn and z,

are defined analogously. Let x be the T × Q-dimensional matrix of explanatory variables

or fixed effects. The explanatory variables include temperature (τ), exponential moving

average of the temperature of last 24 hours (τwmv), hour of the day (h), and the interaction

of temperature and hour of the day (τ ×h). To capture the non-linear relationship between

temperature and load, a 3rd-degree polynomial of temperature is used, denoted by τ , τ 2,
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and τ 3 following the proposal of Hagan and Behr [150]. Based on some empirical analysis, a

3rd-degree polynomial of the hour of the day is also used. The explanatory variable matrix

x is denoted by x =
[
τ, τ 2, τ 3, τwmv,h,h

2, h3, τ × h
]
.

A hidden Markov model (HMM) is defined as a pair of stochastic processes denoted

by {znt,Lnt}, where znt is an unobserved finite state Markov chain and the output process

Lnt is related to the latent state process znt. An MHMM extends HMMs to a regression

setting in a generalized linear mixed model framework. MHMM combines HMMs with a

linear mixed-effect regression model in a longitudinal setting and enables the incorporation

of covariates and random effects in both the conditional and/or transition model. A random

intercept model is assumed for the conditional model to allow the customers to borrow

information from each other and to simultaneously incorporate the heterogeneity across

different customers.

Several assumptions are made for the MHMM. First, the random effects are as-

sumed to follow a normal distribution and are independent of the hidden states. Sec-

ond, given the random effects, the dependence structure of the latent time series {znt}Tt=1

can be modeled by an underlying Markov chain. The transition probability from state

j to state k for customer n is denoted by γnjk = P
(
znt = k|zn(t−1) = j, zn(t−2) = l, . . .

)
= P

(
znt = k|zn(t−1) = j

)
where j, k = 1, 2 and γnjk satisfies

2∑
k=1

γnjk = 1 for each j and

n. The initial state distribution of the Markov chain is denoted by δ and the transition

matrix of all of the customers is denoted by Γ. Third, conditional on the random effects,

the n-th process, {Lnt}Tt=1, is a HMM, and observations on different processes from different

customers are independent. Therefore, given state znt, an MHMM with customer-specific
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random intercepts in the conditional model can be written as follows:

Lnt = aznt + bn + cn,zntxt + ϵnt, n = 1 . . . N, (3.2)

t = 1 . . . T, bn ∼ N
(
0, σ2

)
, ϵnt ∼ N

(
0, λ2znt

)

Here, aznt is the common state-specific intercept of all customers, xt is the vector of explana-

tory variables at time t, and cn,znt is the Q-dimensional vector of customer and state-specific

regression coefficients of explanatory variables. Both a and c are fixed effect coefficients.

Here, bn is the customer-specific random effect common to all states and follows a normal

distribution with variance σ2. The individual error term ϵnt follows a normal distribution

with state-specific variance λ2znt
. Therefore, conditional on the state znt and random effect,

the distribution of Lnt is

f (Lnt|znt, bn) ∼ N
(
aznt + cn,zntxt + bn, λ

2
znt

)
, bn ∼ N

(
0, σ2

)
(3.3)

There are a few advantages of using MHMM instead of HMM to jointly model the elec-

tric load of a community of customers. First, the random effects enter additively in the

linear predictor and thus may represent the influence of omitted covariates or individual

heterogeneity not captured by the observed covariates. Second, traditional HMM assumes

that the observations are independent given the hidden states. To meet this assumption,

an extremely large number of latent states is often required. However, in this case, the

HMM becomes uninterpretable. MHMM allows for the dependence between the longitudi-

nal observations of the same customers by means of the customer-specific random effect and
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hence provides more efficient estimates of fixed model parameters. As the number of latent

states in MHMM is not required to be large, MHMM is relatively easy to interpret. Third,

MHMM assumes that the random effects follow a common distribution which makes the

estimates of the random effect shrink towards their mean (i.e., a weighted average between

the overall mean effect and the individual effect). Thus, the estimation of individual effects

also borrows information from each other.

Borrowing information across customers as an advantage of MHMM is further

elaborated below. An advantage of joint load estimation over individual load estimation is

its ability to borrow strength across customers by obtaining estimates of parameters common

to all customers known as the fixed effect or population-level effect. In addition, MHMM

is also able to capture the individual heterogeneity of customers through the individual-

specific random effects while retaining the strength of joint load estimation. Thus, MHMM

effectively treats the customers as distinct entities but from the same general population.

Additionally, MHMM provides an estimate of the variance of the random effect distribution.

MHMMs have been successfully applied in various scientific fields, notably, for modeling

animal movement and behavior [94], lesion count in multiple sclerosis patients [24], forest

tree growth [71], and teenage driving behavior [171].

3.3.2 Estimation of MHMM by MCEM Algorithm

Traditionally, the expectation–maximization (EM) algorithm has been used to es-

timate the parameters of a HMM. The EM algorithm is an iterative method for performing

maximum likelihood estimation when some of the data are missing. Unfortunately, the

basic EM algorithm cannot be applied to MHMM directly due to the existence of random
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effects and the complex numerical integration. The Monte Carlo expectation maximiza-

tion (MCEM) algorithm is used [251] to estimate the unknown parameters of the MHMM

denoted by

Θ =
[
{ak}Kk=1 , {cnk}

n=N,k=K
n=1,k=1 ,

{
λ2k

}K
k=1

, δ,Γ, σ2
]

(3.4)

MCEM is a stochastic approximation method that is especially useful for cases where nu-

merical integration and maximization are not advised, e.g., when there is a large number of

random effects or a large number of parameters. Let Fnt = f (Lnt|znt, bn,Θ). The likelihood

for N customers can be written as:

L (Θ;L) =

∫
b

∑
z

f(L|z,b,Θ)f (z;Θ) f (b;Θ)db

=
N∏
n=1

∫
bn

{∑
zn

δzn1Fn1

T∏
t=2

γzn(t−1),zntFnt

}
f (bn;Θ) dbn

For notational convenience, the following indicator variables are defined for t =

2, 3, . . . T , untj = 1 if and only if znt = j and vntjk = 1 if and only if zn(t−1) = j and znt =

k. Defining Fntj = f (Lnt|znt = j, bn,Θ) and treating both the states of the hidden Markov

chain and the random effects as missing data, the complete data log likelihood (CDLL) can

be written as

logLc (Θ;L, z,b) =
N∑
n=1

{
log δzn1 +

T∑
t=2

log γzn(t−1),znt +

T∑
t=1

logFnt + log f (bn;Θ)

}

=

N∑
n=1


K∑
j=1

un1j log δnj +

T∑
t=1

K∑
j=1

K∑
k=1

vntjk log γnjk +

T∑
t=1

K∑
j=1

untj logFntj + log f (bn)
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The MCEM is an iterative algorithm requiring two steps at each iteration: computation of

a particular conditional expectation of the log-likelihood (E-step) and the maximization of

this expectation over the relevant parameters (M-step).

In the E-step, the expectation of the complete data log likelihood (CDLL) condi-

tional on the observed data L and parameter estimates at iteration p, Θp are calculated.

We replace the indicator variables by their conditional expectations given the observa-

tions L and the current parameter estimates Θp. The computation of the conditional

expectation of CDLL is not easy due to the high-dimensional integration. The MCEM

approximates the conditional expectation of the CDLL by a Monte Carlo method. Let

B random samples b1n, . . . , b
B
n be generated from the distribution f(bn;Θ

p). Defining

F lntj = f
(
Lnt|znt = j, bln,Θ

p
)
, the following approximation can be obtained to the con-

ditional expectation of the CDLL.

E [logLc (Θ;L, z,b|L,Θp)] (3.5)

≈
N∑
n=1


K∑
j=1

ûn1j log δnj +
∑
t=1

T
K∑
j=1

K∑
k=1

v̂ntjk log γnjk

+

B∑
l=1

T∑
t=1

K∑
j=1

ûntjh(b
l
n|Ln) logF lntj +

B∑
l=1

h
(
bln|Ln

)
log f

(
bln

)}

where ûn1j and v̂ntjk are defined in (3.12) and (3.12), respectively, and

h
(
bln|Ln

)
=

f
(
Ln|bln,Θp

)
B∑
l=1

f (Ln|bln,Θp)
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For ease of implementation of the MCEM algorithm, the forward variable is defined

as follows:

αnt

(
j, bln

)
= f

(
Ln1,...,, Lnt, znt = j|bln

)
(3.6)

The forward variable can be computed recursively by

αn1

(
j, bln

)
= δnjf

(
Ln1|zn1 = j, bln

)
(3.7)

αn(t+1)

(
k, bln

)
=

K∑
j=1

{
αnt

(
j, bln

)
γnjk (3.8)

f
(
Ln(t+1)|zn(t+1) = k, bln

)}

Similarly, the backward variable is defined as follows:

βnt

(
j, bln

)
= f

(
Ln(t+1), . . . , LnT |znt = j, bln

)
(3.9)

The backward variable can be calculated recursively by

βnT

(
j, bln

)
= 1 (3.10)

βnt

(
j, bln

)
=

K∑
k=1

{
γnjkβn(t+1)

(
k, bln

)
f
(
Ln(t+1)|zn(t+1) = k, bln

)}
(3.11)

The conditional expectation of the indicator variables ûntj and ûntj can then be

defined as follows:
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ûntj = f (znt = j|Ln,Θp) =

B∑
l=1

αnt
(
j, bln

)
βnt

(
j, bln

)
h(bln|Ln)

K∑
j=1

B∑
l=1

αnt (j, bln)βnt (j, b
l
n)h (b

l
n|Ln)

v̂ntjk = f
(
zn(t−1) = j, znt = k|Ln,Θp

)

=

B∑
l=1

αn(t−1)

(
j, bln

)
γnjkF

l
ntkβnt

(
k, bln

)
h(bln|Ln)

K∑
j,k=1

B∑
l=1

αn(t−1) (j, bln) γnjkF
l
ntkβnt (k, b

l
n)h(b

l
n|Ln)

(3.12)

To avoid numerical underflow when α and β are very small, ûntj and v̂ntjk can be calculated

using logarithms, the approximation of log(p+ q) by [101] and the log-sum-exp trick.

In the M-step, the parameters Θ are updated by maximizing the expected CDLL

in (3.5) with respect to Θ. The first, second, and fourth term of (3.5) are maximized with

respect to δ, Γ and σ2, respectively. The third term of (3.5) is maximized with respect

to c,a, and λ. Since the conditional distribution and the random effects follow a normal

distribution, closed form solutions of Θ are available.

aj =

N∑
n=1

B∑
l=1

T∑
t=1

(
Lnt − cnjxt − bln

)
ûntjh

(
bln|Ln

)
N∑
n=1

B∑
l=1

T∑
t=1

ûntjh (bln|Ln)
(3.13)
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cnj =

B∑
l=1

T∑
t=1

(
Lnt − aj − bln

)
ûntjh

(
bln|Ln

)
xt

B∑
l=1

T∑
t=1

ûntjh (bln|Ln)x2
t

(3.14)

λ2j =

N∑
n=1

B∑
l=1

T∑
t=1

(
Lnt − aj − cnjxt − bln

)2
ûntjh

(
bln|Ln

)
N∑
n=1

B∑
l=1

T∑
t=1

ûntjh (bln|Ln)
(3.15)

δnj = ûn1j , γnjk =

T∑
t=1

v̂ntjk

T∑
t=1

K∑
k=1

v̂ntjk

(3.16)

Once the MCEM algorithm converges and the parameter estimates are available, the random

effect estimates can be calculated by the expectation of bn for each customer,

b̄n =
B∑
l=1

h(bln|Ln)bln (3.17)

Then the expected load can be estimated using (3.2). The state probabilities at each time

step can be estimated by calculating the filtered probabilities of regimes for each customer.

3.3.3 PV System Performance Model and Parameter Estimation

In this subsection, the physical PV system performance model is presented first.

Then, the estimation method of the technical parameters of a solar PV system is described.

A PV system performance model, g calculates the AC output of a solar PV system

with the relevant weather data and the solar PV system specifications. The model used in

our study is based on the PV system performance modeling collaborative [337] from Sandia

National Laboratory and PVWatts from NREL [97, 98]. The inputs to the model include the
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solar PV system specifications (system nameplate DC rating in kW Pdc0, tilt angle θt and

azimuth angle θaz of the PV array, nominal efficiency of the inverter ηnom, and loss of the

PV system l), weather-related data (temperature and wind speed), and solar irradiance data

(direct normal irradiance, diffuse horizontal irradiance, and global horizontal irradiance).

The solar PV performance model has four main submodels, the radiation submodel, the

thermal submodel, the module submodel, and the inverter submodel.

The radiation submodel translates the solar irradiation data into the energy inci-

dent on the PV module cover. First, solar position algorithms [297] can be used to calculate

the sun position from the date, time, and geographic position data. The irradiance incident

on the plane of the array (EPOA) is defined as follows.

EPOA = Eb + Eg + Ed (3.18)

where Eb is the plane of the array (POA) beam component, Eg is the POA ground-reflected

component, and Ed is the POA sky-diffuse component. The sun position data, albedo,

PV array orientation, solar irradiance data, and array tracking mode are used to calculate

Eb, Eg, and Ed and hence plane of array irradiance, EPOA. The solar irradiance data is

collected from the National Solar Radiation Database (NSRDB). The physical solar model

(PSM) employed by NSRDB utilizes the cloud physical and optical properties to produce

cloudy-sky solar radiation [320]. For a fixed system, the angle of incidence is calculated

following the standard geometrical calculation. Next, to account for reflection losses on

the module cover, a correction is applied for incidence angles greater than 50o using the

polynomial correction from [337] and the transmitted irradiance, Etr is calculated.
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The thermal submodel calculates the operating cell temperature, Tc using the

total incident POA irradiance EPOA, wind speed, and ambient air temperature following

the Sandia module and cell temperature model.

The module submodel computes the DC output power Pdc by using the DC name-

plate rating Pdc0, cell temperature Tc, transmitted POA irradiance Etr, and loss of the PV

array l. The loss is modeled as a percentage of DC energy. It includes the impacts of

soiling, shading, mismatch, wiring, system age, etc. The reference cell temperature T0 is

25oC, temperature coefficient ζ is −0.5%/oC, and reference irradiance E0 is 1000W/m2.

Pdc = (1− l)× Etr
E0

Pdc0 [1 + ζ (Tc − T0)] (3.19)

The inverter submodel calculates the AC power output of the PV system Pac using Pdc.

The AC nameplate rating of the inverter (Pac0) is calculated by Pac0 = Pdc0
DC-to-AC ratio . The

nominal efficiency of the inverter ηnom is defined as the ratio of the AC nameplate rating

of the inverter Pac0 and the inverter DC rating Pdc0,inv. Then, the inverter efficiency η can

be calculated following [98] and Pac can be calculated as follows:

Pac =


Pac0 ifPdc ≥ Pdc0,inv

ηPdc ifPdc < Pdc0,inv

(3.20)

Next, the description of how to estimate the technical parameters of a solar PV system

with multiple strings of solar panels facing different directions is provided. Although most

residential houses have a single south-facing solar panel to maximize solar energy production

over the year, many houses have multiple strings of solar panels often facing south and

47



west. The west-facing solar installations may receive additional local government incentives

because they produce more energy during the peak demand hours in the late afternoon.

Our proposed solar PV system technical parameter estimation algorithm accounts for the

cases of both single and multiple strings of solar panels.

Let Φ denote a tensor of order three with dimensions N ×M ×R representing the

technical parameters of M panels of N customers. Let R denote the dimension of a single

solar panel’s parameters and gt (Φmn) denote the solar PV system’s generation at time t

based on a PV system performance model g. The technical parameters of the m-th solar

panel of the customer n is denoted by Φmn = [Pdc0, θt, θaz, ηnom, l], which includes the DC

rating, array tilt angle, array azimuth angle, nominal inverter efficiency, and loss of the PV

array, respectively. The vector Φn contains Φmn for m = 1, . . . ,M for customer n. The

inputs to the solar PV system parameters estimator are the estimated solar PV generation

Snt of a customer n for time t = 1, 2, ..., T . Solar PV system parameters are estimated by

minimizing the sum of squared error between the estimated solar PV generation Snt and

the calculated solar generation g (Φmn) from M strings of solar panels of customer n.

argmin
Φn

T∑
t=1

(
Snt −

M∑
m=1

gt (Φmn)

)2

subject to Φmin ≤ Φmn ≤ Φmax

(3.21)

where T is the time series length. Φmin and Φmax denote the lower and upper limits of the

solar PV system technical parameters. The highly nonlinear nature of the solar PV system

performance model makes (3.21) a nonlinear optimization problem, which can be solved by

an interior-point algorithm.
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3.3.4 Summary of Net Load Disaggregation Algorithm

It is proposed to disaggregate the net load measurements NL into electric load L̂

and solar PV generation Ŝ for a group of residential customers by integrating the physical

solar PV system performance model introduced in Section 3.3.3 and the statistical MHMM

introduced in Section 3.3.1 and 3.3.2. The detailed process for joint net load disaggregation

of a community of customers is shown in Algorithm 2. The MCEM estimation of the

MHMM parameters can be computationally intensive. Therefore, it is necessary to have a

good initial estimate of load L̂(0) as the starting point of the iterative algorithm. The initial

estimates for electric load L̂HMM and PV system parameters Φ̂HMM of all customers are

set to be the estimates based on the iterative algorithm with HMM regression [184].

For each iteration i, an MHMM is fitted to the estimated load L̂(i−1). There are

Ji sets of initial MHMM parameter estimates Θ
(i,j)
0 with Ji = 2 for the first iteration and

Ji = 3 for the subsequent iterations. The first and second sets of initial MHMM parameter

estimates Θ
(i,1)
0 and Θ

(i,2)
0 are obtained from fitting HMM regression to the estimated

electric load L̂
(i−1)
n of each customer n where Ψ

(i,j)
0 are the initial estimates for the HMM

regression parameters. Then, Ψ
(i,1)
0 is set to be equal to be the multiple linear regression

model parameters on L
(i−1)
n for N customers and their negatives for states k = 1, 2. To

set Ψ
(i,2)
0 , the HMM regression is run with ten sets of initial values obtained by adding

random noise to Ψ
(i,1)
0 and then choosing the initial value set that yields the maximum log

likelihood for the HMM regression. The third set of initial MHMM parameter estimates

Θ
(i,3)
0 is equal to the MHMM parameters estimated in the previous iteration Θ(i−1). Now,

the MHMM parameter estimates Θ(i,j) and the updated load estimates L̂(i,j) for j = 1 . . . Ji
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are obtained.

For the j-th set of initial value, the estimated solar PV generation is calculated

for each customer n as Ŝ
(i,j)
n = L̂

(i,j)
n −NLn. Next, the technical parameter set of M solar

PV panels of customer n, Φ
(i,j)
n is estimated by solving a constrained optimization following

(3.21). The inputs to the optimization problem include the estimated solar PV generation

Ŝ
(i,j)
n and the solar PV system performance model g. The initial solar PV system parameter

estimates is set to be equal to Φ
(i−1)
n . The solar PV generation Ŝ

(i,j)
n for each customer

n can then be updated by feeding the estimated solar PV parameters Φ
(i,j)
n into the PV

system performance model g. With the updated estimates for the load and solar generation,

the net load estimate N̂L
(i,j)
n and the average MSE of the customers’ net load E(i,j) can be

calculated for the j-th set of initial MHMM parameter estimates.

At the end of the i-th iteration, among the Ji sets of outputs, the one that corre-

sponds to the lowest average MSE of the net load E(i,j) is calculated. The corresponding

index of the initial MHMM parameter estimates is denoted as j∗. In other words, at the

end of iteration i, the following variables are updated: Ŝ(i) = Ŝ(i,j∗), Φ(i) = Φ̂(i,j∗) and

Θ(i) = Θ̂(i,j∗), and E(i) = E(i,j∗). The load estimate is then updated as L̂(i) = NL+ Ŝ(i).

The iterative algorithm continues until the average MSE of net load, E(i) converges or

the maximum number of iterations is reached. Finally, the solution that yields the lowest

average MSE for the customers’ net loads is selected.

Post-disaggregation Adjustment

To further improve the net load disaggregation algorithm, the post-disaggregation

adjustment is performed by enforcing the constraint that the electric load minus solar
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generation must be equal to the net load measurement. The following optimization problem

inspired from [193] is solved for each customer n using the disaggregated signals L̂n and

Ŝn.

argmin
Lnt,Snt

T∑
t=0

µ
(
Lnt − L̂nt

)2
+ ω

(
Snt − Ŝnt

)2

subject to Snt ≥ 0, Lnt ≥ 0, Lnt − Snt = NLnt

(3.22)

Here, µ and ω are parameters that denote the weights for the errors in the load and solar

generation estimates. µ and ω can be calculated as the inverse of the variance of the errors

of the load and solar generation estimates.

µ = 1/V ar (εLoad), ω = 1/V ar (εPV ) (3.23)

Since the load and solar PV generation data are not available, the variance of the errors is

estimated by the load and solar PV generation from steps 4 and 7 of the net load disaggre-

gation algorithm from [184] at step 1 of Algorithm 2.

3.4 Numerical Study

3.4.1 Dataset for Numerical Study

The energy data of 193 residential customers in Austin, Texas gathered by Pecan

Street Inc. [166] are used to validate our proposed net load disaggregation algorithm. The

dataset includes 15-minute interval net load, electric load, and solar PV generation data.

The tilt and azimuth angle information is not available. However, the solar panel’s DC

rating data are reported for 90% customers which can be used for validation. The study
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Algorithm 2 Algorithm for joint net load disaggregation of N customers and estimation
of their solar PV parameters

Input: A matrix of net load of customers, NL
Output: Matrices of estimates for load L̂ and solar generation Ŝ, and a tensor of PV

system parameters Φ
1: Initialize the matrix of load L̂(0) = L̂HMM with the load estimates from [184]. Initialize

the tensor of PV parameters, Φ(0) = Φ̂HMM with estimates from [184].
2: for i=1 to maxiter do
3: Determine Ji sets of initial MHMM parameter estimates Θ

(i,j)
0 . Set them equal

to HMM regression model parameters Θ
(i,j)
HMM based on L̂(i−1) with initial HMM

regression parameters Ψ
(i,j)
0 for j = 1 . . . Ji−1. Set Θ

(i,Ji)
0 = Θ

(i,Ji)
HMM if i = 1, Θ

(i,Ji)
0 =

Θ(i−1) for i > 1.
4: for j=1 to Ji do

5: Fit MHMM, f (x,Θ), to L̂(i−1) with initial parameter estimatesΘ
(i,j)
0 and calculate

Θ(i,j)

6: Update load estimates, L̂(i,j) = f
(
x,Θ(i,j)

)
7: Update solar generation, Ŝ(i,j) = L̂(i,j) −NL
8: for customers n=1 to N do
9: Determine Φn

(i,j) from Equation (3.21) using Φn
(i−1) as initial value

10: Update solar generation, Ŝ
(i,j)
n = g

(
Φn

(i,j)
)

11: Estimate net load, N̂L
(i,j)
n = L̂

(i,j)
n − Ŝ

(i,j)
n and MSE of the estimated net load,

E
(i,j)
n

12: end for

13: Calculate E(i,j) = 1
N

N∑
n=1

E
(i,j)
n

14: end for
15: Determine j∗ = argmin

j
E(i,j)

16: Update Ŝ(i) = Ŝ(i,j∗), Φ(i) = Φ(i,j∗), Θ(i) = Θ(i,j∗), and E(i) = E(i,j∗)

17: Update load estimates, L̂(i) = NL+ Ŝ(i)

18: if
∣∣E(i) − E(i−1)

∣∣ ≤ ε Break end if
19: end for
20: Determine i∗ = argmin

i
E(i)

21: Calculate L̂ = L̂(i∗), Ŝ = Ŝ(i∗), and Φ = Φ(i∗)

22: return L̂, Ŝ, and Φ
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Table 3.1: Comparison of various net load disaggregation methods

Error
Metric

Variable MHMM
(S1)

HMM
reg.
(S1)

MHMM
(S2)

HMM
reg.
(S2)

Consumer
Mixture
Model

SunDance
Model

Algorithm
by

[333]

MSE Solar 0.13 0.19 0.12 0.18 0.37 0.54 0.42
Load 0.13 0.19 0.12 0.18 0.37 0.49 0.28

MASE Solar 2.13 2.61 2.11 2.58 3.85 3.74 4.44
Load 0.43 0.48 0.42 0.48 0.74 0.81 0.56

CV Solar 0.47 0.58 0.45 0.57 0.77 0.85 0.78
Load 0.29 0.33 0.28 0.32 0.46 0.57 0.43

period is selected as 10/03/2015-10/30/2015 to compare our estimates with [76]. The solar

irradiance and weather-related data are collected with 4 × 4 km spatial and 30-minute

temporal resolutions from the National Solar Radiation Database [320]. It is converted into

15-minute interval data by linear interpolation.

The approximate longitude and latitude of Austin, Texas (30.29oN,−97.69oE) is

used as a common proxy location for all customers as their exact locations are not available.

Similarly, the same weather variables are used for net load disaggregation for all of the

customers. Since most of the residential rooftop solar PV systems use a fixed array, it

is assumed that none of the residential solar PV systems in this study have a tracking

system. Note that if the solar PV system’s tracking mode information is available, then

the incorporation of either 1-axis or 2-axis tracking in the PV system performance model

is straightforward.

3.4.2 Experimental Setup

The proposed net load disaggregation method is implemented following Algorithm

2 under two scenarios. In the first scenario, it is assumed that every customer’s solar PV
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system only has one string of solar panels, which means M = 1 and the number of solar PV

technical parameters R = 5. In the second scenario, it is recognized that in the Pecan Street

dataset, 71 out of 193 customers have two strings of solar panels facing different directions.

Thus, it is assumed that these customers have two solar panels with potentially different

DC ratings but the same tilt angle, nominal inverter efficiency, and loss. In this scenario

M = 2 and R = 7. The rest of the customers have a single string of solar panels. Note that

the data indicating one or two strings of solar panels may be erroneous. Thus, the estimated

total effective DC sizes for the 71 customers [184] is compared for both one and two strings

of solar panel installation assumption. If the difference between the outputs under the two

assumptions is significant, then it is still assumed that the customer has a single string

of solar panels. This is because customers often have larger solar panels installed on the

main roof. The secondary roof usually can only support smaller solar panels. Thus, the

difference between the total estimated DC ratings of solar PV systems is typically not

significant. When a large difference occurs, it might suggest that the proposed iterative

algorithm with two strings of solar panels setup has converged to a local optimum. This is

possible given that the dimensionality of the search space is much larger for the two-string

setup. Therefore, when a large difference in the DC size estimates is encountered, a single

string of solar panels is assumed. Finally, 64 out of 71 customers are identified to have two

strings of solar panels.

To strike a balance between computational efficiency and accuracy, the number of

random samples B of the MCEM is selected to be 500. The tolerance for the convergence

of the MCEM algorithm is set as ϵ′ = 0.001. The initial parameter estimates of the MHMM
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are obtained from fitting the HMM regression [184] to the individual customer’s electric

load data. Note that, the HMM regression is fitted using the EM algorithm [239] instead of

MS regress package [286] to make the parameter estimation procedure comparable to the

MCEM algorithm.

The feasible ranges of solar PV parameters Pdc, θT , θaz, ηnom, and l are set as

1-15 kW, 5o − 50o, 0o − 360o, 0.92− 0.99 and 9%− 40%, respectively [184, 336, 246]. The

DC-to-AC ratio is fixed at 1.1. When testing the benchmark algorithm to perform net

load disaggregation for individual customers with HMM regression [184], 8 initial solar PV

system technical parameter sets are chosen for the single string of solar panel scenario by

gradually increasing Pdc0 in 7 steps from 1 kW to 8 kW. The other initial parameters were set

at their most common values [θT , θaz, ηnom, l] = [25o, 180o, 0.96, 14%]. For the scenario with

two strings of solar PV panels, 64 initial PV parameter sets are obtained by enumerating

the two DC sizes from 1 to 8 kW. The initial estimates for θaz are set at 180o and 270o.

The tolerance for the convergence of Algorithm 2 is set as ε = 0.001. The performance

of the proposed and benchmark algorithms is evaluated with three commonly used error

metrics: mean squared error (MSE), mean absolute squared error (MASE), and coefficient

of variation (CV) [184].

3.4.3 Result and Analysis

In this section, the performance of our proposed Algorithm 2 is compared with

four other state-of-the-art net load disaggregation algorithms including our earlier work

[184] that uses HMM regression for individual load estimation. In addition, the benefits of

considering multiple strings of solar panels facing different directions are also evaluated in
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the numerical study.

Comparison with state-of-the-art net load disaggregation algorithms

The four state-of-the-art benchmark net load disaggregation algorithms are as

follows: the unsupervised consumer mixture model [76], the SunDance algorithm [74], the

algorithm proposed in [333], and our earlier behind-the-meter solar generation estimation

work that uses HMM regression to model individual customer’s electric load. The details

of the experimental setup of the consumer mixture model and the SunDance model can be

found in [184]. Since method C yields the best results among the four methods proposed

in [333] for this dataset, it is used as one of the benchmarks. This method assumes electric

load to be piecewise constant and models the solar PV generation by a linear combination

of the solar irradiance.

The MSE, MASE, and CV for the load and solar generation estimates of the

proposed algorithm and the four benchmark algorithms are reported in Table 3.1. As shown

in the table, our proposed algorithm which seamlessly integrates the physical solar PV

system performance model with statistical MHMM significantly outperforms all benchmark

algorithms. Our proposed method reduces the MSE of the solar PV generation estimates by

67% and 33% from the consumer mixture model [76] and our earlier work that uses HMM

regression [184] respectively.

There are two reasons why our proposed algorithm yields better results. First, the

high fidelity physical PV system performance model incorporated in our proposed algorithm

can better capture the nonlinear relationships between the solar PV generation, solar PV

system specifications, and weather data. Second, MHMM is better suited to emulate the
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Figure 3.2: Comparison of disaggregated load and solar PV generation with actual values
for a customer from 10/11/2015 to 10/12/2015

customers’ energy behavior in different regimes. This is especially evident during the low

load periods when the customer may be absent as depicted in Fig. 3.2. As shown in Fig.

3.2, the MHMM follows the actual load much more closely than the benchmark algorithms

during the low load periods, which leads to better solar PV generation estimation. There-

fore, the comparative advantage of our proposed model is more pronounced for customers

who are absent from home for a long period. In the numerical study, 24 out of 193 cus-

tomers are suspected to be absent from their residence for an extended period. For these

customers, our proposed model with MHMM regression reduces the MSE by 71% compared

to the consumer mixture model.
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Comparison between MHMM and HMM regression

The proposed net load disaggregation algorithm with MHMM outperforms the

algorithm with HMM regression by 33% in terms of MSE of load estimates. The MHMM

provides a more accurate estimation of load compared to the HMM regression. The proposed

net load disaggregation method is an iterative method that estimates the load and PV

generation parameters in turn. An improved load estimate at step 6 of the algorithm

leads to an improved estimate of solar PV technical parameters, which in turn leads to an

improved solar PV generation estimate. Our proposed net load disaggregation algorithm

with MHMM outperforms the algorithm with HMM regression by 33% in terms of MSE of

solar PV generation estimates.

The improved load estimate by MHMM can be attributed to the following factors.

First, MHMM jointly models the electric load of customers in a community while capturing

the individual heterogeneity by incorporating the individual-specific random effects. Sec-

ond, MHMM provides a more efficient estimation of the fixed model parameters. Third,

MHMM enables information sharing by the population-level effect and the random effects

components that follow a normal distribution with a common variance. As a result, it can

be observed in this study that the algorithm with MHMM yields a more pronounced im-

provement for customers with unreliable intercept estimates in the HMM regression. The

MHMM corrects such problems by moving these outliers toward the mean intercept. As

shown in Fig. 3.3, the histogram of the intercepts from the HMM regression is skewed to

the right with 54 customers having a very large intercept (> 1). The intercept estimates of

the MHMM for these customers have been shifted toward the mean. The improvement in
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MSE of solar PV generation estimates is 50% for these customers and only 29% for the rest

of the customers.

The histograms of the MSE of the solar PV generation estimate for the algorithms

with HMM regression and MHMM are shown in Fig. 3.4. It can be observed that the

percentage of customers with lower MSE of solar PV generation estimates from the algo-

rithm with MHMM is much higher than that from the algorithm with HMM regression. For

example, the percentage of customers with MSE of solar PV generation estimates smaller

than 0.1 kW is only 29% for the algorithm with HMM regression. By adopting the proposed

algorithm with MHMM, this percentage increases to 45%.

The net load disaggregation algorithm with both HMM regression and MHMM

provides accurate solar PV generation estimates both on sunny and cloudy days. In this

study, October 21 to October 26 are cloudy days with low DNI. The average MSE of solar

PV generation estimates is 0.10 KW for the algorithm with MHMM. The average MSE of

solar PV generation estimates is 0.12 KW for the algorithm with HMM regression. For

both algorithms, the MSE for the cloudy days is lower than the overall average MSE. As

shown in Fig. 3.6, the PV generation estimates of the customer with the median MSE of

solar PV generation from HMM regression and MHMM closely follow the actual solar PV

generation.

Advantage of modeling multiple strings of solar panels

By considering the possibility of having multiple strings of solar panels facing

different directions, our proposed algorithm in scenario 2 further improves the estimation

accuracy when compared to scenario 1. This modeling flexibility better captures the physical
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Figure 3.3: Histogram of the intercepts from the HMM regression (left, std = 0.49) and the
MHMM(right, std = 0.14)
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Figure 3.4: Histogram of the MSE of solar PV generation estimates for the HMM regression
(left) and the MHMM (right)

configurations of real-world solar PV systems. As shown in Table 3.1, a 7% reduction in

MSE of the solar generation estimates is achieved in scenario 2 over scenario 1.

Accuracy of the PV array technical parameters

The ground truth tilt and azimuth angle of the solar PV installations are not

available. The DC rating of solar PV panels is available for 90% of the customers. The

performance of the proposed model in estimating the DC size of the solar PV systems is

illustrated in Fig. 3.5. As shown in Fig. 3.5, the estimated solar DC ratings and the actual

are quite similar. The MAPE of the estimated solar DC ratings is 20% for the algorithm

with HMM regression and 18% for the algorithm with MHMM.
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Figure 3.5: Comparison of true and estimated DC rating of PV array

Computation time and scalability

The computation time for the net load disaggregation algorithm with MHMM is

6 minutes per hour of net load data using an Intel core i9 processor. The computation

time is measured for the case where the number of initial MHMM parameters Ji is 3. The

number of random samples B equals 500. The tolerance for the convergence of the MCEM

algorithm ϵ′ is set as 0.001 and the number of customers is 193. However, 45% time is

spent on solving the HMM regression problem which is used as initial parameters for the

MHMM at step 3 of Algorithm 2. This process can be parallelized to save computation time

since the HMM regression is estimated for each customer separately. To perform net load

disaggregation for a large number of customers, one could first separate all customers into

different communities based on geographical location. Then the net-load disaggregation

problem can be solved for different communities in parallel, which makes the proposed
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Figure 3.6: Comparison of disaggregated solar PV generation with actual values for the
customer with median MSE of solar PV generation for the cloudy days from October 18 to
October 23

algorithm extremely scalable.

3.5 Chapter Summary

An unsupervised algorithm is developed to disaggregate the observed net load

signals of a group of residential customers with behind-the-meter solar PV systems into

unknown solar PV generation and electric load. The iterative algorithm synergistically

combines a physical PV system performance model for individual solar PV generation esti-

mation with a statistical mixed hidden Markov model for joint load estimation. The mixed

hidden Markov model not only models the general load consumption behavior of the entire

community but also captures the individual differences with the random effects. Further-

more, the high fidelity PV system performance model considers real-world configurations

with multiple strings of solar panels facing different directions. These technical advance-

ments result in a significant reduction in the estimation error of the solar PV generation

from the state-of-the-art net load disaggregation algorithms. Once the estimated solar PV

systems’ technical parameters are obtained with the proposed algorithm, online estimation

of behind-the-meter solar PV generation becomes feasible with real-time solar irradiance
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data.
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Chapter 4

Reinforcement Learning-based

Smart Inverter Control with Polar

Action Space in Power

Distribution Systems

4.1 Introduction

Solar photovoltaics (PV) is projected to constitute 46% of total renewable gener-

ation by 2050, increasing from only 13% in 2018 [103] due to a rapid drop in cost [376].

However, solar energy is highly intermittent due to cloud cover and shading, fluctuating

up to 15% of their nameplate ratings within one-minute intervals [370]. The increasing

solar PV penetration in power distribution networks poses serious operational challenges,
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particularly in maintaining an appropriate feeder-wide voltage profile.

To keep the feeder voltage profile in a reasonable range, conventional Volt-VAR

control (VVC) determines the optimal hourly set points for voltage regulating devices such

as voltage regulators, on-load tap changers (OLTCs), and capacitor banks. However, these

voltage regulating devices are slow operating mechanical equipment and are insufficient to

adapt to distribution systems with fast and significant voltage fluctuations due to high solar

PV penetration. Chronic voltage fluctuations can also lead to frequent operations of voltage

regulating devices which will shorten their life cycles and increase maintenance costs [254].

To mitigate frequent voltage variations in distribution feeders with high solar PV

penetration, smart solar PV inverter-based VVC has been studied. Smart inverters provide

fast and continuous active and reactive power control with low operational costs. Besides,

they support two-way communications, which allow remote control systems to change in-

verter setpoints. This opens up considerable opportunities for utilities to integrate dis-

tributed solar PV systems into the VVC framework. The IEEE 1547a-2020 standard allows

smart inverters to participate in grid voltage regulation [18].

Previous studies on inverter control consider varying the reactive power genera-

tion of solar PV systems using centralized [111, 405, 393], distributed [355, 88, 264, 28], or

local control approaches [353, 175, 109]. Centralized and distributed control solve an opti-

mal power flow (OPF) problem to determine the inverter reactive power generation. Local

control approaches calculate the reactive power generation using droop control. However,

controlling only reactive power may yield low feeder power factors and cause high network

currents. In fact, smart inverters can also curtail solar PV systems’ active power generation
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to regulate feeder voltage [351, 352]. An optimization-based centralized approach is devel-

oped to determine both active and reactive power setpoints for smart inverters of solar PV

systems in [87].

Recently, researchers have been developing two-timescale model-based VVC by

supplementing the conventional slow timescale VVC with fast timescale smart inverter

control [300, 112, 396, 218]. References [112] and [396] formulate the VVC as an OPF

problem and propose to solve it using centralized optimization. The controllable devices on

the slow timescale include capacitor banks [396, 112] and OLTCs [396, 218].

The model-based optimization approaches [130] rely on accurate and complete dis-

tribution network topology [375, 120] and parameter information [374]. However, the sec-

ondary feeders’ phase connection information is usually not accurate [121]. To address these

problems, researchers have developed data-driven control approaches for slow timescale

VVC problems [371, 393, 397, 368] and fast timescale smart inverter control problem [219]

using reinforcement learning (RL) algorithms. A two-timescale VVC framework is devel-

oped in [400]. For the slow timescale, deep Q-learning is used to determine the switching

schedule of capacitors. For the fast timescale, an optimization-based approach is adopted

to control the smart inverters. Many existing data-driven approaches need accurate line

parameters and power injections at every bus which might not be available in real-time

operations [394].

There are two main drawbacks of the existing data-driven VVC framework involv-

ing smart inverters. First, the existing approaches only consider changing the reactive power

setpoints of smart inverters [219] and ignore the fact that active power could be curtailed
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for solar PV systems during certain circumstances. Second, the primary feeders’ model is

much more reliable than that of the secondary feeders. Thus, in the two-timescale VVC

framework, the fast timescale control involving smart inverters in the secondary feeders

should be data-driven and the slow timescale control involving the primary feeder can be

handled with a model-based approach.

In this chapter, we fill the knowledge gap by developing a two-timescale data-

driven Volt-VAR control method, which does not rely on secondary feeder information.

Note that our method still requires knowledge of the primary feeder, which is often readily

available. Furthermore, we design a polar action space set up to jointly determine the

active and reactive power setpoints of smart inverters. Specifically, on the slow timescale,

a centralized optimization-based approach is adopted to determine the tap positions of

voltage regulators, OLTCs, and switchable capacitor banks. On the fast timescale, a deep

deterministic policy gradient (DDPG)-based algorithm is employed to determine the set

points of real and reactive power of smart inverters.

The unique contributions of this chapter are:

• We develop a reinforcement learning-based two-timescale VVC for distribution net-

works without requiring secondary feeders’ topology or parameter information.

• We design a polar action space for reinforcement learning-based smart inverter control.

This design allows joint determination of real and reactive power setpoints while

explicitly enforcing the maximum power capability constraint.

• The degradation costs of the SIs are modeled in the sequential decision-making process

of the VVC problem.
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The rest of the chapter is organized as follows. Section 4.2 presents an overview of

the two-timescale VVC problem. Section 4.3 discusses the problem formulation of the slow

timescale VVC and fast timescale smart inverter control. Section 4.4 presents the proposed

two-timescale VVC algorithms. Section 4.5 shows the numerical study results. Finally,

Section 4.6 states the conclusions.

4.2 Two-timescale VVC Framework

We consider a power distribution system with both conventional voltage regulating

devices and smart inverters. The smart inverters control the real and reactive power set-

points of solar PV systems. A generic power distribution network being modeled is shown in

Fig. 4.1. The overall framework of the two-timescale VVC is shown in Fig. 4.2. In the slow

timescale VVC, the optimal tap positions and switching schedules of the voltage regulator,

OLTCs, and capacitor banks are determined using a centralized optimization-based method

on an hourly basis τ . Within each hour, the tap and switching positions of these voltage

regulating devices are kept fixed. The technical method of the slow timescale VVC is dis-

cussed in detail in Subsection 4.3.2. In the fast timescale VVC, the real and reactive power

setpoints of smart inverters are determined every minute t to mitigate voltage violations

caused by rapid fluctuations in the maximum potential output of solar PV systems. The

smart inverter dispatch schedule is determined by the deep deterministic policy gradient

algorithm which does not rely on an accurate secondary feeder model. The fast timescale

VVC problem using smart inverters is formulated in Section 4.3.3.
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Figure 4.1: Diagram of a typical power distribution network with voltage regulating devices
and smart inverters.

4.3 Problem Formulation

4.3.1 Problem Setup

Let us consider a radial distribution feeder of N buses represented by G := (N ,L).

Here, N := {1, . . . , N} is the collection of all nodes and L := {(m,n) ⊂ N ×N} is the

collection of edges representing distribution line segments. Let rij and xij be resistance and

reactance of the distribution line between node i and j. We assume that the distribution

network is relatively balanced.

Let vi denote the complex voltage phasor at node i for i ∈ N and ui denote the

square of the corresponding voltage magnitude. Let Iij be the complex current flowing

from node i to node j and ℓij be the square of the corresponding current magnitude. Let

Pij and Qij be the real and reactive power flowing over the line connecting nodes i and j.

69



t=2 t=Tt=1t=Tt=Tt=2t=1

τ=1 τ=2 τ=𝒯

DDPG based per minute real and reactive power 
control of smart inverters

Two 
timescale 

VVC

Optimization based hourly dispatch of traditional VVC 
devices

Slow 
timescale

Fast 
timescale

Figure 4.2: The overall framework for two-timescale VVC

Let pgi and qgi be the real and reactive power generation from the smart inverter connected

solar PV system at node i, and pci and q
c
i be the real and reactive power demand at node i.

Let pGi and qGi be the total real and reactive power generation respectively at node i from

the smart inverter connected solar PV systems and switchable capacitors. Let pi + jqi be

the net complex power injection at node i where pi := pGi − pci and qi := qGi − qci . Let p̄git

be the available solar PV production at time t for smart inverter i, which is determined

by solar irradiance and the smart inverters’ nameplate capacity S̄i. At any time t, the

real and reactive power generation from smart inverters, electric demand pgit, q
g
it, p

c
it, q

c
it, and

the settings of voltage regulators, OLTCs, and capacitor banks determine the voltages and

power flows on the distribution network.
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4.3.2 Slow Timescale VVC Using Voltage Regulation Devices

For the slow timescale VVC subtask, the controllable devices include voltage reg-

ulators, OLTCs, and switchable capacitor banks. Voltage regulators are typically placed

at the reference bus. Each of the voltage regulators and OLTCs has K tap positions with

a step size of Creg and Ctsf corresponding to the change in turns ratios. The series and

shunt impedance of the voltage regulating devices can be neglected since their values are

very small. Switchable capacitor banks are installed at different locations on the feeder to

provide local voltage support. Let qcapi be the reactive power generation from the capacitor

bank. Let tapregτ and taptsfτ , and tapcapτ indicate the tap position of the voltage regulators,

OLTCs, and the switch status of the capacitor banks respectively at time τ .

For the slow timescale VVC subtask, the reactive power setpoints of smart inverters

are assumed to be 0. Thus, qGjτ = qcapjτ at every node j. The objective of the slow timescale

VVC is to minimize the sum of line loss Cerijℓijτ and voltage deviation cost CV (uiτ − 1)2

at the beginning of each hour τ , where Cv and Ce are voltage deviation cost ($/volt) and

electricity price ($/MWh) respectively. The slow timescale VVC is formulated as a mixed-

integer nonlinear programming (MINLP) problem as follows. Note that such formulation
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might not be a feasible approach as the size of the distribution network grows.

min
X

∑
(i,j)∈L

Cerijℓijτ +
∑
i∈N

Cv (uiτ − 1)2 (4.1)

s.t. Pijτ =
∑

k:(j,k)∈L

Pjkτ + rijℓijτ + pcjτ − p̄gjτ (4.2)

Qijτ =
∑

k:(j,k)∈L

Qjkτ + xijℓijτ + qcjτ − qcapiτ (4.3)

ujτ/a
2
ijτ = uiτ − 2 (rijPijτ + xijQijτ ) +

(
r2ij + x2ij

)
ℓijτ (4.4)

u1τ =
(
uref + tapregτ × Creg

)
(4.5)

ℓijτ =
P 2
ijτ +Q2

ijτ

uiτ
, ∀ (i, j) ∈ L (4.6)

X :=
(
Pτ ,Qτ ,uτ , ℓτ , tap

reg
τ , taptsfτ , tapcapτ

)
(4.7)

where aijτ = 1+ taptsfτ ×Ctsf if there is an OLTC on branch (i, j) and aijτ = 1 otherwise.
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4.3.3 Fast Timescale VVC by Smart Inverters

Smart Inverter Control Strategies

A solar PV inverter has a maximum apparent power capability S̄i > max (p̄git).

There are three operational strategies for smart inverters:

Reactive Power Control Strategy If the i-th solar PV inverter allows reactive power

control only, then the set of its operating points FRPCi is defined as:

FRPCi :=

{
(pgit, q

g
it)

∣∣∣pgit = p̄git, |q
g
it| ≤

√
S̄2
i − (p̄git)

2

}

Under this control strategy, the active power output is the available solar PV generation, and

the reactive power output is limited by the inverter rating. The set FRPCi is represented

by the vertical line segment in Fig. 4.3(a). If the inverter is not oversized, then the

smart inverter can not provide reactive power compensation when p̄git = S̄i. With oversized

inverters, the entire inverter rating can be utilized to supply reactive power when no active

power is produced.

Real and Reactive Power Control with Rectangular Operating Space Under

this control strategy, smart inverters are allowed to adjust both active and reactive power.

However, the reactive power compensation is limited by the inverter rating and available

solar PV production p̄git at time t with q̄gRit =
√
S̄2
i − (p̄git)

2. Thus, the smart inverter

operating space is a rectangle as shown in Fig. 4.3(b). The set of possible operating points
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of the smart inverter is given by:

FRPCRi :=
{
(pgit, q

g
it)

∣∣∣0 ≤ pgit ≤ p̄git, |qgit| ≤ q̄gRit }

Under this control strategy, when 0 ≤ pgit < p̄git, active power curtailment takes place. The

amount of real power curtailment pCit equals p̄
g
it − p

g
it.

Real and Reactive Power Control with Polar Operating Space Under this strat-

egy, solar PV inverters are allowed to adjust both active and reactive powers. The reactive

power compensation is limited by the inverter rating and the actual solar PV production

pgit at time t as in q̄gPit =
√
S̄2
i − (pgit)

2, which makes the inverter operating space a curtailed

semi-circle as shown in Fig. 4.3(c). Here, q̄gPit > q̄gRit when active power curtailment take

place, i.e. pgit < p̄git. Consequently, the set of possible operating points is given by

FRPCPi :=
{
(pgit, q

g
it)

∣∣∣0 ≤ pgit ≤ p̄git, |qgit| ≤ q̄gPit }

Optimization based Fast Timescale Inverter Control

If the power distribution network model is complete and accurate, the optimal

setpoints of smart inverters can be found by solving the following optimization problem at

every time slot t within each interval τ . In addition to minimizing line loss and voltage

deviation, the active power curtailment cost Cc |p̄git − p
g
it| of each inverter is minimized where

Cc is the active power curtailment cost $/MWh. By relaxing the nonconvex quadratic

equality constraint (4.13), the optimization problem can be converted to a Second Order
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Cone Program (SOCP) defined over a convex feasible set [401]. Our numerical study shows

that the non-zero duality gap issue [272] does not occur, which confirms the global optimality

and exactness of the optimization-based benchmark.

min
X

∑
(i,j)∈L

Cerijℓijt +
∑
i∈N

[
Cv (uit − 1)2 + Cc |p̄git − p

g
it|
]

(4.8)

s.t Pijt =
∑

k:(j,k)∈L

Pjkt + rijℓijt + pcjt − pgjt (4.9)

Qijt =
∑

k:(j,k)∈L

Qjkt + xijℓijt + qcjt − qgjt − q
cap
jτ (4.10)

ujt/a
2
ijτ = uit − 2 (rijPijt + xijQijt) +

(
r2ij + x2ij

)
ℓijt (4.11)

u1t =
(
uref + tapregτ × Creg

)
(4.12)

ℓijt =
(
P 2
ijt +Q2

ijt

)
/uit, ∀(i, j) ∈ L (4.13)

0 ≤ pgit ≤ p̄
g
it,−q̄

g
it ≤ q

g
it ≤ q̄

gP
it ∀i ∈ N (4.14)

X := (Pt,Qt,p
g
t , q

g
t ,ut, ℓt) (4.15)

Note that the tap position variables aijτ , q
cap
jτ , and tapregτ are taken from the last interval

of the slow timescale VVC. In the future, we plan to further enhance the model predictive

control (MPC)-based fast timescale VVC algorithm by taking the inverter degradation into

account. This makes the baseline algorithm more consistent with the proposed reinforce-

ment learning-based algorithm.
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4.4 Two-timescale VVC using DDPG

4.4.1 Fast Timescale VVC as a Markov Decision Process

We briefly review the basics of the Markov decision process (MDP). An MDP

can be defined as a tuple consists of a state space S, an action space A = ℜM (M is the

dimension of the action space), an initial state distribution p (s1), a transition probabil-

ity p (st+1|st, at), and a reward function R : S × A ∈ ℜ. The agent interacts with the

environment E according to some policy µ : S → A to generate trajectories of the form

s1, a1, r1, . . . , st, at, rt, . . . , sT , aT , rT , where rt = R(st, at). The return from a state is de-

fined as the sum of discounted future reward Gt =
∑T

i=t γ
(i−t)R (si, ai) with a discounting

factor γ ∈ [0, 1]. The goal is to learn a policy which maximizes the expected return from

the initial state J = Es∼p(s1)Eµ[Gt|s1 = s].

To formulate the fast timescale VVC problem as an MDP, the distribution system

operator or controller is treated as the agent and the distribution network is treated as the

environment. We define the state, action, and reward function as follows:

State The state consists of real and reactive power injection of inverters pgt , q
g
t , and loads

pct , q
c
t at relevant nodes at time t, solar PV production potential of the inverters deter-

mined by solar irradiance and technical parameters of the respective PV systems p̄gt , volt-

age magnitude at each bus |vt|, and current tap positions of voltage regulating devices

tapreg, taptsf , tapcap.

Action In the VVC strategy adopted in this chapter, the smart inverters are allowed to

adjust both active and reactive power outputs. The active power provided by the smart
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inverter i can be expressed by pgit = app̄
g
it where ap ∈ [0, 1] is a variable in the action space.

It regulates the amount of active power curtailment.

Under the strategy with rectangular action space shown in Fig. 4.3(b), the reactive

power injected/absorbed by inverter i is limited by the active power capacity of the inverter.

It can be expressed by |qgit| ≤ q̄gRit where q̄gRit =
√
S̄2
i − (p̄git)

2. We rewrite the equation as

qgit = aq q̄
gR
it , where aq ∈ [−1, 1] is another variable in the action space. It controls the

reactive power set point of the inverter.

Under the control strategy with polar action space shown in Fig. 4.3 (c), the

reactive power injected/absorbed by inverter i is limited by the active power provided by

inverter. It can be expressed by |qgit| ≤ q̄gPit where q̄gPit =
√
S̄2
i − (pgit)

2. We rewrite the

equation as qgit = aq q̄
gP
it where aq ∈ [−1, 1].

Reward The reward received by the reinforcement learning agent consists of four terms as

shown in (4.16): line loss, voltage violations, active power curtailment cost, and the inverter

degradation cost. The line losses, voltage deviation losses, and the active power curtailment

cost are formulated in the same way as in Section III-C. The inverters include power switch-

ing devices such as insulated gate bipolar transistors (IGBTs) and diodes. Change in the

real and reactive power injection by the smart inverters leads to temperature swings in the

switching components which can cause additional thermal stresses, ultimately leading to a

reduction of the inverter lifetime. Therefore, we model the inverter degradation cost pro-

portional to the change in the real and reactive power levels of the inverter in consecutive

time steps. Let CI be the inverter degradation cost ($/W change in inverter real power

and $/VAR change in inverter reactive power) and Nr be the nodes with inverters, then the
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inverter degradation cost is expressed by dt =
∑

i∈Nr
CI

(∣∣∣pgi(t+1) − p
g
it

∣∣∣+ ∣∣∣qgi(t+1) − q
g
it

∣∣∣).
The reward at time t then can be written as follows:

rt = −
∑

(i,j)∈L

Cerijℓijt−
∑
i∈N

Cv (uit − 1)2

−
∑
i∈Nr

Cc |p̄git − p
g
it| − dt (4.16)

4.4.2 Deep Deterministic Policy Gradient

The fast timescale VVC by smart inverters has a continuous and high dimensional

action space. In addition, the complete distribution feeder parameters are not always avail-

able. Thus, we adopt the deep deterministic policy gradient (DDPG) algorithm [224], a

model-free approach, to solve the fast timescale VVC problem. DDPG is an off-policy deep

reinforcement learning algorithm with the actor-critic architecture and function approxima-

tors. As such, both policy and value functions are approximated by deep neural networks.

The actor-network maintains a deterministic policy µ using a neural network parameter-

ized by θµ. The input of the neural network is the state s and the output is a deterministic

continuous action a = µ (s|θµ). To ensure exploration, noise sampled from a noise process

η, e.g., an Ornstein-Uhlenbeck process [360] is added to the output: µ′ (st) = µ (st|θµt ) + η.

The critic network approximates the corresponding Q function of the policy using the neural

network parameterized by θQ. To improve the stability of learning, two target networks

Q′
(
s, a|θQ′

)
and µ′

(
s|θµ′

)
are introduced to provide stable learning targets. As such, the

update equations of the network are not interdependent on the values calculated by the

network itself and therefore are not prone to divergence.
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To further stabilize the training process, the experience tuples (st, at, rt, st+1) are

stored in a replay buffer. Then, random mini-batches of experience are sampled from the

replay buffer while updating the value and policy networks. Since the target policy is

deterministic, the Bellman equation can be expressed as follows:

Qµ (st, at) = E [R (st, at) + γ [Qµ (st+1, µ (st+1))]] (4.17)

The training of the critic network is based on minimizing the following loss function using

batches of experiences with Nm number of transitions.

L =
1

Nm

∑
i

(
yi −Q (si, ai) |θQ

)2
(4.18)

yi = R (si, ai) + γQ′
(
si+1, µ

′
(
si+1|θµ

′
)
|θQ′

)
(4.19)

The parameters of the actor network are updated using the critic network and the policy

gradient algorithm with batches of experience with Nm transitions.

∇θµJ ≈
1

Nm

∑
i

∇aQ
(
s, a|θQ

)
|s=si,a=µ(si)∇θµµ (s|θµ) |si (4.20)

4.4.3 Summary of the Two-timescale VVC Algorithm

First, the slow timescale control problem is solved for each hour τ using (4.1)-(4.7)

to determine the tap positions of the voltage regulators, OLTCs, and switchable capacitor

banks. Within the interval τ , the switching decisions of these devices are kept fixed. Now,

the fast timescale control of the smart inverters is performed for each time segment t within
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Algorithm 3 Two-timescale Volt-VAR Control scheme

Input: Initialize actor network parameters θµ, critic network parameters θQ, and empty
replay buffer D. Initialize a random process η for action exploration

1: Initialize target network parameter θµ
′ ← θµ, θQ

′ ← θQ

2: for t = 1 . . . T × T do
3: Fix the tap positions of the conventional voltage regulating devices at the solution

obtained from (4.1)-(4.7) at the corresponding hour τ
4: Obtain load, solar PV generation and voltage magnitude information at time t to

form state vector st.
5: Feed the state vector into the actor network to generate suggested actions, i.e., the

real and reactive power outputs of inverters. Select action at = µ (st|θµ)+ηt according
to current policy and exploration noise.

6: Execute at in the environment.
7: Gather information for the next state st+1. Calculate the reward rt.
8: Store (st, at, rt, st+1) in replay buffer D
9: Randomly sample a batch of Nm transitions from D, B = {(si, ai, ri, si+1)}

10: Compute target yi using (4.19)
11: Update Q-function by minimizing loss in (4.18)
12: Update policy by one step of gradient ascent using (4.20)
13: Update target networks with θQ

′
= ρθQ + (1− ρ)θQ′

and θµ
′
= ρθµ + (1− ρ)θµ′

14: end for

τ . The corresponding distribution system voltage at each bus along with the load and PV

generation and time stamp data is utilized to assemble the state vector st for the DDPG

training. The state vector is provided to the agent which generates the suggested actions,

i.e., the real and reactive power outputs of the inverters. The suggested actions are executed

in the environment and the agent gathers the state variables from the environment which

transitions to the next time period st+1. The transition (st, at, rt, st+1) is stored. The

actor and critic network is updated following Section 4.4.2 utilizing target network and

experience replay till the terminal state is reached. After completing the training, the

trained DDPG agent can be utilized to determine the real and reactive power setpoints of

the smart inverters for the fast timescale VVC. The detailed process for the two-timescale
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VVC is shown in Algorithm 1.

4.5 Numerical Study

The performance of the proposed two-timescale VVC in Algorithm 1 is tested on

a modified IEEE 34 node test feeder.

4.5.1 Simulation Setup

As shown in Fig. 4.1, the IEEE 34-bus test feeder has a voltage regulator at node

800. There are two OLTCs connecting node 814 to node 850 and node 852 to node 832

respectively. Two capacitors are placed at node 844 (100 kVar) and node 847 (150 kVar).

Three solar PV systems with nameplate capacity 22 KW, 67 KW, and 133 KW are added to

the feeder at the nodes 840, 862, and 838 respectively. The inverters are not oversized. The

solar PV penetration level of the feeder is 120%. To illustrate the algorithm’s capability

for active power curtailment and reactive power absorption under low load and high PV

production conditions, we double the line impedances so that the benefits of active power

curtailment and reactive power absorption are more pronounced.

All voltage regulators and on-load tap changers have 11 tap positions, which cor-

respond to turns ratios ranging from 0.95 to 1.05. The capacitors can be switched on/off

remotely and the number of ‘tap positions’ is treated as 2. In the initial state, the turns

ratios of voltage regulators and on-load tap changers are 1 and the capacitors are switched

off. The electricity price Ce is assumed to be $40/MWh. The operating cost per tap change

is set to be $0.1 for all devices. The penalty coefficient CV is set as $1/volt. The inverter
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degradation cost CI is set to be $0.04/MW . One year of energy consumption and solar

PV generation data from Austin, Texas in 2019 is obtained from the Pecan Street Dataset

[166]. The solar PV generation data is scaled according to the corresponding nameplate

capacity of the solar PV systems. Five weeks of data from the 9th to 13th week is used

for training, in which the agent interacts with the environment and updates its policy and

value networks. One week of data for week 14 is used for out-of-sample testing, in which

the trained reinforcement learning agent takes control actions without further updating its

neural networks.

4.5.2 Setup of the Benchmark and Our Proposed Algorithms

Under the model-free reinforcement learning-based control framework, we compare

our proposed DDPG-based smart inverter control with polar action space with two other

benchmark reinforcement learning algorithms, which have a reactive power control strategy

and a real and reactive power control strategy with a rectangular operating space, respec-

tively. We consider the following three baseline control scenarios under the model-based

control assuming the accurate and complete distribution network model is available.

1. Baseline 1: No Volt-VAR control is executed.

2. Baseline 2: Only slow timescale VVC is executed following the method in Section

4.3.2. The smart inverters operate at unity power factor with no reactive power

injection/absorption or active power curtailment.

3. Baseline 3: Slow timescale VVC is executed following the method in Section 4.3.2.

The smart inverters are controlled following the method in Section 4.3.3.
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Table 4.1: Hyperparameter settings for DDPG

Parameters Value

Size of hidden layers (512, 512)
Activation function ReLU
Batch size 100
Discount factor 0.99
Learning rate actor and critic
network

0.0001

Epoch 2
Start steps before running
policy

100

Standard deviation for explo-
ration noise

0.4

The slow timescale VVC is formulated as an MINLP problem and solved by the BONMIN

solver in the OPTI toolbox [85] in MATLAB. The optimization-based fast timescale inverter

control in baseline scenario 3 is implemented using the CVX toolbox [140] in MATLAB after

the convex relaxation is performed. The setup of our proposed two-timescale VVC scheme

with three different action space are discussed below:

1. DDPG with only reactive power control: Slow timescale VVC is executed following

Section III-B. The smart inverters are controlled using DDPG with only adjustable

reactive power setpoint as depicted in Fig. 4.3(a).

2. DDPG with rectangular action space: Slow timescale VVC is executed following Sec-

tion 4.3.2. The smart inverters are controlled using DDPG with rectangular action

space for real and reactive power setpoints as depicted in Fig. 4.3(b).

3. DDPG with polar action space: Slow timescale VVC is executed following Section

4.3.2. The inverters are controlled using DDPG with polar action space for real and

reactive power setpoints as depicted in Fig. 4.3(c).
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Table 4.2: Comparison of the operation costs of the proposed two-timescale VVC schemes
along with three baseline scenarios in the test dataset

Opera-
tional
cost ($)

Baseline1
(no
VVC)

Baseline2
(slow
time
scale
VVC)

Baseline3
(opti-
mization
based
two
timescale
VVC)

DDPG
and re-
active
power
based
two
timescale
VVC

DDPG
based
two
timescale
VVC
with
rectangu-
lar action
space

DDPG
based
two
timescale
VVC
with po-
lar action
space

Switching 0.00 38.20 38.20 38.20 38.20 38.20
Line loss 33.78 81.30 127.47 169.40 150.60 115.79
Voltage 3264.66 1118.60 352.73 436.12 410.18 414.47
APC 0.00 0.00 14.38 0.00 13.05 16.95
Inverter 0.75 0.75 4.16 4.10 2.80 2.37
Total 3299.20 1238.86 536.96 648.44 614.85 587.78

The feedforward neural networks of both actor and critic networks have 2 fully

connected hidden layers of 512 neurons each. At the start of the training, uniform-random

actions are selected before running the real policy to help exploration. The training of

the agent is performed for 2 epochs. An epoch refers to one cycle through the full training

dataset. The hyperparameter settings for the DDPG algorithm of all three control strategies

are provided in Table 4.1.

4.5.3 Result and Analysis

To evaluate the performance of the proposed reinforcement learning-based VVC

methods, we compute the line loss, voltage violation cost, active power curtailment cost

(APC), switching cost of the conventional voltage regulating devices, inverter degradation

cost, and the total operational cost. A lower total operational cost indicates a better control

performance in voltage regulation. Table 4.2 shows the operational cost comparison of three
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variations of the proposed reinforcement learning-based two-timescale VVC algorithm with

three model-based baseline control scenarios on the test dataset. The result is based on the

trained model, which achieves the best performance out of 20 random experiments in the

training dataset.

It can be observed from Table 4.2 that although the slow timescale VVC (Baseline

2) provides voltage regulation service, it is not adequate as the rapid change in the solar

PV production within each hour causes high voltage violation cost. As shown in columns

4-7 of Table 4.2, all of the two-timescale VVC schemes achieved considerably lower total

operational costs. In particular, among the DDPG-based smart inverter control schemes,

the proposed two-timescale VVC with polar action space yields the lowest operational cost.

Although the slow timescale VVC controller is not aware of the reactive power from the

smart inverter in the coming hour, the formulation still improves the baseline without

leading to the canceling effect of the two controllers in different timescales.

The DDPG-based two-timescale VVC with polar action space has a larger reactive

power adjustment range than that of the control strategy with rectangular action space

as shown in Fig 4.3. Thus, the reinforcement learning-based control with polar action

space provides better voltage regulation service and consequently lower operation costs.

Although the model-based fast timescale inverter control together with the slow timescale

control offers the lowest operation cost, it requires complete and accurate knowledge of

the secondary distribution circuit model and parameters. The DDPG-based fast timescale

control on the other hand is model-free and produces relatively low total operational cost.

The cost for active power curtailment and inverter degradation during the six-week training
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Figure 4.4: Comparison of voltage deviations at node 838 for three VVC schemes
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Figure 4.5: AVR vs number of samples for the two-timescale VVC schemes with polar action
space and with only adjustable reactive power

period is $633 for the customers of the 34-bus distribution network as opposed to $91.71

if the optimization from Baseline 3 is implemented. Such training costs are inevitable in

RL-based VVC methods involving smart inverter control as there are exploratory actions.

Next, we compare the voltage profiles of two baseline control scenarios and our

proposed DDPG-based VVC with polar action space. The voltage magnitude time series

of node 838 corresponding to no VVC, only slow timescale VVC, and the proposed two-

timescale VVC with polar action space are shown in Fig. 4.4. Node 838 is selected for the
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comparison because it experiences the worst voltage violation when no VVC is employed.

It can be seen that our proposed DDPG-based VVC with polar action space significantly

improves the voltage regulation performance. Furthermore, it is capable of maintaining the

voltage within 1± 0.05 p.u. for almost the entire operating week.

Finally, the RL algorithm employed to solve the VVC problem should be sample

efficient and scalable. We demonstrate the sample efficiency of the proposed DDPG-based

two-timescale VVC algorithm. The number of training samples collected versus the average

weekly return (AVR) on the testing weeks are shown in Fig. 4.5. The AVR is defined as the

summation of all the components of the reward function accumulated over the testing period.

The middle curve shows the mean AVR averaged over 10 independent runs. The light-

colored region corresponds to the error bounds. Fig. 4.5 also demonstrates the sensitivity

of the test set results to the training sequence. It is observed that with about three weeks of

training data, the algorithm is able to learn a very effective VVC policy. It should be noted

that in Fig. 4.5, each point on the horizontal axis corresponds to a “training set”, which

consists of the data from the beginning up to that point, whereas the testing dataset always

starts from week 14. Thus the latter does not immediately follow the end of the training

dataset. This further shows the effectiveness of the algorithm on out-of-sample data. In

addition, as shown by the error bound, these results are consistent across different random

initialization and training sessions.
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4.6 Chapter Summary

A two-timescale Volt-VAR control scheme that does not depend on accurate sec-

ondary feeder models is proposed in this chapter. In the slow timescale control, tap posi-

tions of conventional VVC devices are determined by a model-based controller. On the fast

timescale, a DDPG-based algorithm is developed to determine the real and reactive power

setpoints of the smart inverters. The proposed algorithm is relatively safe to implement in

the real world as the slow timescale VVC devices are set according to an optimization-based

approach; only the smart inverters are allowed to perform exploratory actions. As such,

there is no severe voltage violation during the training period. The proposed DDPG-based

smart inverter control strategy with polar action space outperforms the strategy with the

rectangular action space and the strategy with only adjustable reactive power. It is capable

of maintaining the voltage within a reasonable range. In addition, it is sample efficient and

only requires three weeks of training data to achieve near-optimal results.

88



Chapter 5

Reinforcement Learning-based

Two Timescale Volt Var Control in

Power Distributions Systems

5.1 Introduction

In the past decade, there has been an increasing penetration of renewable resources

such as solar photovoltaic (PV) systems in power distribution networks. Globally, The

share of renewables in electricity supply rose from 19% in 2008 to 26% in 2019 [21]. The

global roof-mounted solar photovoltaic (PV) capacity is projected to be between 40.2 GW

and 83.7 GW in 2023 [46]. Twenty-seven countries of the European Union installed 25.9

gigawatts of new solar capacity in 2021, compared to 19.3 gigawatts in 2020 [315]. In the

United States, Solar photovoltaics (PV) is projected to constitute 46% of total renewable
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generation by 2050, increasing from only 13% in 2018 [103]. In 2017, developing countries

accounted for 63% of global investment in renewable energy [31]. Consequently, distributed

energy resources (DERs) including solar, wind turbines, microgrids, battery storage, electric

vehicles (EVs), and load controlled by demand response (DR) has been growing in the

distribution network. The growth in volume and diversity of DERs and responsive loads

is transforming the operation of power systems and the design of electricity markets [372,

47, 48]. Energy consumptions from smart buildings can be coordinated across the smart

grid together with other energy loads and power plants with the help of smart meters and

two-way communication systems [382, 276].

While the DERs provide benefits for electricity systems, customers, and the envi-

ronment, they also create new challenges for the distribution network [372] and microgrids

[86, 402]. The challenges include capacity constraints, power quality issues such as volt-

age violations, adverse impacts on protection systems due to bidirectional power flow, and

reduced hosting capacity [95]. Specifically, high solar PV penetration in the distribution

network creates serious operation challenges such as over-voltages and increased line losses

[254]. Moreover, the intermittent nature of solar energy due to cloud coverage and shading

can cause fast, uncertain, and large voltage fluctuations in the distribution grid [254]. Thus,

maintaining system voltages with acceptable limits in the distribution grid with high solar

PV penetration is a major challenge [100].

Controlling the distributed energy resources to increase grid flexibility, reliability,

and hosting capacity by coordinating, optimizing, and dispatching the assent in a cost-

efficient manner is still an emerging topic for utilities. Pacific gas and electric company
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(PG&E) has been developing a software platform called distributed resource management

system (DERMS) to control the distributed energy resources [30, 95]. Southern California

Edison (SCE) is designing an advanced distribution Management system (ADMS) coupled

with the DER management system (DERMS) to replace their existing Distribution Manage-

ment System (DMS) [19]. Both of the utilities have run pilot projects and proof-of-concept

demonstrations [30, 95, 19]. The technology is still in its nascent stage and not readily

available to comprehensively address utility requirements. However, the DER management

systems developed by the utilities are model-based. Our proposed reinforcement learning-

based Volt-VAR control algorithm addresses the limitations common to the model-based

methods.

The implementation of volt-VAR control (VVC) to reduce voltage violations and

network losses in the power distribution system is an integral part of DER management

systems. In the conventional VVC, the operations of voltage regulating devices such as

step voltage regulators, on-load tap changers (OLTC), and switchable capacitor banks are

coordinated to achieve this goal. Both centralized and decentralized model-based optimiza-

tion methods are widely adopted for conventional VVC [304, 22, 245, 278]. These control

approaches determine the optimal hourly discrete setpoints for the voltage regulating de-

vices by solving an optimal power flow (OPF) problem. However, these mechanical devices

are usually operated at a slow-timescale e.g. hourly due to the wear and tear associated

with mechanical switching. As a result, conventional VVC is not adequate for distribu-

tion systems with fast and uncertain voltage fluctuations associated with the cloud-induced

fluctuation of solar PV generation. Moreover, solving the optimization-based VVC requires
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solving mixed-integer programming problems which can be NP-hard [301]. The computa-

tional complexity of this formulation grows exponentially with the network size and the

number of VVC devices. Relaxation techniques such as McCormick relaxations [256], lin-

earization techniques [59], and semi-definite programs [301] can be employed to formulate

the problem as a convex OPF problem. However, these approaches can be computationally

expensive and do not guarantee a global optimal solution.

Smart solar PV inverters, on the other hand, can provide fast and continuous

active and reactive power control with low operational costs. They are equipped with two-

way communications which allow remote control systems to change inverter setpoints. As

a result, smart inverters can be operated at a fast-timescale e.g. every minute for VVC

according to the IEEE 1547a-2020 standard [18] to mitigate frequent voltage variations in

distribution feeders with high solar PV penetration. Model-based optimization approaches

for smart inverter control can be broadly divided into three categories: centralized [111,

405, 87], distributed [355, 88, 264], or local control approaches [353, 109]. These control

approaches determine the reactive power setpoints or both real and reactive power setpoints

of PV inverters by solving an OPF problem. The nonlinear DistFlow [36] model is used for

distribution system OPF formulations. Convex relaxation techniques such as second-order

cone program can be applied to formulate and solve the nonconvex optimization problem

[111]. Other local control approaches calculate the reactive power setpoint of smart inverters

using droop control [175].

To coordinate the operation of VVC devices at different timescale, researchers

developed two-timescale model-based VVC by augmenting the slow-timescale VVC of con-
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ventional voltage regulating devices with fast-timescale smart inverter control [300, 112, 396,

218]. References [112] and [396] formulate the VVC as a centralized optimization problem.

The conventional VVC devices include capacitor banks [396, 112] and OLTCs [396, 218].

Reference [179] proposes bi-level Volt-VAR optimization method to achieve CVR bene-

fits. Their proposed framework is based on mathematical optimization and decomposes the

mixed-integer nonlinear programming (MINLP) into a mixed-integer linear programming

(MILP) and a nonlinear programming (NLP) problem.

There is one major drawback of the existing model-based VVC methods. The

model-based optimization approaches rely on accurate and complete distribution network

topology and parameter information [375, 120, 130, 374]. However, it is difficult for regional

electric utilities to maintain accurate reliable network models for the primary and secondary

feeders. Especially, the secondary feeders’ phase connection information is usually not ac-

curate [121]. To circumvent this problem, reference [32] proposes an extremum seeking (ES)

control algorithm for VVC in the distribution network by introducing sinusoidal perturba-

tions to extract gradient information. Data-driven approaches can also eliminate the need

for accurate distribution network topology and parameter information. Reference [332] uses

multiple linear regression to determine a function that relates a set of local features to the op-

timal reactive power injection for VVC. Support vector machine-based methods have been

developed for slow-timescale [308] and fast-timescale [177] VVC. Among the data-driven

approaches, deep reinforcement learning (DRL) is suitable for control and optimization

problems. Deep reinforcement learning can learn optimal VVC control strategies from data

by learning which VVC actions yield the most return by trying them. Researchers have
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developed deep reinforcement learning-based algorithms for slow-timescale VVC problems

[371, 393] and the fast-timescale smart inverter control problem [397, 228, 219]. Reference

[371] proposes a constrained soft actor-critic-based Volt-VAR control algorithm to deter-

mine the optimal tap settings of traditional Volt-Var control devices in a model-free manner.

Reference [393] proposes a batch reinforcement learning algorithm to determine the optimal

tap setting of load tap changers. In the fast timescale, [397] proposes a fully distributed

multi-agent-based reinforcement learning method for optimal reactive power dispatch of

smart inverters. Reference [228] utilizes a multi-agent constrained soft actor-critic (MAC-

SAC) reinforcement learning algorithm to coordinate the reactive power dispatch of multiple

smart inverters. Reference [219] develops a DDPG based volt-VAR control algorithm for

optimal reactive power dispatch of multiple smart inverters.

Data-driven approaches can be utilized to solve the two-timescale VVC problem.

A two-timescale VVC framework is developed in [400]. For the slow-timescale, deep Q-

learning is used to determine the switching schedule of capacitors. For the fast-timescale,

an optimization-based approach is adopted to control the smart inverters. However, the

model of the secondary feeders is still needed in the optimization-based fast-timescale con-

trol. In reference [229], a two-stage deep reinforcement learning method consisting of an

offline and online stage in the learning process is proposed for inverter-based Volt-VAR

control in active distribution networks. The operations of the slow-timescale VVC devices

are scheduled in the offline stage in a model-based manner using theoretical parameters to

build the approximate active distribution network model. An offline agent robust to the

model mismatch is trained using a highly efficient adversarial reinforcement learning algo-
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rithm. However, the existing data-driven approaches for two-timescale VVC still use some

components of the power distribution system model, which may not be available in practice.

Another two-timescale data-driven VVC algorithm is developed in [187]. The deep deter-

ministic policy gradient (DDPG) is used to learn the control policy for the fast-timescale

VVC, while the primary feeder’s slow-timescale VVC is done by a model-based approach.

It would be advantageous to make the two-timescale VVC framework entirely model-free.

Reference [63] designed a novel physical-model-free two-timescale voltage control

framework for active distribution systems. In the framework, the network is partitioned into

several sub-regions, each defined as an agent. In the fast timescale, PV inverters’ scheduling

is modeled as Markov games and solved by a multi-agent soft actor-critic (MASAC) algo-

rithm. In the slow timescale, OLTCs and switched capacitors are coordinated by a single

agent-based SAC algorithm.

The agents in two different timescales are coordinated by the reward signal. How-

ever, the framework has two limitations. First, as the fast timescale policy is not fixed, the

environment becomes non-stationary from the perspective of the slow-timescale agent. This

violates the stationarity and Markovity assumptions underlying reinforcement learning and

prevents the straightforward use of experience replay.

To address this problem, we propose to solve this non-stationarity problem by

extending the use of centralized training and decentralized execution (CTDE) framework

to the two-timescale RL setting. Second, reference [63] does not include the degradation

cost of PV inverter into the objective of VVC problems. If the degradation costs of the

PV inverters are not considered, there is no dependency between the reactive power control
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actions of the smart inverters. For this reason, the scheduling of the smart inverters at the

fast timescale could be simply formulated as a contextual multi-armed bandit problem [237].

Our framework considers the inverter degradation cost thus justifies the MDP formulation.

In this paper, we take the next logical step to our previous paper [187]. We

fill the knowledge gap by developing a two-timescale multi-agent reinforcement learning-

based VVC algorithm, which does not rely on any primary or secondary feeder information.

When we replace the model-based slow timescale VVC with DRL-based VVC, the following

challenges arise: We need to design a deep reinforcement learning-based algorithm that is

capable of producing actions at two different timescales. If a single deep learning agent is

used, it would be challenging to ensure that the slow timescale control actions do not change

within the hour. The DRL-based algorithm used by the sole agent should be capable of

producing discrete actions at the slow timescale and continuous actions at the fast timescale.

If two different deep reinforcement learning agents are employed, it is to be ensured that

the learning environment is stationary for the agents. Additionally, the agents should have

information about the actions taken by the other to learn the optimal policy. To tackle

these challenges, we propose two hierarchically arranged sets of policies that are learned

and executed at two different timescales. The two policies interact with each other via a

communication medium and must be learned simultaneously. In the slow-timescale, a multi-

agent soft actor-critic (MASAC)-based approach is adopted to determine the tap positions

of voltage regulators, OLTCs, and switchable capacitor banks [62]. In the fast-timescale, a

deep deterministic policy gradient (DDPG)-based algorithm is employed to determine the

setpoints of the reactive power of smart inverters [224]. We design a communication scheme
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for the reinforcement learning agents in two different timescales to exchange information

and learn the control policy concurrently and efficiently. The unique contributions of this

paper are summarized below.

• We develop an entirely model-free reinforcement learning-based two-timescale VVC for

distribution networks, which does not rely on any primary or secondary feeders’ topology

or parameter information. The hierarchically organized slow-timescale and fast-timescale

reinforcement learning agents communicate with each other to learn the optimal control

policies concurrently and efficiently.

• The proposed fast-timescale controller carefully considers the degradation cost of smart

inverters in the sequential decision-making process of the VVC problem. As a result,

the Volt-VAR control problem includes dependencies between actions at different times.

Thereby justifies the use of the full MDP formulation.

The rest of the paper is organized as follows. Section 5.2 presents the overall

framework of the two-timescale VVC problem. Section 5.3 provides the problem formulation

of the slow-timescale VVC and fast-timescale smart inverter control. Section 5.4 presents

the technical methods, which include DDPG, MASAC, and the proposed two-timescale

VVC algorithm. Section 5.5 shows the numerical study results. Finally, Section 5.6 states

the conclusions.
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Figure 5.1: The overall framework for the proposed reinforcement learning-based two-
timescale VVC

5.2 Two-timescale VVC Framework

We consider a power distribution system with both conventional voltage-regulating

devices and smart inverters. The smart inverters control reactive power setpoints of solar

PV systems. The overall framework of the two-timescale VVC is shown in Fig. 5.1. The

framework is composed of a slow-timescale VVC subproblem and a fast-timescale VVC sub-

problem. Both are solved by deep reinforcement learning-based algorithms. In particular,

two separate agents are set up for the slow- and fast-timescale subproblems, which com-

municate with each other to cooperatively achieve the global objective. The conventional

voltage regulating devices are operated at a slow-timescale on an hourly basis. Within each

hour, the tap and switching positions of these voltage regulating devices are kept fixed

and used as part of the state space of the fast-timescale agent. In the fast-timescale VVC,
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the reactive power setpoints of smart inverters are determined for every minute t to miti-

gate voltage violations caused by rapid fluctuations in the solar PV generation. The smart

inverter dispatch schedule, the tap positions, and switching schedules of the voltage regu-

lator, OLTCs, and capacitor banks are determined jointly with a hierarchically arranged

multi-agent reinforcement learning algorithm. It utilizes a soft actor-critic algorithm in

the slow timescale and a deep deterministic policy gradient algorithm in the fast-timescale.

Rewards collected within an hour by the fast-timescale agent are used as part of the reward

collected by the corresponding slow-timescale agent. The two-timescale deep reinforcement

learning-based VVC algorithm is presented in Section 5.4.2.

5.3 Problem Formulation

In this section, we first introduce the notations and problem setup. Then we discuss

the mathematical formulation of the two-timescale VVC problem. Finally, we formulate the

VVC problem as a multi-timescale Markov decision process (MDP).

5.3.1 Notations and Problem Setup

We consider a radial distribution feeder of N buses represented by a graph G :=

(N ,L), where N := {1, . . . , N} is the set of nodes and L := {(m,n) ⊂ N ×N} is the collec-

tion of edges representing distribution line segments. Each line’s resistance and reactance

is denoted as rij and xij respectively. Let vi be the complex voltage phasor at node i ∈ N

and ui = |vi|2. Let Iij , Pij , and Qij be the complex current, real and reactive power flowing

from node i to node j, respectively. ℓij = |Iij |2 is the current magnitude squared.
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In this paper, we consider Nr smart inverters and Nc conventional voltage regu-

lating devices such as voltage regulators, OLTCs, and capacitor banks as the VVC devices.

A voltage regulator is placed at the reference bus. Switchable capacitor banks and OLTCs

are installed at different locations on the feeder. Each of the voltage regulators and OLTCs

has K discrete tap positions with a step size of Creg and Ctsf respectively corresponding

to the change in turns ratios. The switchable capacitor banks have on/off positions. These

devices are operated at a slow-timescale e.g. every hour τ . Let tapregτ and taptsfτ , and tapcapτ

indicate the tap position of the voltage regulators, OLTCs, and the switch status of the

capacitor banks at time τ , respectively. Tap groups them all.

The reactive power setpoints of the smart inverters are determined at a fast-

timescale, e.g. every minute t, to mitigate the frequent voltage violations caused by the

highly intermittent solar PV generation. Let Nr be the nodes with smart inverters. Let

pgi and qgi be the real and reactive power generation from the smart inverter connected

solar PV system at node i, and pGi and qGi be the total real and reactive power generation

from the solar PV systems and switchable capacitors. Let p̄git be the available solar PV

production at time t for smart inverter i, which is determined by solar irradiance and the

smart inverters’ nameplate capacity S̄i.

Let pci and q
c
i be the real and reactive power demand at node i; pi+ jqi be the net

complex power injection at node i where pi := pGi − pci and qi := qGi − qci . At any time t,

the real and reactive power generation from smart inverters, electric demand pgit, q
g
it, p

c
it, q

c
it,

and the settings of voltage regulators, OLTCs, and capacitor banks determine the voltages

and power flows on the distribution network. In the next subsection, we introduce the
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formulation of the optimization-based VVC method.

5.3.2 Optimization-based Volt-VAR Control Methods

This subsection formulates the two-timescale VVC as an optimization problem, to

clarify the control objective and act as a baseline algorithm for this study.

Slow-Timescale VVC Using Voltage Regulation Devices

The slow-timescale VVC at the beginning of each hour τ is constructed as a model

predictive control (MPC) problem [61]. The tap positions at the current hour τ are de-

termined in such a way that it minimizes the operational cost of the distribution network

over a time horizon τh while satisfying the operational constraints at every hour. The

DistFlow equations are of the form gs (X) = b. The operational cost has three compo-

nents: line real power loss, JL,τ :=
∑

(i,j)∈LCerijℓijτ , switching cost due to the absolute

change in tap position of the Nc number of VVC devices between consecutive time steps,

JTap,τ :=
∑Nc

j CTap|Tapj,τ − Tapj,τ−1|, and the voltage violation cost when the voltage

magnitude is not within the desirable range:

JV,τ =


CV (uiτ − 1)2 if |vi| < 0.95 or |vi| > 1.05

0 otherwise

(5.1)

Here, Ce, Cv and CTap are electricity price ($/MWh), voltage violation cost ($/volt) and

switching cost ($/tap change) respectively. A voltage violation cost dependent on the mag-

nitude of the voltage violation is chosen instead of a non-dimensional value or voltage

deviation cost so that the distribution network can tolerate small voltage violations and
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eventually arrive at an overall lower operational cost. The MPC-based slow-timescale VVC

is formulated as a mixed-integer nonlinear programming (MINLP) problem as (5.2)-(5.3).

min
Tapτ :τ+τh

τ+τh∑
τ

(JL,τ + JV,τ + JTap,τ ) (5.2)

s.t. gs (X) = b, Xl ≤X ≤Xh (5.3)

X := (Pτ :τ+τh ,Qτ :τ+τh ,uτ :τ+τh , ℓτ :τ+τh ,Tapτ :τ+τh)

However, the solution is not globally optimal because the voltage violation cost is highly non-

linear. Therefore, the slow timescale problem cannot be easily relaxed into a mixed-integer

second-order cone program (MISOCP). Since the convex relaxation cannot be performed

easily, it is difficult to obtain the global optimal solution. However, it suffices as a baseline

for our purpose.

Fast-Timescale VVC Using Smart Inverters

Smart inverters are controlled to absorb or inject power. The k-th solar PV inverter

has a maximum apparent power capability S̄k. The active power output is set at the

available solar PV production potential. The reactive power output is limited by the inverter

rating. If the inverter is not oversized, then the smart inverter can not provide reactive power

compensation when p̄gkt = S̄k. The entire inverter rating can be utilized to supply reactive

power when no active power is produced. The set of smart inverter’s operating points FRPCk
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is defined as:

Fk :=

{(
pgkt, q

g
kt

) ∣∣∣pgkt = p̄gkt,
∣∣qgkt∣∣ ≤√

S̄2
k − (p̄gkt)

2

}
(5.4)

The MPC-based fast-timescale VVC is performed at every time slot t within each interval τ .

The tap positions of the conventional VVC devices are determined at the start of the hour

τ by the slow-timescale VVC and kept fixed within the interval τ . The optimal setpoints

of the smart inverters are determined at every minute t so that the operational cost of the

distribution network over a time horizon th is minimized while satisfying the operational

constraints at every minute.

In addition to line loss and voltage violation, the operational cost includes the

inverter degradation cost. Changes in the reactive power injection by the smart inverters

leads to temperature swings in the power switching devices such as insulated gate bipolar

transistors (IGBTs) and diodes in the smart inverter. This can cause additional ther-

mal stress in the inverter which ultimately reduces the inverter lifetime [334, 29]. There-

fore, we model the inverter degradation cost proportional to the change in the reactive

power levels of the inverter in consecutive time steps. If CI is the inverter degradation

cost ($/watt change in inverter power), then the inverter degradation cost is expressed by

JI,t :=
∑

i∈Nr
CI

(∣∣∣pgi(t+1) − p
g
it

∣∣∣+ ∣∣∣qgi(t+1) − q
g
it

∣∣∣). The MPC-based fast-timescale VVC is
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formulated as follows:

min
qg
t:t+th

t+th∑
t

(JL,t + JV,t + JI,t) (5.5)

s.t. gf (X) = b, Xl ≤X ≤Xh (5.6)

X :=
(
Pt:th ,Qt:t+th ,p

g
t:t+th

, qgt:t+th ,ut:t+th , ℓt:t+th
)

(5.7)

Again, the solution is not globally optimal. However, it suffices as a baseline as the proposed

Volt-VAR control algorithm does not provide a lower operational cost than the optimization-

based VVC algorithm even with a local solution.

5.3.3 Formulate Volt-VAR Control as a Markov Decision Process

We briefly review the basics of the Markov decision process (MDP). An MDP

can be defined as a tuple consists of a state space S, an action space A = ℜM (M is the

dimension of the action space), an initial state distribution p (s1), a transition probabil-

ity p (st+1|st, at), and a reward function R : S × A ∈ ℜ. The agent interacts with the

environment E according to some policy µ : S → A to generate trajectories of the form

s1, a1, r1, . . . , st, at, rt, . . . , sT , aT , rT , where rt = R(st, at). The return from a state is de-

fined as the sum of discounted future reward Gt =
∑T

i=t γ
(i−t)R (si, ai) with a discounting

factor γ ∈ [0, 1]. The goal of the agent is to learn a policy which maximizes the expected

return from the initial state J = Es∼p(s1)Eµ[Gt|s1 = s].
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Fast-Timescale VVC as a Markov Decision Process

To formulate the fast-timescale VVC problem as an MDP, the distribution system

operator or controller is treated as the agent and the distribution network is treated as the

environment. We define the state, action, and reward function as follows:

State The state consists of reactive power injection of inverters of the previous time step

qgt−1, and aggregated load pct at relevant nodes at time t, solar PV production potential of

the smart inverters determined by solar irradiance and technical parameters of the respective

solar PV systems p̄gt , voltage magnitude at each bus |vt|, and the current tap positions of

voltage regulating devices tapreg, taptsf , tapcap.

The current time τ can embed information about future load as electric loads

consumption has a time-dependent pattern. As a result, it is beneficial to consider it as

a state in the RL algorithm. The active and reactive load data at every node was not

available. We only had the aggregated hourly smart meter energy consumption data from

Austin Texas in 2019 from the Pecan Street Dataset. The aggregated load data is scaled

and allocated to each node according to the existing spatial load distribution of the IEEE

standard test cases. Since each node is assumed to have a constant power factor, we only

use the aggregate load data as a state.

Action The reactive power outputs of the smart inverters are considered as actions. The

reactive power injected/absorbed by inverter i is limited by the active power capacity of

the inverter. It can be expressed by |qgit| ≤ q̄gRit where q̄gRit =
√
S̄2
i − (p̄git)

2. We rewrite the

equation as qgit = aq q̄
gR
it , where aq ∈ [−1, 1] is the action space.
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Reward The reward received by the reinforcement learning agent consists of three terms

as shown in (5.8): line loss, voltage violation costs, and the inverter degradation costs

formulated in the same way as in Section 5.3.2.

rt = − (JL,t + JV,t + JI,t) (5.8)

We consider a quadratic voltage violation cost in the reward function so that the

performance of our proposed VVC algorithm can be fairly compared to the optimization-

based Baseline VVC algorithms. The inverter degradation cost JI,t creates a dependency

between the reactive power control actions of the smart inverters taken at different time

steps. As a result, the scheduling of the smart inverters at the fast timescale can be directly

formulated as a Markov decision process and RL algorithms can be utilized to solve the fast

timescale VVC problem.

Slow-Timescale VVC as Markov Game

The slow-timescale policy should take into account the fast-timescale actions taken

within the hour. Therefore, the slow-timescale policy is formulated as an ordered two-player

Markov game. Markov game is a multi-agent extension of Markov decision processes. An

ordered Markov game is defined by an ordered set of states S, and a collection of action sets,

A1, . . . , Ak, one for each ordered agent in the environment. State transitions are controlled

by the current state and one action from each agent: S × A1 × . . .× Ak → S′. Each agent

i has an associated reward function, Ri : S × A1 × . . . × Ak → R. Each agent i attempts

to maximize its expected sum of discounted rewards, E
{∑∞

j=0 γ
jri,t+j

}
, where ri,t+j is the

106



reward received j steps into the future by agent i.

In our setup, the distribution system operator or controller is treated as the agent

and the distribution network is treated as the environment. The slow-timescale agent

observes the state Sτ and selects action A according to a stochastic policy π at the start

of the hour τ . The fast-timescale agent receives private observations at each subsequent

minute t within the hour τ denoted by O1:T = {O1, . . . , OT }, selects the corresponding

actions denoted by a1:T = {a1, . . . , aT }, and gathers rewards r1, . . . , rT . The slow-timescale

agent receives a reward Rτ : Sτ ×O1:T × a1:t at the end of the hour and produces the next

state Sτ+1 according to the state transition function T : Sτ ×Aτ ×O1:T × a1:T → Sτ+1.

We define the state, action, and reward function as follows:

State The state consists of aggregated load pcτ , solar PV generation p̄gτ at the nodes with

smart inverters at the start of the hour τ , current tap positions of voltage regulating devices

tapreg, taptsf , tapcap, and current time τ .

Action The action taken by the slow-timescale VVC agent is changing the tap positions of

the conventional VVC devices from Tap to Tap′. If Nc denotes the number of conventional

VVC devices and Ni denotes the number of tap positions of device i, the size of the action

space is
∏Nc
i=1 |Ni|.

Reward The reward received by the slow-timescale reinforcement learning agent is the

negative of the total operational cost at each minute t within the hour τ , i.e. the reward
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collected by the fast-timescale agent within the hour τ and the switching cost JTap,τ :

Rτ =

T∑
t=1

rt − JTap,τ (5.9)

5.4 Technical Methods

In this section, we describe the proposed two-timescale reinforcement learning-

based algorithm to solve the VVC problem. Section 5.4.1 reviews the DDPG algorithm to

solve the fast-timescale VVC. The fast timescale VVC agent has continuous actions. Both

SAC and DDPG implement a model-free policy gradient and value-based method. Both

algorithms are suitable for solving the fast-timescale VVC problem. Theoretically, SAC has

some advantages over DDPG. For example, DDPG suffers from instability in the form of

sensitivity to hyper-parameters and propensity to converge to very poor solutions or even

diverge. However, SAC is sensitive to the temperature hyperparameter which needs to be

carefully tuned. In [35], the authors compared the performance of Twin delayed DDPG

and SAC and found that their performance can be statistically indistinguishable in most

continuous control benchmarks. In our problem setting, we obtained slightly better training

and testing results by using DDPG in the fast timescale problem. Hence, we solve the fast

time-scale VVC by the DDPG algorithm.

Section 5.4.2 presents the proposed two-timescale algorithm to solve the VVC

problem along with the MASAC algorithm. The slow timescale agent has discrete actions.

The soft actor-critic (SAC) algorithm can be modified for discrete outputs. Section 5.4.3

describes our proposed policy network architecture.
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5.4.1 Review of Deep Deterministic Policy Gradient Algorithm

DDPG is an off-policy deep reinforcement learning algorithm with the actor-critic

architecture and function approximators. The actor network maintains a deterministic

policy µ using a neural network parameterized by θµ.

To ensure exploration, noise sampled from a noise process η, e.g., an Ornstein-

Uhlenbeck process [360] is added to the output: µ′ (st) = µ (st|θµt ) + η. The critic network

approximates the corresponding Q function of the policy using the neural network param-

eterized by θQ. To improve the stability of learning, two target networks Q′
(
s, a|θQ′

)
and

µ′
(
s|θµ′

)
are introduced to provide stable learning targets.

In addition, the experience replay buffer is employed which stores the experience

tuples (st, at, rt, st+1) for neural network training.

Since the target policy is deterministic, the Bellman equation can be expressed as

follows:

Qµ (st, at) = E [R (st, at) + γ [Qµ (st+1, µ (st+1))]] (5.10)

The training of the critic network is based on minimizing the following loss function using

batches of experience with Nm number of transitions.

L =
1

Nm

∑
i

(
yi −Q

(
si, ai|θQ

))2
(5.11)

yi = R (si, ai) + γQ′
(
si+1, µ

′
(
si+1|θµ

′
)
|θQ′

)
(5.12)

The parameters of the actor network are updated using the critic network and the policy
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gradient algorithm with batches of experience with Nm transitions.

∇θµJ ≈
1

Nm

∑
i

∇aQ
(
s, a|θQ

)
|s=si,a=µ(si)∇θµµ (s|θµ) |si (5.13)

5.4.2 Proposed Reinforcement Learning-based Two-Timescale Volt-VAR

Control Algorithm

To tackle the two-timescale VVC problem in a model-free manner, we propose two

hierarchically arranged policies π and µ for the slow- and the-fast timescale, respectively.

They are coupled via a communication medium following [198] and are learned concurrently.

Two separate experience relay buffers Dπ and Dµ are maintained to collect the transitions

at two different levels of temporal abstraction. A schematic is provided in Fig. 5.2.

At the start of each hour τ , the slow-timescale VVC agent observes the environ-

ment state Sτ and takes an action Aτ , which changes the OLTC and capacitor tap to Tapτ .

At each minute t within τ , the tap positions are kept fixed, i.e. Tap1
τ = Tap2

τ = . . . =

TapTτ . Since the taps are fixed, there is no non-stationarity from the perspective of the fast-

timescale agent (but not vice versa). As such, the tap positions Tapτ are communicated via

m to the fast-timescale agent to account for the slow-timescale policy. The fast-timescale

agent produces actions at to control the smart inverter reactive power productions. The

transitions (st, at, rt, st+1) are stored in the experience replay buffer Dµ, which are used to

train µ by the DDPG algorithm. If the fast-timescale policy is fixed, the slow-timescale

VVC problem is stationary and can be solved by a single agent RL algorithm such as soft

actor-critic (SAC) [148]. We briefly review SAC as follows. SAC maximizes a trade-off
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between the expected reward and the policy’s entropy:

π∗ = argmax
π

T∑
τ=0

E(Sτ ,Rτ )∼ρπ [γ (Rτ + αH (π (.|Sτ )))] (5.14)

The entropy for a stochastic policy at state Sτ is defined asH (π (.|Sτ )) = −
∑
A

π (A|Sτ ) lnπ (A|Sτ ).

Maximizing the entropy term increases the stochasticity of the policy hence encour-

ages exploration. The trade-off between the two objectives is controlled by the non-negative

temperature parameter α.

SAC makes use of three neural networks. The actor network πϕ parameterized

by ϕ learns a stochastic policy π that maps states to actions. The critic network Qν

parameterized by ν learns a Q-function Q (S,A) that estimates the objective value of the

current policy π. The value network Vψ parameterized by ψ learns the state value function

Vψ (S).

However, the fast-timescale agent’s policy µ is changing within the hour τ with

training and therefore the environment becomes non-stationary from the perspective of the

slow-timescale agent π. This violates the stationarity and Markovity assumptions under-

lying reinforcement learning and prevents the straightforward use of experience replay. To

address these challenges, reference [236] proposed a simple extension of actor-critic pol-

icy gradient methods where the critic is augmented with information about the policies of

other agents. Their proposed Multi-agent Deep Deterministic Policy Gradient (MADDPG)

algorithm extends DDPG to multi-agent settings by adopting a centralized training with

decentralized execution (CTDE) framework. The primary motivation behind MADDPG

is that, if the actions taken by all agents are known, the environment is stationary even
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if the policies change. Since the tap positions are fixed within an hour, there is no non-

stationarity from the perspective of the fast timescale agent. The fixed tap positions are

used as a state in the fast time-scale VVC algorithm. In that sense, the fast timescale agent

can act independently and does not have a strict master-slave relation to the slow timescale

agent. This leads to an algorithm that leverages the observations and actions of all agents

to train a centralized action-value function, whereas the policy of each agent only depends

on its own private observations. Therefore, the agents can take actions in a decentralized

manner during the testing period while ensuring stable training. The CTDE framework

can also be combined with the SAC algorithm, which yields the multi-agent soft actor-critic

(MASAC) algorithm [379]. We further modify this algorithm to accommodate for discrete

action space needed for the conventional Volt-VAR control devices.

In this paper, we take the idea of CTDE beyond its original field of application:

the multi-agent RL problem. Instead, it is used to solve the non-stationarity problem of

the two-timescale RL-based VVC. The pseudocode for the two-timescale VVC algorithm is

shown in Algorithm 4.

In our setting, the action taken by the fast-timescale agent depends only on its

own observations; the actions taken by the slow-timescale agent at the start of the hour

forms part of the states of the fast-timescale policy. On the other hand, the reward obtained

by the slow-timescale agent depends on its state, the actions taken by the fast-timescale

agent, and the rewards obtained by the fast-timescale agent within the hour. The state

transition for the slow-timescale agent depends on its state and the actions taken by the

slow-timescale and fast-timescale policy.
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Algorithm 4 Reinforcement learning-based two-timescale VVC scheme

1: Initialize parameters ψ, ϕ, ν, θµ, θQ Dπ, Dµ, Nµ
2: Initialize target networks weights ψ′ ← ψ, θµ

′ ← θµ, θQ
′ ← θQ

3: Assemble the initial state vector S1 and s1
4: for τ = 1 . . . T do
5: Select action Aτ = πϕ (.|Sτ )
6: Update fast-timescale state st by utilizing Aτ

7: Set accumulated reward Rτ ← 0
8: for t = 1 . . . T do
9: Select action at = µ (st|θµ) + Nµ according to current fast-timescale policy and

exploration noise
10: Execute action at, reward rt, and next state st+1

11: Accumulate rewards Rτ ← Rτ + rt
12: Store (st,at, rt, st+1) in replay buffer Dµ

13: Randomly sample a random mini-batch of Nm samples from Dµ
14: Compute target yi using (5.12)
15: Update Q-function by minimizing loss in (5.11)
16: Update policy by one step of gradient ascent using (5.13)
17: Update target networks with

θQ
′
= ρθQ + (1− ρ)θQ′

, θµ
′
= ρθµ + (1− ρ)θµ′

18: end for
19: Observe next slow-timescale state Sτ+1

20: Store
(
Sτ , Aτ ,o

τ
1:T ,a

τ
1:T , Rτ , Ŝτ+1

)
in Dπ

21: Sample a random mini-batch of B samples from Dπ
22: Update V-function by minimizing loss in (5.15)
23: Update Q-function by minimizing loss in (5.17)
24: Update policy by minimizing loss (5.20)
25: Update target network parameters

ψ′ = ρψ′ + (1− ρ)ψ′

26: end for

Let the fast-timescale actions taken by and the private observations for the inverter

for all time steps within the hour τ be aτ1:T = (a1, . . . , aT )
τ and oτ1:T = (o1, . . . , oT )

τ . The

reward for the slow-timescale agent is calculated as the cumulative sum of the fast-timescale

rewards for all time steps within the hour τ along with the switching cost, i.e. Rτ =∑T
t=1 r

t+
∑

Tapτ − Tapτ−1. After the T -th fast timescale step within hour τ , the state

of the environment becomes Sτ+1. The experience replay buffer Dπ stores the experience
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tuples (Sτ ,Aτ ,o
τ
1:T ,a

τ
1:T , Rτ ,Sτ+1). The samples obtained from Dπ are used to update

the slow-timescale policy π. In order to prevent non-stationarity, following the CTDE

framework, our MASAC uses the actions and observations of all agents in the action-value

functions Q (Sτ ,Aτ ,o
τ
t:T ,a

τ
t:T ), while the policy is only conditioned upon its own private

observations Aτ = πθ (Sτ ).

The value network Vψ is trained by minimizing the following approximate squared

residual error calculated over sampled mini-batch B from the replay buffer Dπ.

JV (ψ) =
1

|B|
∑
B

[
1

2

(
Vψ (Sτ ,o

τ
1:T ,a

τ
1:T )− V̂τ

)2
]

(5.15)

V̂τ = Qν
(
Sτ , Âτ ,o

τ
1:T ,a

τ
1:T

)
− α lnπϕ

(
Âτ |Sτ

)
(5.16)

where Âτ is sampled according to the current policy Âτ ∼ πϕ (.|Sτ ). The parameters of the

action-value network Qν are updated by minimizing the following soft Bellman residual:

JQ (ν) =
1

|B|
∑
B

[
1

2

(
Qν (Sτ ,Aτ ,o

τ
1:T ,a

τ
1:T )− Q̂τ

)2
]

(5.17)

Q̂τ = Rτ + γVψ′
(
Sτ+1,o

τ+1
1:T , µ

′ (oτ+1
1:T

))
, (5.18)

where Vψ′
(
Sτ+1,o

τ+1
1:T , µ

′ (oτ+1
1:T

))
is estimated using a target value network Vψ′ . The policy

πϕ acts to maximize the expected future return along with the expected future entropy in

each state, i.e. it maximizes V (S). In the case of continuous actions, it is necessary to use

the reparameterization trick to allow gradients to pass through the expectations operator.

However, it is no longer necessary for the discrete actions which are sampled with the output
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distribution of the policy network. Now, with a slight abuse of notation, the policy gradient

can be derived similarly to the policy gradient theorem to maximize the state-value function

following [371]:

∇ϕV (S) ≈ ∇ϕ
∑
A

πϕ (A|S) (Q (S,A)− α lnπϕ (A|S))

= E
A∼πϕ

[∇ϕ lnπϕ (A|S) (Q (S,A)− α lnπϕ (A|S))]

= E
A∼πϕ

[∇ϕ lnπϕ (A|S) (Q (S,A)−V (S)− α lnπϕ (A|S))] (5.19)

The regularity condition
∑

A πϕ (A|S)∇θ lnπϕ (A|S) = 0 is used to derive the

second line. The loss function for updating the parameters ϕ of the policy neural network

is given by (5.20), whose partial derivative is the negative of (5.19).

Jπ (ϕ) =
1

B
∑
B

[
lnπϕ

(
Âτ |Sτ

)(
−Q

(
Sτ , Âτ ,o

τ
1:T ,a

τ
1:T

)
+V (Sτ ,o

τ
1:T ,a

τ
1:T ) + α lnπϕ

(
Âτ |Sτ

))]
(5.20)

5.4.3 Policy and Value Network Architectures

The neural network architectures for the value and policy functions need to be

carefully designed to handle the large input/output. First. the time series inputs o1:T

and a1:T are passed through two separate long short-term memory (LSTM) networks [165],
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Figure 5.3: Device-decoupled structure of the policy neural network with LSTM networks
for processing the action and observation time series

which convert the sequence of observations/actions to a fixed-size representation. The last

cell state outputs of the LSTM networks are treated as input to the policy neural network

along with the state inputs (Sτ ). Then, the device-decoupled structure and the ordinal

encoding architecture following [371] is used for the slow-timescale policy network. The

overall architecture for the slow-timescale policy network is depicted in Figure 5.3.

5.5 Numerical Study

The performance of the proposed two-timescale VVC in Algorithm 1 is tested on

a modified IEEE 123-bus test feeder.
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5.5.1 Simulation Setup

The IEEE 123-bus test feeder has a voltage regulator at node 150. There are

three OLTCs connecting node 9 to node 14, node 25 to node 26, and node 160 to node

67, respectively. Four capacitors are placed at node 83 (200 kVAr), node 88 (50 kVAr),

node 90 (50 kVAr), and node 847 (50 kVAr). Three solar PV systems with a nameplate

capacity of 801 kW , 534 kW , and 44 kW are added to the feeder at the nodes 69, 73, and 77,

respectively. The inverters are not oversized and the solar PV penetration level of the feeder

is 52%. To illustrate the algorithm’s capability for reactive power management with highly

variable load and high solar PV production conditions, we double the line impedances so

that the benefits of reactive power absorption are more pronounced.

All voltage regulators and on-load tap changers have 11 tap positions, which cor-

respond to turns ratios ranging from 0.95 to 1.05. The capacitors can be switched on/off

remotely and the number of ‘tap positions’ is treated as 2. In the initial state, the turns

ratios of voltage regulators and on-load tap changers are 1 and the capacitors are switched

off. The electricity price Ce is assumed to be $40/MWh. The operating cost per tap change

is set to be $0.1 for all devices. The penalty coefficient CV is set as $1/volt. The inverter

degradation cost CI is set to be $0.02/MW .

One year of load and solar PV generation data from Austin, Texas in 2019 was

obtained from the Pecan Street Dataset [166]. The load data is scaled and allocated to each

node according to the existing spatial load distribution of the IEEE 123-bus test feeder.

The solar PV generation data is scaled according to the corresponding nameplate capacity

of the solar PV systems. The training dataset consists of 39 weeks of data from weeks 1 to
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Table 5.1: Hyperparameter settings

Parameters DDPG MASAC LSTM

Size of hidden layers (512, 512) (512, 512) -
Activation function (hidden layers) ReLU ReLU -
Activation function (ordinal encoding) - Sigmoid -
Batch size 1000 1000 -
Discount factor 0.99 0.99 -
Learning rate actor and critic network 0.0001 0.00001 -
Standard deviation for exploration noise 0.2 - -
Number of epoch 1 1 -
temperature parameter - 0.2 -
Number of steps before running policy 200 500 -
Start updates after step 200 500 -
Hidden size (LSTM network for o1:T ) - - 4
Hidden size (LSTM network for a1:T ) - - 3

39. During the training period, the agents interact with the environment and update their

policy and value networks. Two weeks of data for weeks 40 and 41 are used for out-of-sample

testing, in which the trained reinforcement learning agent takes control actions without

further updating the parameters of its neural networks. The hyperparameter settings for

the MASAC and DDPG algorithm of the proposed two-timescale VVC are provided in

Table 5.1.

5.5.2 Setup of the Baseline and Our Proposed Algorithms

Under the model-free reinforcement learning-based control framework, we compare

our proposed two-timescale smart inverter control with a baseline reinforcement learning

algorithm where the slow-timescale VVC and the fast-timescale VVC are trained sepa-

rately. In addition, we consider three model-based control algorithms as additional baseline

algorithms. Note that we assume the model-based control algorithms have an accurate

and complete distribution network model, which is an unfair advantage over the RL-based
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algorithms.

The three model-based control algorithms and the RL-based baseline algorithm

are set up as follows:

1. Baseline 1: No Volt-Var control is executed.

2. Baseline 2: Only slow-timescale VVC is executed for a look-ahead horizon of 4 hours

following the method in Section 5.3.2. The smart inverters operate at unity power

factor with no reactive power injection/absorption or active power curtailment.

3. Baseline 3: Slow-timescale VVC is executed for a look-ahead horizon of 4 hours fol-

lowing the method in Section 5.3.2. The fast-timescale VVC is executed following the

method in Section 5.3.2 for a look-ahead horizon of 2 minutes. The look-ahead horizon

enables the VVC algorithm to take inverter degradation and the future smart inverter

control actions into account. It is assumed that the controller has perfect information

for the distribution network model, load, and renewable generation forecasts.

4. Baseline 4: A two-timescale VVC where the slow-timescale VVC and the fast-timescale

VVC are trained with the RL algorithm separately. The slow-timescale VVC is solved

using a soft actor-critic algorithm and the fast-timescale VVC is solved using a DDPG-

based algorithm. There is no communication between the two agents.

The slow-timescale VVC in baseline methods 2 and 3 is formulated as a mixed-

integer nonlinear programming (MINLP) and solved by GUROBI using the YALMIP tool-

box [232] in MATLAB. The optimization-based fast-timescale inverter control in baseline

method 3 is solved using the Gurobi solver.
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Table 5.2: Performance comparison of the Volt-VAR control algorithms in the test dataset

Operational cost ($) Baseline
1 (no
VVC)

Baseline 2
(slow-
timescale
VVC)

Baseline 3
(Opt-based
VVC)

Baseline 4
(RL-based
separately
trained
VVC

Proposed
two-
timescale
VVC

Proposed
two-
timescale
VVC w/o
LSTM

Switching 0.0 33.3 33.3 37.2 0.5 1.2
Line loss 460.7 368.7 410.4 579.3 461.5 473.7
Voltage violation 13452.7 353.8 0.04 47.8 0.7 17.4
Inverter degradation 10.1 10.1 36.5 28.8 26.17 26.1
Total 13923.6 765.9 480.2 693.1 488.4 518.5

5.5.3 Operational Performance Comparison

We evaluate the performance of the proposed two-timescale reinforcement learning-

based VVC methods by comparing the total operational cost with the four baseline control

algorithms. A lower total operational cost indicates a better control performance in voltage

regulation. The total operational cost includes the line loss, voltage violation cost, switching

cost of the conventional voltage regulating devices, and inverter degradation cost. Table

5.2 shows the operational cost comparison of the proposed reinforcement learning-based

two-timescale VVC algorithm with the four baseline algorithms on the test dataset. The

result is based on the trained model, which achieves the best performance out of 15 random

experiments in the training dataset.

It can be observed from Table 5.2 that the slow-timescale VVC (Baseline 2) alone

does not provide sufficient voltage regulation as the rapid change in the solar PV production

within each hour causes high voltage violation. The proposed RL-based two-timescale VVC

algorithm achieves the second-lowest total operational cost among all algorithms. Although

the optimization-based two-timescale VVC algorithm achieves the lowest operation cost,
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it requires complete and accurate knowledge of primary and secondary distribution circuit

models and parameters, which are usually unavailable in practice. On the other hand, the

proposed RL-based two-timescale VVC algorithm is completely model-free. However, it

does not offer an improvement in operation cost compared to the optimization-based VVC

methods. Finally, an ablation study is performed to demonstrate the advantage of using an

LSTM network over a feedforward neural network to encode action and observation time

series. The last two columns of Table 5.2 show that the adoption LSTM network in the

RL-based algorithm further reduces the total operational costs.

The inverter degradation is the worst in Baseline 3 compared to the RL based

algorithms because the MPC based optimization problem only has a lookahead horizon

of two minutes to minimize the inverter degradation whereas the reinforcement learning

algorithms has can take the future inverter degradation cost into account during the training

via the reward function. As a result, the optimization-based two timescale VVC changes

the reactive power output of the smart inverters frequently to achieve immediate lower

operational cost which ultimately results in a bigger inverter degradation cost.

Next, we compare the voltage profiles of two baseline VVC algorithms with that

of our proposed RL-based two-timescale VVC. The voltage magnitude time series of node

71 corresponding to the no VVC, slow-timescale VVC only, and the proposed two-timescale

VVC are shown in Fig. 5.4. Node 71 is selected for the comparison because it experiences

the worst voltage violation when no VVC is employed. It can be seen that our proposed

RL-based two-timescale VVC significantly improves the voltage regulation performance.

Furthermore, our proposed two-timescale VVC is capable of maintaining the voltage within
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Figure 5.4: Comparison of voltage deviations at node 71 for three VVC algorithms in the
test dataset

1± 0.05 p.u. for almost the entire operating week.

To help exploration, we follow a uniformly random policy for a certain number

of steps (see Table I for the hyperparameter) before running the real policy. During this

time, the load flow may not converge. If the load low does not converge, the environment

is programmed to return a large bounded line loss and 0 for every node voltage, making it

a large but bounded voltage violation cost. Our proposed VVC algorithm quickly learns to

avoid actions that lead to non-convergence of load flow.

5.5.4 Sample and Computational Efficiency

Finally, the RL algorithm employed to solve the VVC problem should be sample

efficient. Here, we demonstrate the sample efficiency of the proposed two-timescale VVC

algorithm. The average biweekly return (AVR) on the testing weeks is plotted against the
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Figure 5.5: AVR vs number of weeks of training for the proposed, w/o LSTM, and separately
trained VVC algorithms

number of training samples collected in Fig. 5.5. The AVR is defined as the summation of

all the components of the reward function accumulated over the testing period. The colored

lines show the mean AVR calculated over 15 independent runs. The light-colored region

corresponds to the error bounds. It is observed that with about twenty weeks of training

data, the proposed algorithm can learn a very effective VVC policy. Figure 5.6 shows the

boxplot of the mean AVR calculated over 15 independent runs with 40 weeks of training

data. It is observed that the results are consistent across different random initialization

and training sessions. This demonstrates that the training procedure for the proposed

two-timescale VVC algorithm is fairly robust.

The average computation time needed to process one hour of data for the baseline

and the proposed VVC algorithms are shown in Table 5.3. The computations for the pro-
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Figure 5.6: Boxplot of the AVR for the proposed, w/o LSTM, and separately trained VVC
algorithms

Table 5.3: Average computation time of the baseline and proposed VVC algorithms required
to process one hour of data

Computation
Time
(Seconds)

Opt-
based
slow-
timescale
VVC

Opt-
based
fast-
timescale
VVC

Proposed
two-
timescale
VVC

Operational time 182 913 -
Training time - - 2.08
Testing time - - 0.63
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posed VVC algorithm are performed using a 3.30GHz Intel(R) Core(TM) i9-9940X CPU

and CUDA version 10.0.130 enabled GeForce RTX 2080 GPU. The training time and test-

ing time for processing an hour of data are calculated by averaging the execution time of

10 weeks of training data and 2 weeks of testing data respectively. The convergence in

our proposed two-timescale algorithm required 20 weeks of training data and is achieved

in about two hours. The fast-timescale optimization-based VVC algorithm from baseline 3

is implemented using an Intel Xeon silver 4210 CPU with 15 parallel threads workers for

MATLAB. Lastly, the slow-timescale VVC algorithm from baseline 2 and 3 is implemented

using an Intel Core i5-5200U CPU. It can be observed from Table 5.3 that once trained,

the proposed RL-based VVC algorithms can make control decisions much faster than the

GUROBI solver used in the nonconvex optimization-based VVC methods. Thus, the pro-

posed two-timescale RL-based VVC algorithm can be adopted for online implementations.

5.5.5 Robustness Analysis

Our proposed two timescale algorithm may face sample inaccuracy if the voltage

reporting is not synchronized. To test the robustness of our proposed algorithm against

sample inaccuracy, we introduce a 1-minute shift in the voltage with a small probability

of 1% during training and testing. The performance is compared to the proposed VVC

algorithm with no voltage synchronization issue in Table 5.4. It is observed that the perfor-

mance declines by 16.80%. However, it is still an 18.57% improvement over the separated

trained VVC in Baseline 4.
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Table 5.4: Robustness analysis of the proposed VVC algorithm

Operational cost($) Proposed
two-
timescale
VVC

Proposed two-
timescale VVC
with sample inac-
curacy

Switching 0.5 0.6
Line loss 461.5 505.8
Voltage violation 0.7 34.76
Inverter degradation 26.17 28.75
Total 488.4 569.91

5.6 Chapter Summary

In this paper, we propose a model-free two-timescale Volt-VAR control algorithm

that does not depend on accurate primary or secondary feeder models. Two hierarchically

arranged policies are run at two different timescales. In the slow-timescale, a soft actor-

critic agent determines the tap positions of conventional voltage regulating devices, such as

the voltage regulator, on-load tap changers, and switchable capacitor banks. On the fast-

timescale, a DDPG agent determines the reactive power setpoints of the smart inverters.

These two policies are coupled via a communication protocol and are learned concurrently.

The proposed RL-based two-timescale VVC algorithm is capable of maintaining the voltage

of the distribution grid within a reasonable range and almost achieve the same operational

cost as a model-based controller with perfect network information, load, and renewable

generation forecast.
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Chapter 6

Impact of Aerosols on Reservoir

Inflow: A Case Study for Big

Creek Hydroelectric System in

California

Hydroelectric power plants play a key role in supporting the integration of increas-

ing amounts of wind and solar energy as they have a high level of operational flexibility and

storage capability. Hydroelectric power plants take on important responsibilities such as

flood control, navigation, irrigation, agricultural, urban water supply, and recreation in ad-

dition to enhancing the stability of power systems and security of power supply. Hence, it is

important to determine the optimal operational schedule of single-stage or multistage hydro-

electric power plants. An accurate and reliable reservoir inflow forecast model is in crucial
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need to enable optimal and efficient scheduling of hydroelectric resources [139, 241, 363].

Typically, the river runoff in the Sierra Nevada region is highly influenced by meteorological

variables such as temperature, precipitation, and snow water equivalent (SWE) [66]. Since

the reservoir inflows of this region are generated by the runoff captured by the reservoirs,

therefore, these meteorological variables can be used as explanatory variables in reservoir

inflow forecast models. In the past decade, researchers have discovered that the presence of

aerosol particles in the atmosphere can exert great influence on the hydrological cycle in a

region through the meteorological variables [39, 234, 290, 295].

Aerosols are a mixture of tiny particles or liquids that are suspended in air and can

range from 0.001 to 10 µm in size. A discussion on the impact of aerosols on temperature,

SWE, and precipitation has been provided in Section 6.6. A detailed description of the

effect of aerosol on precipitation and snow water equivalent in California is provided in [385].

Reference [385] showed that aerosols reduce precipitation and SWE by 10% over mountain

tops in the Sierra Nevada region. This is a result of (both anthropogenic and naturally

occurring) aerosols serving as cloud condensation nuclei (CCN) which leads to an increase

of non-precipitating clouds. Cloud condensation nuclei are aerosol particles that act as the

initial sites for the condensation of water vapor into cloud droplets. Aerosol deposition on

snow increases absorption of solar radiation, leading to warming and further reduction of

SWE over mountain tops. As the level of anthropogenic aerosol particles (such as sulfate and

carbonaceous aerosols) increases rapidly from preindustrial times to the present-day over

urban and industrial regions, their impact is becoming more significant on the hydrological

cycle and thereby on reservoir inflow [68, 69, 234, 316]. It is critical to understand and
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quantify the impact of aerosols on reservoir inflow as it can influence hydropower generation

and reservoir operations. It should be mentioned that the atmospheric lifetime is very short,

typically two to four days, making their effect on climate and weather more regional and

less persistent into the future than those of the long-lived greenhouse gases [156, 366].

Aerosols show large spatial and temporal variation in atmospheric aerosol concentrations

and properties. Therefore, there are large differences in their effect on climate and weather

on a regional basis [156, 284, 293, 298, 312, 366]. Since inflows into the reservoirs are

influenced by climatic variables, the impact of aerosols on reservoir inflows should also vary

from region to region and should therefore be studied on a regional scale.

The primary objective of this chapter is to build a reservoir inflow forecast model

and subsequently quantify the impact of aerosols on inflow into Florence Lake and Lake

Thomas Alva Edison in the Big Creek Hydroelectric System. Since Florence Lake and Lake

Edison are the higher elevation reservoirs of the system, an accurate forecast of inflow into

these reservoirs can also improve the operational efficiency of the system greatly. The Big

Creek Hydroelectric System resides in the San Joaquin Valley which is surrounded by the

Sierra Nevada mountain range in the east. San Joaquin Valley has one of the highest pollu-

tant concentrations in the United States due to its unique geographical location. A detailed

description of the study area is provided in Section 6.2. The autoregressive integrated mov-

ing average model (ARIMA) is a well-known univariate time series model frequently used in

hydrological forecasting. ARIMA models can predict a time series variable based on its own

past values (AR term) and past values of the error term (MA term). Including exogenous

variables in the ARIMA model improves forecasting accuracy and is commonly known as
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the ARIMAX model or dynamic regression model. In this chapter, we first build a statistical

hydrologic model with a dynamic regression method where meteorological variables such as

temperature, precipitation, and SWE are used as explanatory variables. The best parsimo-

nious dynamic regression model is selected using the Akaike Information Criterion (AIC),

residual diagnostics, and goodness-of-fit. Meteorological variables are then simulated using

the WRF-Chem model with different aerosol emission levels. These simulated meteorologi-

cal variables with and without aerosol impacts are fed into the dynamic regression model to

quantify the impact of aerosols on reservoir inflow in the Big Creek Hydroelectric System.

Detailed analysis of aerosol impacts on temperature, precipitation, and SWE in California

is not the objective of this study since it has been provided in [385].

The unique contributions of this chapter are listed as follows.

1. We developed an innovative and comprehensive framework for evaluating the

impact of aerosols on reservoir inflow. The framework seamlessly integrates the numeri-

cal weather forecasting model (WRF-Chem) and the statistical inflow forecasting model

(dynamic regression).

2. We built a dynamic regression model to forecast daily inflow into the hydroelec-

tric reservoirs. The model coefficients for the meteorological variables provide an intuitive

understanding of how temperature, precipitation, and snow water equivalent influence reser-

voir inflow.

3. We quantified the impact of aerosols on reservoir inflow in the Big Creek

Hydroelectric System based on the proposed dynamic regression model and WRF-Chem

model. The simulation results show that the presence of aerosols resulted in a reduction of

131



the annual reservoir inflow by 4%-14%.

The existing research on the effect of climate change and human activities on

streamflow [135, 201, 217, 365] and inflow into reservoirs [58] in the San Joaquin Basin

focus on the effect of carbon dioxide and several other greenhouse gases. There are very

few research papers studying the effect of natural and anthropogenic aerosols on streamflow

and reservoir inflow [134]. Our study focuses on exploring the impact of aerosols on inflow

at the Big Creek hydroelectric system located in the upper San Joaquin River system in

the Sierra Nevada Mountains of Central California.

The remainder of the chapter is organized as follows. Section 6.1 summarizes

existing studies on statistical inflow forecasting models and discusses the rationality of

choosing a dynamic regression model. Section 6.2 describes the study area. Section 6.3

presents the overall framework of our study. Section 6.4 presents the technical methods

used in building the dynamic regression model to forecast reservoir inflow and the WRF-

Chem model. Section 6.5 describes steps of building the dynamic regression models and their

goodness of fit. Section 6.6 shows the evaluation of the WRF-Chem model and the impact

of aerosols on inflow into the two hydropower reservoirs. Lastly, Section 6.7 concludes the

chapter by discussing the direction of future research and the limitations of the study.

6.1 Literature review

This section presents a review of research articles relevant to this chapter which

can be grouped into two categories, 1) statistical inflow forecasting models and 2) impact

of aerosols on reservoir inflow.
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6.1.1 Statistical inflow forecasting models

The existing models for hydrological modeling and forecasting can be separated

into three groups; time series models [261, 262, 282, 363, 362], regression models [125, 210,

262], and artificial neural network (ANN) models [82, 176, 199, 262, 363, 398]. Reference

[262] compared regression, ARIMA and ANN models to forecast spring inflows into the Amir

Kabir reservoir in the Karaj watershed. Reference [363] compared ARMA, ARIMA, and the

autoregressive ANN models to forecast monthly inflows of the Dez dam reservoir. Both of

these studies chose ANN as the best model. Reference [261] compared SARIMA (seasonal

ARIMA) and ANN-GA (ANN combined with the genetic algorithm) models in making

short-term and long-term predictions of monthly inflow into a dam where the SARIMA

model outperformed the ANN-GA model, especially in forecasting low values. Reference

[282] used stochastic SARIMA model to forecast monthly inflow of one or more months

ahead into the planned Amopeos Reservoir in Northern Greece which helped evaluate the

optimal real-time reservoir operation policies. The monthly forecasts were used to gener-

ate a synthetic series of monthly inflows that preserves the key statistics of the historical

monthly inflows and their persistence Hurst coefficient, providing a probabilistic framework

for reservoir design. Monthly means and the monthly standard deviations of the forecasted

inflows were close to that of the measured inflows demonstrating the ability of SARIMA

models to forecast monthly inflows and generate synthetic series of monthly inflows. Ref-

erence [362] investigated SARIMA and ARIMA models for long-term runoff forecasting in

the United States. They found the SARIMA model to be the best model in their study

with an error of < 5% for all states. Therefore, the ARIMA model can be considered an
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effective tool for forecasting reservoir inflow. Including exogenous covariates in the ARIMA

model helps explain the dynamic relationship between the response time series and the

explanatory variable time series and improves forecast accuracy. This is called a dynamic

regression model. The dynamic regression model is also referred to as the ARIMAX model.

For time-series data, using a dynamic regression model is preferred over ordinary

regression because, some of the underlying assumptions of the regression model, e.g. normal

distribution, homoscedasticity, and no autocorrelation of error terms, are frequently violated

when being applied to time series data [244]. Applying the ARIMA modeling approach to

model the information contained in the error term of the regression model can take care

of its autocorrelation. The transfer function in the dynamic regression model captures

the time-lagged relationship of input variables and the predictor variable. Therefore, the

dynamic regression model can also be thought of as a regression model with time-lagged

inputs and an ARIMA model for disturbances. Lastly, though ANN models might improve

forecast accuracy, it is challenging to interpret the impact of aerosols on inflow by examining

the weights on the meteorological input variables. In the light of all these considerations,

we decided to adopt the dynamic regression model to forecast inflow into the hydropower

reservoirs.

6.1.2 Impact of aerosols on hydrology

The presence of aerosol articles have impact on the hydrological cycle through its

impact on earth’s radiative forcing, precipitation and snow water equivalent [42, 234, 294].

It has been shown that an increase in atmospheric aerosols primarily affects solar radiation

entering earth’s atmosphere, snow albedo, cloud formation, and precipitation. Aerosol
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effects can be differentiated in three pathways- aerosol-radiation interaction (ARI) or direct

effect, aerosol-snow interaction (ASI), and aerosol-cloud interaction (ACI) or indirect effect.

Reflective aerosol particles, such as nitrate and sulphate particles, scatter the solar and

thermal radiation and increase planetary albedo cooling both surface and atmosphere [27,

70, 159, 181, 195, 197, 285, 292]. However, light absorbing aerosols (LAA) such as black

carbon absorb radiation known as LAA, decrease planetary reflectivity and increase air

temperature [172, 181]. Presence of soot particles and dust in snow darkens the surface and

reduces the snow albedo through aerosol-snow interaction (ASI). Reference [79, 81, 99, 117,

142, 155, 173, 214, 247, 248, 296, 380, 381, 384, 404]. Snow albedo perturbations increase

the surface air temperature and accelerate snowmelt [40, 117, 155, 211, 258, 291, 384, 392].

Further reduction of snow albedo takes place by snow albedo feedback [55, 117, 149, 155].

Snow grain size, shape and Black carbon-snow mixing type also play important roles in

aerosol-snow interaction [161, 204, 227, 306, 384]. Internal mixing of light-absorbing aerosols

and snow reduces snow albedo more than external mixing, which enhances the aerosol-

induced snow albedo reduction. Nonspherical snow grains tend to show less aerosol-induced

snow albedo reductions compared with spherical snow grains. These two opposite effects

on snow albedo reductions by light-absorbing aerosols may further influence snowmelt and

SWE and have merit for in-depth studies [161, 160, 227].

Aerosol-cloud interaction or indirect effect of aerosols on climate includes a change

in microphysical and optical properties of cloud droplets which is related to aerosols acting

as cloud condensation nuclei (CCN). Increasing the number concentration of CCN can lead

to the formation of more cloud droplets, which results in a decrease in cloud droplet radius
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leading to higher cloud albedo [182, 357, 358]. Another effect of the decrease in cloud

droplet size is the reduced precipitation through the ‘second indirect effect’ [295, 302]. This

is due to the fact that small water droplets continue to drift in the air and are less likely to

grow to sufficient size to fall out as precipitation. This results in prolonged cloud lifetime

[23, 20, 194, 302]. Higher cloud reflectivity and increase in cloud lifetime also produce a

net cooling effect on the earth’s surface by shading it from solar radiation. Absorptive

aerosols can reduce low-cloud cover through the ‘semi-direct effect’ [181, 154] leading to

positive radiative forcing. Glaciation aerosol effect is a possible counteracting effect where

an increase in ice nuclei by anthropogenic aerosols (mineral dust and a fraction of hydrophilic

soot particles) acting as ice nuclei causes supercooled liquids to freeze [235, 233]. The ice

crystals quickly grow at the expense of cloud droplets since the vapor pressure over ice is

lower than that over water, leading to a more frequent glaciation of supercooled clouds. The

precipitation formation via the ice phase is more efficient than in warm clouds and therefore,

the glaciated clouds have a shorter lifetime than supercooled water clouds leading to more

precipitation. The chemical nature of the dust determines whether glaciation or warm

cloud lifetime effect is larger. Reference [53] showed that the smaller mean droplet size in

supercooled clouds caused by anthropogenic aerosols can significantly reduce ice particle

riming efficiencies in mid-altitude orographic clouds, resulting in lower orographic snowfall

rates.

Impact of aerosols on water resources

Surface runoff is a major component of the hydrological cycle. It is defined as

water from precipitation, snowmelt, or other resources that flows over the land surface. Few
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studies were conducted to examine the impact of anthropogenic aerosols on water resources.

Reference [279] studied the effect of dust radiative forcing on snow and runoff from the

Upper Colorado River Basin. Disturbance of soil surfaces in the Colorado Plateau and

biological crusts occurred in the mid-1800s due to dramatic growth in grazing, agriculture,

and resource exploration. They used the Variable Infiltration Capacity model with post-

disturbance and pre-disturbance impacts of dust on snow albedo and estimated the impact

on runoff from the Upper Colorado River Basin from 1996-2003 at Lees Ferry, Arizona.

Dust loading observed in 2005-2008 was used in the study. They found that the resulting

short duration of snow covers leads to a three-week early peak runoff and a decreased

annual runoff (5%) due to an increase in evapotranspiration from the earlier loss of snow

cover. The magnitude of difference in runoff increased with the magnitude of the annual

runoff. A follow-up of the study was performed by [92] developing a new snow albedo decay

parametrization based on observations of levels of dust loading in 2009-2010 as they were

unprecedentedly high, being on the order of five times that of 2005-2008. The extreme dust

scenario caused the peak snowmelt to occur an additional three weeks earlier and further

reduced the annual inflow by 1%.

In addition to studying the impact of the deposition of soot aerosol on snow on

snowpack, [291] also studied its effect on the hydrological cycle in the Western United States.

They performed a yearlong simulation of WRF-Chem to simulate an annual cycle of soot

aerosol deposition on snow and used it to estimate snow albedo perturbations induced by

the soot within the Western United States. This was followed by three regional climate

simulations at Columbia River Basin (CRB), the Sacramento-San Joaquin (SSJ) River
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Basin, the Central Rockies (CR), and the Sierra Nevada (SN) mountains. They used WRF

in meteorology-only mode (WRF-RCM) to capture precipitation, snowpack, and runoff, but

with or without the perturbed snow albedo. They found that snow albedo reduction and

the snow albedo feedback accelerated snowmelt and altered the streamflow which includes

a trend towards earlier melt dates. In the Western United States, the main contribution

to total runoff during winter is surface runoff generated by liquid rain. During spring,

both precipitation and snowmelt contribute to runoff. As a result of warming in the soot-

perturbed simulation, there are significant reductions in snowpack during the snowy winter

period, which are reflected in reduced snow accumulation and more runoff during winter and

less snowmelt during spring. Runoff increases during late winter because the higher surface

temperature in the soot-perturbed simulation causes more precipitation to come in the

form of rain rather than snow. By contributing directly to runoff or by causing snowmelt, a

higher percentage of rainfall versus snowfall during the cold season increases runoff. As less

snow accumulates during winter, runoff as a result of snowmelt decreases during late spring.

Reference [289] used a global climate model to simulate the effect of black carbon and dust

in the snow on the hydrological cycle of the Tibetan Plateau. They found that surface air

temperature increased by around 1oC averaged over the Tibetan Plateau and the spring

snowpack was reduced due to the presence of black carbon and dust in snow. This had a

significant impact on the hydrology, with the discharge increasing during late winter and

early spring and decreasing during late spring and early summer showing a trend towards

earlier melt dates.

[255] developed a snow algorithm that allowed for the deposition mass flux of
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different species of light-absorbing aerosols as an input variable for application in a rainfall-

runoff model allowing determination of the effect of various light-absorbing aerosols at the

catchment scale. They demonstrated the effect of Black Carbon deposition on snow on

the hydrologic cycle through the implications for snowmelt and discharge generation on a

remote southern Norwegian catchment over a period of six years. Their results indicate a

significant impact of Black Carbon in the snow at the catchment with runoff increasing in

the spring followed by a decrease in discharge because of a trend towards earlier melt dates

and a decrease in the catchment’s snow-covered area.

[132, 133] quantified the suppression of orographic precipitation by anthropogenic

aerosols over hills downwind of major coastal urban areas in California and Israel and

subsequently extended it in [134] to study the impact of anthropogenic aerosols on available

water resources in the Sea of Galilee in northern Israel and outflows of the main springs of

Jordan River where a large portion of water resources result from orographic precipitation.

In [132, 133], they defined the suppression of orographic precipitation as a reduction in the

orographic enhancement factorRo, whereRo is defined as the ratio between the precipitation

amounts in the hills to the precipitation in the upwind lowland. Time series of Ro from

1880-2000 based on annual precipitation from rain gauges downwind of major urban areas

was compared with rain gauges sidewind of the area. A decrease in Ro with time at locations

downwind of air pollution sources was explained by the increase in small-particulate air-

pollution emissions with the growth of urban areas. The suppression rate was found to

be 15%-20% in hilly areas in California and Israel. Such decreasing trend was not found

in hills downwind of pristine areas. They applied this methodology in [134] to measure
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trends of the ratio of annual precipitation between hilly to upwind lowland rain gauges

and subsequently quantified the trend in orographic precipitation in the catchment areas.

Then, they related it to trends in runoff and spring outflows by examining the relation of

the trends of the spring outflow and the recharging area of the springs, thereby correlating

the loss of precipitation to loss of overall water inflow. They concluded that air pollution

is the main reason behind the suppression of orographic precipitation over the hilly areas

and the subsequent decreasing trend in the available water in the Sea of Galilee.

These studies of the impact of aerosols on hydrology focus only on one of the aerosol

sources or pathway and few focus on reservoirs. Our study presents a complete account

of the aerosol impacts from different sources through three pathways on two hydropower

reservoirs in the Sierra Nevada region of California.

6.2 Study Area: San Joaquin region and Big Creek Hydro-

electric Project

The Big Creek Hydroelectric Project is an extensive hydroelectric system that

accounts for 12% of California’s total hydroelectric generation. The project is located on

the upper San Joaquin River system in the Sierra Nevada Mountains of Central California.

The Sierra Nevada is a mountainous region where most precipitation is retained as snow

until temperatures are sufficient for melt [66].

The hydroelectric project is owned and operated by Southern California Edison

(SCE) which has a total installed capacity of 1000 MW accounting for approximately 20% of

SCE’s total generation capacity. The hydroelectric system includes 27 dams, 23 generating
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units in nine powerhouses, miles of underground tunnels, and six major reservoirs with a

combined storage capacity of 560,000 acre-feet. Water from lakes in higher elevation are

routed through the nine powerhouses and discharged to lakes in lower elevations which are

connected through tunnels and penstocks. The water travels a combined vertical distance of

6655 feet before being discharged through the last powerhouse into the San Joaquin River.

Florence Lake and Lake Thomas Alva Edison are the higher elevation reservoirs of the

system having a surface elevation of 7300 and 7648 feet respectively. The dam at Florence

Lake captures runoff from the South Fork San Joaquin River, diverting it through the Ward

Tunnel towards the Portal Powerhouse which is the first powerhouse in the system to receive

water. Lake Thomas Alva Edison is formed by the Vermillion Valley Dam constructed across

Mono Creek, a tributary of the South Fork of the San Joaquin River. It discharges some of

its water to the Ward Tunnel and thereby further regulates the water supply to the Portal

Powerhouse. Water running through Portal Powerhouse gets discharged into Huntington

Lake where it is in turn diverted to lakes of lower elevation through other powerhouses.

Thus, an accurate forecast of inflow into Lake Thomas Alva Edison and Florence Lake can

greatly improve the operational efficiency of the Big Creek Hydroelectric Project.

6.3 Framework

This study aims at quantifying the impact of aerosol particles on inflow into Flo-

rence Lake Reservoir and Lake Edison and calculating daily inflow forecasts for these two

reservoirs. A dynamic regression model was built to forecast the inflow which uses mete-

orological variables like daily mean temperature, accumulative snow water equivalent, and
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incremental precipitation as explanatory variables. Observed inflow data and observed me-

teorological variables data were split into a training set and a testing set. The testing set

was formed by withholding the data for the last water year from the model identification

and estimation process and the rest are used as the training set. The training data set

was used to estimate the model parameters. The forecasting accuracy of the model was as-

sessed by performing out-of-sample forecasting on the testing set. Forecasts of the predictor

variables considering the impact of aerosols on regional climate were calculated in the San

Joaquin Valley of California using a version of Weather Research and Forecasting Model

with Chemistry [141, 415] with fully coupled aerosol-meteorology-snowpack. Meteorological

variable forecasts without the impact of aerosols were also calculated for the same region.

Both forecasts were used as respective testing sets for calculating inflow forecasts with and

without the impact of aerosols. Yearly and seasonally aggregated inflow forecasts were then

compared to quantify the impact of aerosols on inflow into Lake Edison and Florence Lake.

The procedure is summarized schematically in Figure 6.1.

6.4 Technical methods

In this study, we build a statistical hydrologic model with a dynamic regression

method to forecast daily inflow into the hydroelectric reservoirs. Here, meteorological vari-

ables such as temperature, precipitation, and SWE are used as explanatory variables. A

dynamic regression model or ARIMAX model [281], uses time-lagged explanatory variables

to forecast the dependent variable while modeling the error term with an ARIMA model

[54]. Reasons for choosing dynamic regression model were discussed in Section 6.1. We
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Figure 6.1: The overall framework for quantifying the impact of aerosols on reservoir inflow

conduct model building by applying relevant theory to choose the input variables and then

following standard methodology for building dynamic regression models. The linear transfer

function (LTF) method suggested by [281] is applied here to specify the transfer functions

and the methodology described by [54] is applied to determine the ARMA order of the

error time series. Finally, the coefficients of the entire model are estimated and the model

is checked for adequacy. An overview of the dynamic regression model and LTF method is

provided below in Section 6.4.1.

6.4.1 Dynamic regression model

. A dynamic regression model is shown in Equation (6.1). A crucial assumption

in dynamic regression is that the explanatory variables are not affected by the dependent
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variable, i.e. there is no feedback between the variables.

Yt = v (B)Xt +Nt (6.1)

where

Yt = Dependent variable

Xt = The vector of explanatory variables

v (B) = Transfer function

Nt = Noise time series

A free form distributed lag transfer function model like Equation (6.2) for M explanatory

variables can be estimated where the noise series is approximated by a low order regular

AR term proxy. The order of the transfer function, ki is chosen based on the empirical

understanding of the model.

Yt =
M∑
i=1

ki∑
j=0

vi,jXi,t−j +
1

ϕ (B)
at (6.2)

where

Xi,t =i-th explanatory variable

ϕ (B) = Low-order autoregressive proxy

at =White Noise
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The individual weights vi,j are called impulse response weights. The transfer function can

be written in a parsimonious form known as a rational distributed lag transfer function

model as shown in Equation (6.3).

Yt = µ+

M∑
i=1

ωi (B)

δi (B)
BbiXi,t +Nt (6.3)

where

ωi (B) = ωi,0 + ωi,1B + ωi,2B
2...+ ωi,hiB

hi

δi (B) = 1− δi,1B − δi,2B2 − ...− δi,riBri

bi = Dead time for input Xi,t

It should be noted that ri, hi, and bi are constants for the i-th explanatory variable. (b, r, h)

are the orders of the rational distributed lag transfer function. The numerator of the transfer

function model captures the lagged effect of the covariates and the denominator represents

the decaying effects of the covariates. The noise series Nt may have an autocorrelated time

structure that can be described by an ARIMA model.

The autoregressive (AR) component in the ARIMA model refers to the lagged

values of the dependent variable time series; the moving average (MA) component refers to

the lagged error terms, i.e. residuals; and the integrated component represents the number

of times a time series must be differenced to achieve stationarity. A general notation for

ARIMA models is ARIMA(p, d, q), where p denotes the number of autoregressive terms, q

denotes the number of moving average terms, and d denotes the number of times a series
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must be differenced to induce stationarity. Using the general notations of an ARIMA model,

the noise series can be written as:

Nt =
θ (B)

ϕ (B)
at (6.4)

where

ϕ (B) = 1− ϕ1B − · · · − ϕpBp

θ (B) = 1− θ1B − · · · − θqBq

Here, at is assumed to be white noise. The white noise assumption implies zero mean,

normal distribution, and constant variance. Finally, the dynamic regression model can be

written as follows:

Yt = µ+
M∑
i=1

ωi (B)

δi (B)
BbiXi,t +

θ (B)

ϕ (B)
at (6.5)

Linear transfer function (LTF) method

The linear transfer function (LTF) method suggested by [281] was applied in this

study to handle multiple inputs. The order of the rational form transfer function (bi, ri, hi)

for each variable i needs to be determined together with the order of ARIMA(p, d, q) model

for the noise time series Nt. LTF method uses a free form distributed lag model to estimate

the impulse response weights in Equation (6.2) together with an initial autoregressive proxy

for the autocorrelation term of the disturbance time series Nt. If Nt is not stationary with

a time-varying mean, then both the input and output time series should be differenced
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accordingly. A parsimonious rational form transfer function similar to Equation (6.3) is

then identified by comparing the estimated impulse response weight pattern with theoretical

impulse response weight patterns. The methodology described by [54] is then applied to

determine the ARMA order of the error time series Nt. Finally, the coefficients of the entire

model are estimated and the model is checked for adequacy.

Performance metrics

Out-of-sample forecasting was performed to assess the forecasting accuracy of the

model [244]. Some of the sample data at the end of the time series were withheld as the

testing dataset. They were not used in the model identification and estimation process. The

fitted model was used to forecast the response variable. Root mean square error (RMSE),

mean absolute error (MAE), Nash-Sutcliffe efficiency (NSE), a modified version of NSE

[131, 215], percent bias (PBIAS) and RMSE-observations standard deviation ratio (RSR)

[265] were used as accuracy metrics to evaluate the performance of the proposed model and

the benchmark models introduced in Section 6.5.4.

[265] using three quantitative statistics, Nash-Sutcliffe efficiency (NSE), percent

bias (PBIAS), and RMSE-observations standard deviation ratio (RSR) for model evaluation.

In addition to the above three statistics, we used a modified version of NSE proposed by

[131, 215] for model evaluation.

MAE and RMSE RMSE and MAE values signify the goodness of fit of the forecast

to the observed inflow and hence can evaluate the performance of the dynamic regression
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model.

RMSE =

√√√√ n∑
i=1

(Yfi − Yoi)2
n

(6.6)

MAE =
n∑
i=1

|Yfi − Yoi|
n

(6.7)

Here, i denotes the day in a water year, Yfi represents the forecasted inflow on the day i,

Yoi denotes the observed inflow on the day i, and n is the number of days in the water year.

NSE and modified NSE The Nash and Sutcliffe [271] coefficient (NSE) is the most

widely used indicator in hydrology because of its flexibility to apply to different types of

mathematical models and intuitive interpretability [257, 299, 313]. It has been used widely

in streamflow and runoff predictions [83, 206, 223, 265, 274, 313]. It is a normalized measure

comparing the mean square error generated by a model simulation to the variance of the

observed values. NSE effectively compares the performance of a particular model to a

simple model which uses the mean of the observed values as the prediction. NSE ranges

from minus infinity to 1, with higher values indicating a better forecast.

NSE = 1−

N∑
i=1

(Yoi − Yfi)2

N∑
i=1

(
Yoi − Ȳo

)2 (6.8)

Here, Ȳo is the mean of the observed inflow of the testing period. Several researchers have

suggested modifications to the NSE owing to its limitations, such as using the mean of

the observations as the baseline model and possible effect of outliers on NSE [131, 206,

215, 277]. Reference [131] termed the use of the mean of observed values as primitive and
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proposed using the daily mean value of the predictor variable for the calibration period

so that the baseline model can indicate the seasonal variation of the predictor variable.

This modification of NSE is also recommended by the [275]. Reference [313] recommends

using benchmark models appropriate to the particular case study. The modified NSE or

benchmark efficiency (BE) indicates performance improvement of the hydrologic model over

the benchmark model and can be written as

BE = 1−

N∑
i=1

(Yoi − Yfi)2

N∑
i=1

(Yoi − Ybi)2
(6.9)

Here, Ybi represents the forecasted inflow on the day i by the benchmark model. Since

NSE is calculated by squaring the deviations between observation and model-calculated

values, it is sensitive to extreme values leading to misevaluation of model performance

[83, 206, 215, 383]. Reference [215] proposed NSE’, a modification of NSE using absolute

values instead of squared deviation reducing the effect of squared terms. In [216], they

maintain the recommendation of NSE and NSE’ because of their intuitive interpretability

and having a fundamental meaning at zero. In general, NSE’ has a lower value than NSE.

NSE′ = 1−

N∑
i=1
|Yoi − Yfi|

N∑
i=1

∣∣Yoi − Ȳo∣∣ (6.10)

PBIAS Percent bias (PBIAS) measures the average tendency of the simulated data to be

larger or smaller than their observed counterparts [145]. The optimal value of PBIAS is 0

with low magnitude values indicating accurate model simulation. Positive values indicate
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model underestimation bias and negative values indicate model overestimation bias.

PBIAS =

N∑
i=1

(Yoi − Yfi)× 100

N∑
i=1

Yoi

(6.11)

RSR RSR standardizes RMSE using the observation standard deviation and is calcu-

lated as the ratio of the RMSE and standard deviation of measured data with lower RSR

indicating better model prediction performance.

RSR =
RMSE

STDEVobs
= 1−

√
N∑
i=1

(Yoi − Yfi)2√
N∑
i=1

(
Yoi − Ȳo

)2 (6.12)

6.4.2 WRF-Chem model

The WRF-Chem model [141] is a weather research and forecasting system that

simulates chemistry and aerosols simultaneously with meteorology. This model has been

extensively used to study regional air quality and their interactions with weather and climate

(e.g., [38, 67, 114, 113, 290, 388, 389, 390, 387, 385, 416, 414, 415]). In this study, we used

the WRF-Chem version 3.5.1 which includes aerosol interactions with radiation, cloud and

snowpack [415]. In the WRF-Chem control (CTRL) experiment, the model is run at 4 km

horizontal resolution with the model domain covering California and surrounding regions.

The major components of aerosols (nitrate, ammonium, elemental carbon, primary organic

matter, sulfate, sea salt, dust, water, and other inorganic matter) are simulated in the

model along with their physical and chemical processes. Anthropogenic aerosol emissions
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are obtained from US EPA 2005 National Emissions Inventory (NEI05; US EPA, 2010).

Aerosol emissions comprise SO4, NO3, EC, organic aerosols, and total PM2.5 and PM10

masses. Anthropogenic emissions are updated every hour to account for diurnal variability.

However, their seasonal variation is not considered in the simulation. Biogenic emissions

are calculated online using the Model of Emissions of Gases and Aerosols from Nature

(MEGAN)[143]. Biomass burning emissions are obtained from the Global Fire Emissions

Database version 2.1, with 8-day temporal resolution and monthly updates [105]. However,

year-to-year variability in biomass burning aerosols is not taken into account. Dust emissions

are calculated using the DUST TRANsport model (DUSTRAN) scheme [325] following

[387]. Sea salt emissions are derived from the PNNL-updated sea salt emission scheme that

includes the correction of particles with a radius less than 0.2 µm [137] and dependence on

sea surface temperature [174].

To derive aerosol optical properties (e.g. extinction, single-scattering albedo, and

the asymmetry parameter for scattering) as a function of wavelength, Mie calculations [339]

is used. Aerosol radiation interaction is included in the shortwave and longwave radiation

schemes [115, 417]. Aerosol cloud interaction is effectively simulated in WRF-Chem [67]

by linking simulated cloud droplet numbers with shortwave radiation and microphysics

schemes. In this version of WRF-Chem [415], aerosol snow interaction is implemented by

considering the deposition of aerosol on snow and the subsequent radiative impacts through

the SNICAR (SNow, ICe, and Aerosol Radiative) model [118, 119]. The Morrison double-

moment microphysics scheme [266], Rapid Radiative Transfer Model for general circulation

models (RRTMG) model shortwave and longwave radiation schemes [170], Community Land
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Model (CLM) Version 4 land surface scheme [212] are the physics parametrizations used

in the simulations. The Yonsei University (YSU) planetary boundary layer (PBL) scheme

[167] is used in the simulations. The initial and boundary conditions are provided by

the European Center for Medium-Range Weather Forecasts Interim Re-Analysis [91] for

meteorology and the global Model for Ozone and Related chemical Tracers, version 4 [104]

for chemistry. Reference [385] showed that the model simulations reproduced the spatial

and temporal variation of observed precipitation well. More details of the model setup can

be found in [385].

[387, 385] evaluated the model performance on simulating aerosols and meteo-

rological variables in California. It has been shown that the model reasonably captures

the distribution and seasonal variability of aerosols from October to June, but underes-

timates aerosols from July to September. Since precipitation, snowpack, and inflow are

mainly within October-June, the underestimation of aerosols in July-September has limited

impacts on our results. The model reproduced the seasonal variations of temperature, pre-

cipitation, and SWE in California with some overestimation of temperature and SWE. In

a CLEAN simulation, we turned off local aerosol emissions and set aerosols from boundary

conditions as zero, but kept chemical components from boundary conditions with aerosol

chemistry on. The CCN in the CLEAN experiment was on the order of 10 cm-3, repre-

senting a clean environment. The simulations of clouds, precipitation, and radiation are

reasonable in the CLEAN run. Thus, meteorological variables from the WRF-Chem CTRL

and WRF-Chem CLEAN simulations represent conditions with and without considering the

impact of aerosols respectively. Aerosol impacts on temperature, precipitation, and SWE
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were investigated in [385] and discussed in the introduction and Section 6.6.

6.5 Building inflow forecasting model

In this section, we explain how to build the dynamic regression model to forecast

the reservoir inflow of Florence Lake and Lake Edison which are part of the Big Creek

Hydroelectric Project in California.

6.5.1 Data description

The data set contains the daily average reservoir inflow in cft/second for five

consecutive water years 2010-2014. A water year or a hydrological year is a 12-month

period between October 1 of one year and September 30 of the next year. To predict

the reservoir inflow, we collected meteorological data such as the daily air temperature,

SWE, and incremental precipitation data from the website of the California data exchange

center. Data for meteorological variables, inflow, and WRF-Chem simulations used in this

study can be found in [93]. The meteorological data were collected and averaged over three

weather stations of Kaiser Point (KSP), Volcanic Knob (VLC), and Upper Burnt Corral

(UBC) located within the 0.4 × 0.4o grid box with center at (37.32oN,−118.97oE). The

study area with the grid box is shown in Figure 6.2 with the snow depth distribution map

averaged over the water year 2013 overlaid on it. The observations of these meteorological

variables are plotted in Figure 6.3.
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Dummy Variables Description Season

D1 1 if Date 03/21-04/30, 0 otherwise Early Spring
D2 1 if Date 05/01-05/31, 0 otherwise Late Spring
D3 1 if Date 06/01-06/21, 0 otherwise Early Summer
D4 1 if Date 06/22-09/22, 0 otherwise Late Summer

Table 6.1: Description of dummy variables used in the dynamic regression model

6.5.2 Predictor/Variable selection

The selection of appropriate predictors or explanatory variables is essential for

accurate forecast and simple model interpretation. The inflows are generated by the runoff

captured by the reservoirs from the San Joaquin River. Streamflow in the Sierra Nevada

region has a high correlation with temperature, SWE, and precipitation [66]. Therefore,

these three variables were included in the model to forecast the inflow.

Being a mountainous region, runoff in the Sierra Nevada region is dominated by

snowmelt. Maximum runoff in the San Joaquin watershed occurs during the snowmelt runoff

period (April-July) [322, 340]. Accordingly, most of the reservoir inflows occur in the late

spring and early summer between April and July in both Florence Lake and Lake Edison

as observed in Figure 6.3. Therefore, snowmelt during this period is a useful predictor for

reservoir inflow. Snowmelt can be calculated by max (SWEt−1 − SWEt, 0). To handle the

seasonality, four dummy variables were introduced in Table 6.1 to represent four periods in

a year. These periods are early spring, late spring, early summer, and late summer. We

also added interaction terms between the four meteorological variables, temperature, SWE,

precipitation, and snowmelt with seasonal dummy variables to model different effects of

meteorological variables in different seasons. Since there is a lag of several months between

the peak snow accumulation and peak inflow in our study area as seen from Figure 6.3,
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lagged snow water equivalent in the late summer was included in the dynamic regression

model to capture this effect. To choose the appropriate lag, stepwise regression is performed

with up to 3 month lag of SWE as regressors along with current and lagged temperature,

precipitation, and snowmelt as independent variables. Statistically significant lags of SWE

are chosen as suitable candidates for inclusion in the final model. 80 days lagged SWE

minimized the Akaike Information Criterion (AIC) of the model during the training period

and is therefore chosen to be included in the final model. The complete list of variables

used in building the statistical dynamic regression model is tabulated in Table 6.2.

Variables Symbols

Reservoir Inflow Y
Temperature X1

SWE X2

Precipitation X3

Snowmelt X4

Dummy Variables D1, D2, D3, D4

Interaction Terms
X1D1, X1D2, X1D3, X1D4, X2D1, X2D2,
X2D3, X2D4, X3D1, X3D2, X3D3,
X3D4, X4D1, X4D2, X4D3, X4D4

Table 6.2: List of variables used in the dynamic regression model

6.5.3 Model Building

We explored the model performance with and without natural log transformation

of the response and explanatory variables and chose untransformed variables for further

model building as it offered better prediction results and model interpretation. The steps of

building the dynamic regression model for the Florence Lake inflow forecast are described

here. A similar procedure can be followed for Lake Edison. Building a dynamic regres-
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Lag Estimate t-value Lag Estimate t-value p-value

0 -59.55 -0.67 8 -300.71 -4.03 < .0001
1 862.75 10.83 9 217.35 3.33 0.0009
2 220.73 2.88 10 -240.18 -3.94 < .0001
3 84.11 1.01 11 65.52 1.09 0.2769
4 548.99 6.67 12 -31.77 -0.57 0.5714
5 67.09 0.84 13 8.60 0.15 0.8773
6 -30.91 -0.42 14 -46.42 -0.81 0.4191
7 192.40 2.56 15 190.53 3.39 0.0007

Table 6.3: Impulse response weights of input variable X4D3

sion model has three stages, (1) model identification, (2) model estimation, and (3) model

diagnostic checking.

Model identification

As the first step to identify the appropriate dynamic regression model, a free

form distributed lag for the transfer function of the explanatory variables was estimated

with a low order regular AR term as a proxy for the disturbance series autocorrelation

pattern. A multiple regression model was formed and stepwise regression was performed

to preliminarily select candidate variables and their time lags for building the free form

distributed lag model. The orders of v (B) for the other variables in the free form distributed

lag model was determined to be 15 based on their t-test statistics. It can be argued that

the inflow is zero when the explanatory variables are zero i.e. when there is no snowmelt

or precipitation and the temperature is 0oF . Therefore, no constant term was included in

the model.

The disturbance series Nt was then checked for stationarity by augmented Dickey-

Fuller test and found to be stationary. A parsimonious rational distributed lag transfer
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function model of order (b, r, h) was identified by comparing the estimated impulse response

weights with theoretical impulse response weight patterns. To demonstrate the process, the

estimated impulse response weights of the variable X4D3 which corresponds to snowmelt

in early summer are shown in Table 6.3 and plotted in Figure 6.4.

There are 6 significant v weights at lag 1, 2, 4, 7, 9 and 15 having t-value more than

2.0. This suggests that the dead time, b1 = 1. Since the 6 significant impulse response

weights follow an exponential decay pattern, the order of the denominator operator was

determined to be r = 1. The number of unpatterned terms is u = 0. Finally, the order of the

numerator operator is h = u+r−1 = 0+1−1 = 0. The order of the rational distributed lag

transfer function for input variable snowmelt in early summer (X4D3) was thus determined

to be (b, r, h) = (1, 1, 0) and the transfer function could be written as ωi
1−δiBB. Similar

procedure was followed for other input variables, and the dynamic regression model with

parsimonious rational distributed lag transfer function was determined.

Model estimation

An estimate of the parameters of the dynamic regression model was obtained at

this stage. An appropriate ARMA model was identified for the error series Nt and the entire

model was refit using the ARMA model for error and the transfer function for the input

variables. The parameter estimates of all candidate models were estimated by maximum

likelihood estimation.

First, the model was fit using only the transfer function of the input variables.

The orders of AR and MA components of the model were identified by matching empirical
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autocorrelation patterns, e.g. autocorrelation function plot (ACF) and partial autocorrela-

tion function (PACF) plots of the residual series with the AR and MA signature patterns.

The ACF and PACF plots of the residual series are plotted in Figure 6.5. Both ACF and

the PACF exhibit large spikes that gradually die out indicating that they have both au-

toregressive and moving averages properties. Though the ACF decays rather slowly and

cuts off at lag 6, an AR order of p = 6 is not realistic. An AR order of p = 1 was selected

based on the Akaike Information Criterion (AIC) and ACF of the residuals. The PACF

cuts off at lag 1. Therefore, the final ARMA model for the error series was determined to

be (p, q) = (1, 1). At this stage, the dynamic regression model for Florence Lake can be

written as (6.13).

Diagnostic checking

The Ljung-Box test for white noise was used to statistically evaluate the degree

to which the residuals are free from serial correlation. For seasonal time series, the lag for

Ljung-Box test is recommended to be h = min
(
2m, T5

)
where m is the period of seasonality

and T is the sample size. In our study, the lag was calculated to be h = 365 × 3/5 = 219.

Though the residuals are not perfect white noise after lag = 25; for a long time series, this

is acceptable. Moreover, Durbin Watson Statistic was calculated to detect the presence

of autocorrelation in the residuals and found to be 2 which shows that the residuals are

not autocorrelated. Normality check of the model residuals was performed by checking a

histogram of the residuals and the Q-Q normal plot of the residuals. The residuals were

found to be approximately normally distributed and the Q-Q normal plot is approximately a

straight line. The explanatory variables in the final model were checked for multicollinearity.
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For all explanatory variables, the variance inflation factor (VIF) was calculated. A VIF

close to 1 for an explanatory variable indicates no correlation between that predictor and

the remaining explanatory variables. For all explanatory variables in this model, VIF was

found to be < 1.60. Hence, there is no multicollinearity. Since there is no significant residual

cross-correlation and autocorrelation left, the model is adequate. A similar procedure was

followed for Lake Edison. The dynamic regression model for Florence Lake and Lake Edison

can be written as Equation (6.13) and Equation 6.14.

Yt =
(
ω0,0 +Bω0,1 +B2ω0,2 +B3ω0,3 +B4ω0,4

)
X3,t

+
(
ω1,0 +Bω1,1 +B2ω1,2 +B3ω1,3

)
X1,tD1,t

+
(
ω2,0 +Bω2,1 +B2ω2,2 +B3ω2,3

)
X1,tD2,t +

ω3

(1− δ3B)
X4,tD2,t

+
(
ω4,0 +Bω4,1 +B2ω4,2 +B3ω4,3

)
X1,tD3,t +

ω5

(1− δ5B)
X4,tD3,t

+ ω6B
80 (X2,t)D4,t +

ω7

(1− δ7B)
BX4,tD4,t +

(1− θ1B)

(1− ϕ1B)
at

(6.13)

Yt =ω0X1,t + ω1X3,t +
(
ω2,0 +Bω2,1 +B2ω2,2 +B3ω2,3

)
X1,tD1,t

+
(
ω3,0 +Bω3,1 +B2ω3,2 +B3ω3,3 +B4ω3,4

)
X1,tD2,t

+
ω4

(1− δ4B)
X4,tD2,t +

(
ω5,0 +Bω5,1 +B2ω5,2 +B3ω5,3

)
X1,tD3,t

+
ω6

(1− δ6B)
X4,tD3,t + ω7B

80 (X2,t)D4,t

+
ω8

(1− δ8B)
BX4,tD4,t +

(1− θ1B)

(1− ϕ1B)
at

(6.14)

The estimated parameter values of the dynamic regression models are shown in Table 6.4

and Table 6.5. The estimated parameter values of the dynamic regression models with their
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Coefficient Value Standard error t-value p-value

θ1 .07 0.04 1.91 0.06
ϕ1 0.78 0.02 33.60 < 0.0001
ω0,0 14.06 8.81 1.60 0.1
ω0,1 6.37 9.08 0.70 0.5
ω0,2 9.24 9.10 1.01 0.3
ω0,3 7.74 9.079 0.85 0.4
ω0,4 12.79 8.83 1.45 0.1
ω1,0 1.16 1.27 0.92 0.3
ω1,1 6.17 1.38 4.47 < 0.0001
ω1,2 1.06 1.38 0.77 0.4
ω1,3 2.10 1.26 1.66 0.09
ω2,0 2.13 1.23 1.73 0.08
ω2,1 8.40 1.29 6.51 < 0.0001
ω2,2 -0.50 1.31 -0.38 0.7
ω2,3 0.06 1.23 0.05 0.9
ω3 93.18 23.23 4.01 < 0.0001
δ3 0.95 0.02 50.05 < 0.0001
ω4,0 0.86 1.29 0.66 0.5
ω4,1 3.05 1.12 2.72 0.006

t-values, p-values and standard error are shown in Table 6.4 and Table 6.5.

Coefficient Value Standard error t-value p-value

ω4,2 1.97 1.12 1.76 0.08
ω4,3 2.49 1.10 2.25 0.02
ω5 324.03 38.22 8.48 < 0.0001
δ5 0.79 0.03 26.68 < 0.0001
ω6 12.92 1.94 6.66 < 0.0001
ω7 149.15 19.66 7.59 < 0.0001
δ7 0.92 0.01 62.27 < 0.0001

Table 6.4: Parameter estimates for inflow forecast model of Florence Lake
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Coefficient Value Standard error t value p-value

θ1 -.03 0.03 -0.89 0.4
ϕ1 0.86 0.02 49.14 < 0.0001
ω0 0.52 0.24 2.25 0.02
ω1 21.55 2.75 7.85 < 0.0001
ω2,0 0.31 0.46 0.69 0.5
ω2,1 2.39 0.45 5.36 < 0.0001
ω2,2 0.97 0.44 2.17 0.03
ω2,3 0.56 0.43 1.30 0.2
ω3,0 1.16 0.45 2.58 .0099
ω3,1 2.18 0.42 5.15 < 0.0001
ω3,2 1.75 0.43 4.06 < 0.0001
ω3,3 0.64 0.42 1.51 0.1
ω3,4 0.47 0.37 1.27 0.2
ω4 56.90 12.65 4.50 < 0.0001
δ4 0.31 0.23 1.35 0.2
ω5,0 0.58 0.46 1.26 0.2
ω5,1 0.68 0.37 1.80 0.07
ω5,2 1.38 0.37 3.69 0.0002
ω5,3 2.12 0.37 5.71 < 0.0001
ω6 126.80 14.58 8.70 < 0.0001
δ6 0.84 0.02 34.52 < 0.0001

Coefficient Value Standard error t value p-value
ω7 2.48 0.88 2.82 0.0048
ω8 85.75 8.24 10.40 < 0.0001
δ8 0.94 0.008 107.91 < 0.0001

Table 6.5: Parameter estimates for inflow forecast model of Lake Edison
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6.5.4 Results and analysis

Parameter estimates and interpretation

The estimated parameter values of the dynamic regression models with their t-

values, p-values and standard error are shown in Table 6.4 and Table 6.5. A larger value

of absolute t-statistic and low p-value (< 0.05) implies that the true parameter value is

not 0. It can be observed that temperature, SWE, and precipitation play important roles

in forecasting reservoir inflow. For both lakes, snowmelt during spring and summer has

a strong and positive correlation with inflow. With high t-values, snowmelt is the most

important variable in explaining the variability of inflow. This result is consistent with the

fact that the runoff in the Sierra Nevada region is dominated by snowmelt. Prior season’s

SWE is also found to be a useful predictor for inflow during late summer. This can be

explained by the fact that the snowpack during cold seasons plays a crucial role in runoff

and subsequent reservoir inflow during warmer seasons in the Sierra Nevada region. The

current season’s temperature has a positive correlation with reservoir inflow in early/late

spring and early summer. This is because, in higher elevation rivers, warmer temperature

produces faster runoff and fewer snow [66]. Apart from early/late spring and early summer,

the temperature does not have a significant impact at Florence Lake, but has a moderate

impact at Lake Edison. As shown in the model fitting results, same season precipitation has

a significant impact on reservoir inflow at both Florence Lake and Lake Edison. As expected,

precipitation is positively correlated with inflow since a higher level of precipitation generally

results in more inflow.
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Lake NSE NSE PBIAS RSR RMSE (cu ft/s) MAE (cu ft/s)

Florence 0.97 0.82 3.79 0.18 115.91 60.09
Edison 0.97 0.82 3.54 0.17 52.49 30.88

Table 6.6: Error statistics of the dynamic regression model during calibration period 2010-
2013

Performance Rating RSR NSE —PBIAS—

Very good 0.00 ≤ RSE ≤ 0.50 0.75 < NSE ≤ 1.00 |PBIAS| ≤ 10
Good 0.50 < RSE ≤ 0.60 0.65 < NSE ≤ 0.75 10 ≤ |PBIAS| < 15

Satisfactory 0.60 < RSE ≤ 0.70 0.50 < NSE ≤ 0.65 15 ≤ |PBIAS| < 25
Unsatisfactory RSR > 0.70 NSE ≤ 0.50 |PBIAS| ≥ ±25

Table 6.7: General performance rating for recommended statistics for a monthly time step
[267]

Inflow forecast using dynamic regression model

The performance of the dynamic regression model during the calibration period

is evaluated using NSE, NSE’, PBIAS, RSR, RMSE, and MAE. The statistical indexes

of model performance are shown in Table 6.6. Limits of acceptability of the performance

metrics depend on model applications and are therefore subjective [50]. Following reference

[267], the model performance at daily time step is generally considered to be good when

NSE ≥ 0.75 and satisfactory when 0.36 ≤ NSE < 0.75. Based on examples of various

existing models and research data, [265] proposed general performance ratings for these

statistics. Those are provided in Table 6.7. However, since typically model simulations are

poorer for shorter time steps than longer time steps (e.g. daily vs monthly) [49], a less

strict performance rating is required for daily time steps used in our study [265]. In general

NSE’ has a lower value than NSE. For NSE’, the model can be considered satisfactory if

NSE’ ranges from 0.51 to 0.71 [107]. The value of NSE is very high and PBIAS and RSR
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values are very low during the calibration period indicating an excellent agreement between

the observed and simulated inflows into both Florence Lake and Lake Thomas A. Edison.

After calibrating the dynamic regression model with the help of historical data, the next

step of the study is to simulate inflow corresponding to the future meteorological variables.

The forecast period is set to 365 days. The out-of-sample forecasting ability of the model

was assessed by forecasting the reservoir inflow for both lakes in the water year 2014 using

a testing set containing average meteorological data for the grid box region. Actual and

forecasted inflow for Lake Edison and Florence Lake are plotted in Figure 6.6. Figure 6.6

shows good agreement between observed and simulated inflow.

Statistical indexes of the model performance during the testing period are shown

in Table 6.8. The NSE of Florence Lake and Lake Thomas A. Edison are 0.78 and 0.72

Lake Statistics Dynamic Regression Regression Ratio Estimator

Florence RMSE 100.75 114.33 136.62
MAE 58.47 73.46 79.02
NSE 0.78 0.57 0.72
NSE’ 0.62 0.53 0.53
PBIAS 0.16 31.47 -26.20
RSR 0.46 0.65 0.53

Edison RMSE 44.52 50.97 67.85
MAE 27.84 38.12 38.31
NSE 0.72 0.54 0.67
NSE’ 0.58 0.40 0.51
PBIAS -8.85 44.32 -31.28
RSR 0.53 0.68 0.57

Table 6.8: Forecast error statistics (cft/second) for water year 2014

respectively which is considered to be good in [267]. Comparing NSE, PBIAS, and RSR

value of the model with the general performance rating recommendation in [265] in [265],
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it can be concluded that, for daily step, the fit of the dynamic regression model during

the testing period is very good for both Florence Lake and Lake Thomas A. Edison. The

modified NSE proposed by [131] is Benchmark efficiency (BE) calculated using the daily

mean value of the predictor variable for the calibration period as the baseline model. It

is found to be 0.90-0.91 showing very high performance of the dynamic regression model

compared to the baseline model. The NSE value also indicates the good performance of

the model. The small root mean square error in Table 6.8 also indicates that the dynamic

regression model is capable of producing a reasonable forecast of inflows into the reservoirs.

Moreover, the errors in the annual inflow forecast for Florence Lake and Lake Edison are

only 0.15% and 10% respectively.

For further comparison, we included a benchmark model, which is a multiple re-

gression model containing the same explanatory variables as the dynamic regression model.

The time-lagged relationships were incorporated by including the time-lagged variables as

separate explanatory variables. The inflow of the previous day was also included as an

explanatory variable. Statistics indexes of the multiple regression model are shown in Table

6.8. Another benchmark estimator would be a ratio estimator based on the same day inflow

from last year, which can be written as Equation (6.15).

Yt = Yt−365 ×
Peak SWEcurrent year

Peak SWEprevious year
(6.15)

The values of all the performance metrics indicate that the dynamic regression model con-

sistently outperforms the benchmark multiple regression model and the ratio estimator.

PBIAS values of the regression model and the ratio estimator are not satisfactory for both
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Florence Lake and Lake Thomas A. Edison. Moreover, the dynamic regression model is

more parsimonious compared to the multiple regression model. From the visual comparison

of the observed and simulated inflow in Figure 6.6, low error in annual inflow forecast, the

value of the statistical indexes, and their comparison with regression and the ratio esti-

mator, it can be concluded that the dynamic regression model is very good at forecasting

reservoir inflows.

Robustness analysis of the dynamic regression model

Global sensitivity analyis A global sensitivity analysis of the dynamic regression model

was performed with the purpose of assessing the robustness of the model and simulation

results. Input values of the model were perturbed within their reasonable range and sub-

sequent changes in model output were studied[41, 78, 350, 361]. Changes in input values

automatically cause perturbations in parameter estimates of the dynamic regression model.

Little change in resultant output values indicates the robustness of the model to perturba-

tions of inputs and parameter estimates and shows the uncertainty of the output variables

to be relatively small [361].

A qualitative global sensitivity analysis (GSA) was performed in this study by

visual inspection of model predictions. All input values were varied simultaneously within

the entire allowable ranges of the input space and the effect on the output was studied

[41, 287]. This allowed GSA to evaluate the relative contributions of each input factor to

the model output variable and account for effects of nonlinear interactions between different

inputs [80, 41, 158, 309]. Though local sensitivity analysis where inputs are varied one at a

time (OAT) is more common, it assumes a linear relationship between inputs and outputs,
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making it only a perfunctory sensitivity analysis for most models [311]. GSA does not

assume any such specific relationship between inputs and model predictions and therefore,

is recommended for any kind of model [311, 243, 303].

We followed the General Probabilistic Framework (GPF) based on Monte Carlo

simulation for the global sensitivity analysis of deterministic models proposed by [41]. The

flowchart for the GPF can be found in [41]. As is the norm, output in the sensitivity anal-

ysis does not refer to the entire range of temporal inflow variable produced by the model

[287]. Rather, it is measured as the variability induced in the model performance measure,

RMSE of the testing set. In the first step, all sources of uncertainty in the input mete-

orological variables, Uxi were characterized. Since meteorological data were taken as the

average of three weather stations- namely KSP, UBC, and VLC, uncertainty may arise due

to variability of meteorological variables between the calculated average and actual value at

the location of Florence Lake and Lake Edison. Errors and approximations in input data

measurement are other sources of uncertainty. Since meteorological variable measurements

are not available at Florence Lake and Lake Edison, to account for the uncertainty, a grid

box of 0.5 × 0.5o with center at (37.32oN,−118.97oE) was considered. Two more weather

stations, Huntington Lake (HNT) and Tamarack Summit (TMR), are located within the

grid box along with the three existing weather stations. The average of the meteorological

variables in these five weather stations was calculated. In accordance with the compari-

son between data from the average of three weather stations and five weather stations, a

random error was introduced to the daily nominal value of each variable. Measurement

differences in the meteorological variables depend on the type of water year and season.
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As such, unnaturally big variability can be introduced if random values are taken from the

probability distribution of the difference time series. To preserve the temporal correlation

of the meteorological variables, a random variable following uniform distribution on the

interval [0, 1] was multiplied with X5 stations −X3 stations where X denotes meteorological

variables. The resultant random error was added to the meteorological variables data to

produce the perturbed inputs. Each variable was physically constrained to avoid unrealistic

values (e.g. negative value for precipitation and SWE).

The realization of each uncertainty was then associated with a scalar input factor

Fi = 1...128 for i = 1..3. The three input factors were assumed to be independent. To

minimize the number of model runs, a quasi-randomized, low-discrepancy sampling design

called Sobol sequence was used to sample the three discrete uniform distributions according

to the method present in [41, 310]. No correlations among the three input factors were

considered in the sampling design. The simulations were run using a number of sampling

points N=128 which corresponds to a number of total number of model runs NR = N(2×3+

2) = 1024. A combination of MATLAB and SAS codes was run to perform the sensitivity

analysis.

Result and analysis Figure 6.7 shows the probability distribution of the RMSE of fore-

casted inflow with perturbed inputs at Florence Lake and Lake Edison in the water year

2014. Out of the 1024 model runs performed in the sensitivity analysis, the model which

produces median RMSE is selected for analysis of results. Forecasts of the selected per-

turbed input model are plotted in Figure 6.8 along with actual inflows and forecasts of

reference model for both lakes in the water year 2014. The annual inflow of the selected
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Lake Actual (acre ft) Reference Model (acre ft) Perturbed Model (acre ft)

Florence 99979 99818 94872
Edison 49339 54062 49270

Table 6.9: Annual reservoir inflow for the selected perturbed input model with median
RMSE and reference model in water year 2014

perturbed input model is compared with the observed and reference model inflow forecast

for the water year 2014 in Table 6.9. Here, the reference model is the inflow forecast model

with unperturbed inputs. Annual inflow for the perturbed model has less than 5% error for

both Florence Lake and Lake Edison. The RMSE results and forecasts show a generally

good performance of the model under perturbed inputs which shows the robustness of the

model to perturbed inputs and parameter estimates.

The sensitivity analysis of the dynamic regression model was also performed with

respect to the number of water years used. Two models were estimated using three and four

water years in the training set respectively for both lakes. The water years 2013 and 2014

work as the corresponding testing sets. Parameter estimates of both models are compared

for changes in sign. No parameter estimate changes sign between these two simulations for

both Florence Lake and Lake Edison. The annual inflow error is 15% and 5% respectively

at Florence Lake and Lake Edison when four water years of data are used in the training

set to forecast inflow of the water year 2013. Therefore, it can be argued that the model is

robust against the increase in the amount of training data.
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6.6 Quantifying the impact of aerosols on reservoir inflow

6.6.1 Evaluation of the WRF-Chem simulation

We investigate the WRF-Chem model performance in our region of interest (the

black box in Figure 6.2). WRF-Chem CTRL and WRF-Chem CLEAN simulation are

WRF-Chem models with and without considering the impact of aerosols respectively. As

shown in Figure 6.9, the meteorological variables simulated from the WRF-Chem model

are reasonably close to the observed variables. The WRF-Chem model results are highly

correlated with the observed meteorological variables for both water years. The correlation

coefficients between the observed and WRF-Chem CTRL simulations for temperature and

SWE range from 0.88-0.97 for 2013. The correlation coefficient for precipitation ranges from

0.66-0.73 which is adequate for our model since it has lesser impact on inflow as shown in

Table 6.4 and Table 6.5. Both visual inspection of Figure 6.9 and one-way ANOVA show

that the WRF-Chem model underestimates temperature and precipitation in our interested

region. The model underestimates the SWE from December to March and overestimates

the SWE from April to June.

The meteorological variables simulated from the WRF-Chem CTRL and WRF-

Chem CLEAN models are highly correlated. The RMSE of the simulated meteorological

variables with the observed variables is shown in Table 6.10. It can be observed from Table

6.10 that the meteorological variables from the WRF-Chem CTRL simulations are closer to

the observed meteorological variables than those of the WRF-Chem CLEAN simulations.

In general, the temperature from WRF-Chem CTRL simulations is higher than those of
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Year Simulation Temperature (0F ) SWE (inch) Precipitation (inch)

2013 CTRL 4.86 2.10 0.20
CLEAN 4.91 2.61 2.61

2014 CTRL 5.78 2.48 0.23
CLEAN 5.93 2.85 0.25

Table 6.10: RMSE of WRF-Chem simulated meteorological variables with respect to ob-
served variables

the CLEAN simulations because aerosol deposition increases the impurity of snow [385].

Precipitation and SWE from WRF-Chem CTRL simulations are lower than the CLEAN

simulations. In order to understand how the aerosols affect these two variables, [385] exam-

ine the effects of ARI, ACI, and ASI separately and found that ACI plays a dominant role

in increasing cloud water but reducing precipitation, leading to reduced SWE. An increase

of non-precipitating clouds can be explained by the fact that more CCN are available for

the formation of clouds with smaller cloud droplets when more aerosols are present in the

atmosphere. More detailed analysis on aerosol impacts on precipitation and snowpack in

our region of interest can be found in [385]. Higher temperature, snow albedo effect, and

feedback lead to higher snowmelt with aerosols in the late spring. However, snowmelt is

lower with aerosols during early/late summer because of lower prior season’s SWE and

higher snowmelt in the late spring. From the correlation coefficient of WRF-Chem CTRL

and CLEAN simulations and ANOVA, the difference between the simulated SWE and pre-

cipitation in the CTRL and CLEAN simulations is larger in 2013 compared to 2014. In

other words, the impact of aerosols on these meteorological variables is stronger in 2013

within the grid box.
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6.6.2 Quantification of the impact of aerosols on reservoir inflow

The impact of aerosols on reservoir inflow was quantified for two water years

2013 and 2014. In order to quantify the impact of aerosols on inflow, we ran a dynamic

regression model using the meteorological variables simulated from both the WRF-Chem

CTRL and CLEAN models as inputs of the testing data set. The actual inflow (red) is

compared with simulated inflow from observed meteorological variables (blue) and WRF-

Chem simulated meteorological variables (green and purple) in Figure 6.10. The inflows

simulated by the meteorological variables from the CTRL simulations match well with

the actual inflow. The difference in inflow between the CTRL and CLEAN simulations

(InflowCTRL-InflowCLEAN ) represents the impact of aerosols which is plotted in Figure

6.11. The observed inflow and meteorological data for 2010-2012 are used as the training

set while simulating inflow for the water year 2013.

It can be observed from Figure 6.11 that for the same year, the impact of aerosols

on inflow is consistent in direction and similar in magnitude in both lakes. After simulating

inflow for both water years under CTRL and CLEAN conditions, annual and seasonal inflow

with and without considering the impact of aerosols were calculated. The impact of aerosols

on inflow into reservoirs was then calculated by Equation (6.16).

Infloww/ Aerosols − Infloww/o Aerosols

Infloww/o Aerosols
× 100% (6.16)

The impact of aerosols on annual and seasonal inflow is tabulated in Table 6.12.

For seasonal analysis, we first define the four seasons- fall is defined as the period of 10/01-
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12/21, winter is defined as 12/22-03/20, spring is defined as 03/21-05/31, and summer is

defined as 06/01-09/30.

It can be observed from Figure 6.11 that the difference between WRF-Chem CTRL

and CLEAN inflow is negligible during the low inflow period. Inflow during the fall and win-

ter season is extremely low in both Florence Lake and Lake Thomas Alva Edison. During

this period, the main contribution to reservoir inflows comes from surface runoff generated

by rainfall. As winter is the wet season in this region, most of the rainfall occurs during fall

and winter. We also modeled the inflows during this period by temperature since temper-

ature influences precipitation and snow accumulation. From Figure 6.9, it can be observed

that precipitation forecast with and without considering the impact of aerosols (WRF-Chem

and WRF-Chem CTRL) have up to 6% difference. Temperature forecast from WRF-Chem

and WRF-Chem CTRL have up to 4% difference. Extremely low inflow combined with a

small difference in key meteorological variables, temperature, and precipitation leads to a

small difference between inflows with and without considering the impact of aerosols.

The impact of aerosols is pronounced during the high inflow period from May to

June. In general, aerosols lead to slightly higher inflow in the late spring and significantly

lower inflow during summer (11%-26% reduction) as seen from Figure 6.11 and Table 6.12.

These results can be explained by the seasonal variation of the impact of aerosols on the

meteorological variables. During spring, the presence of aerosols leads to enhanced solar

absorption by dust aerosol leading to higher temperature and snowmelt which translate

into a higher inflow. On the other hand, aerosols lead to lower precipitation which results

in a small reduction in the inflow. The aggregated effect of aerosols on inflow through
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temperature, snowmelt, and precipitation is the slightly higher inflow in the spring. Lower

prior season’s SWE and lower current season’s snowmelt together with lower precipitation

result in lower inflow in summer. Low inflow in summer due to the impact of aerosol creates

the sudden dip in Figure 6.11 from May to June. This is consistent with the observation in

[385] that over mountaintops in the Sierra Nevada region, surface runoff slightly increases

in spring and decreases after April. It is helpful to mention again that Florence Lake and

Lake Thomas A. Edison are higher elevation lakes that generate inflow by capturing runoff

from the San Joaquin River. The presence of aerosols suppresses the precipitation which

leads to lower inflow for Florence Lake during fall and winter. In Lake Edison, inflow in

fall and winter is simulated using precipitation and temperature. Aerosols lead to lower

precipitation and higher temperature which translate into lower inflow in fall and slightly

higher inflow in winter. The overall effect of aerosols is a reduction in annual inflow by

4%-14% for both lakes as shown in Table 6.11 and Table 6.12. Reference [385] observed

a 10% decrease in surface runoff from October to June in the mountaintops of the Sierra

Nevada region due to the impact of aerosols which agrees with our calculated annual impact

on reservoir inflow in the region.

The impact of aerosols is more significant in the water year 2013 than in the water

year 2014 for both lakes. This is because the impact of aerosols on the meteorological vari-

ables is more pronounced in the water year 2013 as seen from the mean of the meteorological

variables from CTRL and CLEAN simulations. The annual impact of aerosols is stronger

in Florence Lake. This is because the fall and winter inflow are simulated using only precip-

itation for Florence Lake. For Lake Edison, the fall and winter inflow are simulated using
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Lake Year Actual (acre ft) CTRL (acre ft) CLEAN (acre ft)

Florence 2013 117390 113610 13163
2014 99980 119740 125410

Edison 2013 58572 61004 66240
2014 49339 55446 58247

Table 6.11: Annual reservoir inflow under different aerosol conditions.

Lake Year Annual Fall Winter Spring Summer

Florence 2013 -14% -11% -5% -.01% -26%
2014 -4% -2% -1% 2% -11%

Edison 2013 -8% -1% 0.2% 1% -18%
2014 -5% -0.4% 0.3% 0.6% -11%

Table 6.12: Impact of aerosols (%) on annual and seasonal reservoir inflow

both precipitation and temperature. The higher temperature effect from aerosols offsets

some of the reduction in inflow in Lake Edison. Therefore, the annual impact of aerosols

on inflow is lower in Lake Edison.

6.6.3 Robustness analysis of the estimation of the impact of aerosols

It can be observed that the difference between CTRL and CLEAN inflows is be-

tween 4% and 15%. On the other hand, the difference between annual observed and sim-

ulated inflow varies between 0.1%-17% at Lake Florence and 7%-9% at Lake Thomas A.

Edison which is in the same range as the impact of aerosols on inflows. However, in Section

6.5.4, it was shown that the dynamic regression model built is robust against perturbations

of input variables and the number of water years used in the training set.

Moreover, the most significant impact of aerosols occurs in the late spring and

summer when the WRF-Chem simulations of SWE have a large error. Therefore, forecasts

of inflow in the water year 2013 and 2014 and the impact of aerosol on inflow were calcu-
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lated with perturbed testing set inputs to gain more confidence in the impact of aerosol

results. To account for the discrepancy between the observed meteorological variables and

WRF-Chem CTRL simulation outputs, the difference between these two time series was

calculated for all of the meteorological variables. A random error was introduced to the

daily values of the meteorological variables of the WRF-Chem simulated testing set. To

preserve the temporal correlation of the meteorological variables, a random variable follow-

ing uniform distribution in the interval [0, 1] was multiplied with Xobs−XWRF−Chem CTRL

where X denotes meteorological variables. The resultant random error was added to the

meteorological variables of the testing set to generate the perturbed inputs. Both CTRL

and CLEAN simulations were perturbed by the same error. Input meteorological variables

of the training set are not perturbed. The dynamic regression model was then simulated

with the perturbed WRF-Chem CTRL and CLEAN testing sets for Florence Lake for both

water years. 1024 model runs were performed in the same fashion as Section 6.5.4. Out of

the 1024 models, the model which produced the median RMSE was selected for analysis

of results. The difference in inflow between the CTRL and CLEAN simulations was then

calculated and plotted in Figure 6.12 for the selected model.

It can be observed that, for all of the simulations, the sign and magnitude of the

difference in inflow with the selected perturbed input model are similar to the reference

model. Here, the reference model denotes the unperturbed input model. The annual and

seasonal impacts of aerosol are compared to the reference model in Table 6.13 which shows

that they are similar. Therefore, it can be safely argued that the difference between the

inflows arises from the difference between meteorological variables with and without the
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Lake Year Model Annual Fall Winter Spring Summer

Florence 2013 Reference -14% -11% -6% -.07% -26%
Perturbed -13% -10% -5% 0.05% -23%

2014 Reference -4% -2% -1% 2% -11%
Perturbed -4% -0.10% -0.09% 2% -10%

Edison 2013 Reference -8% -1% 0.2% 1% -18%
Perturbed -8% -1% 0.1% 1% -17%

2014 Reference -5% -0.4% 0.3% 0.6% -11%
Perturbed -5% -0.2% 0.4% 0.7% -10%

Table 6.13: Comparison of impact of aerosols on annual and seasonal reservoir inflow for
the reference and selected perturbed input model with median RMSE

impact of aerosol.

6.7 Summary and conclusion

A comprehensive framework to quantify the impact of aerosols on reservoir inflow

was developed by synergistically combining the WRF-Chem model and a dynamic regression

model. The dynamic regression model can also be leveraged to perform a one-year ahead

daily inflow forecast. A case study was conducted using Florence Lake and Lake Thomas

Alva Edison of the Big Creek Hydroelectric Project. The dynamic regression model was

found to be adequate and performed well compared to the benchmark models.

We investigated the impact of aerosols on the inflow into these hydropower reser-

voirs over two water years. The simulation results show that the presence of aerosols

significantly reduces the annual inflow into the hydropower reservoirs of the Big Creek Hy-

droelectric Project. Moreover, aerosols significantly reduce the amount of inflow in the

summer when the marginal economic value of water is extremely high. The presence of

aerosols also slightly increases the inflow in the spring when the run-off risk is high. There-
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fore, it can be concluded that the presence of aerosol is detrimental to the optimal utilization

of hydroelectric power systems. The change in inflow due to the impact of aerosol in differ-

ent seasons with different water and electricity demands can assist the reservoir operators

in determining the optimal operation policy for the reservoirs. Further scarcity of reser-

voir inflow during dry seasons can motivate the San Joaquin River region water resources

planners to focus their efforts on mitigation strategies. The findings from this research can

provide another justification for stricter environmental regulations to reduce anthropogenic

aerosol emissions.

A forecast of the inflow into the hydropower reservoirs obtained from this study

can assist in optimizing the cascaded hydropower system. The framework for evaluating

the impact of aerosols on reservoir inflow is easily extendable to reservoirs located in other

regions. The time series of the meteorological variables and reservoir inflows need for

dynamic regression model building are usually available from the nearby weather stations.

WRF-Chem simulations of the relevant meteorological variables with and without aerosol

can be performed in other regions with a similar experimental setup. With these data

available, the impact of aerosols on inflow into the reservoirs located in other regions can

be evaluated in a similar fashion.
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Figure 6.2: Study area with grid box and weather stations identified. Snow depth distribu-
tion averaged over water year 2013 is overlaid on the map
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Figure 6.3: Response variables (inflow at Florence Lake and Lake Edison) and the ex-
planatory variables (average temperature, SWE, incremental precipitation and snowmelt at
weather stations- UBC, KSP and VLC) for water year 2010-2014
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Figure 6.6: Comparison of actual inflow and inflow forecast with observed meteorological
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Figure 6.7: Probability distribution function (%) of the RMSE of forecasted inflow with
perturbed inputs in water year 2014. RMSE of the reference model is indicated with the
dashed line
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Figure 6.9: Comparison of observed and WRF-Chem CTRL and CLEAN simulated mete-
orological variables
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variables and WRF-Chem CTRL and CLEAN simulated meteorological variables
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Figure 6.11: The impact of aerosols on reservoir inflow (InflowCTRL − InflowCLEAN )
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Chapter 7

Climate, Water, Energy Nexus:

Impact of Aerosols on Hydropower

Generation in California

7.1 Introduction

Water and energy are intrinsically interconnected. Water is required for nearly

all forms of energy production and electricity generation. On the other hand, energy is

needed for the treatment, recycling, transportation, and distribution of water [152]. Climate

change and increased demand for water and energy are creating scarcity and uncertainty

in water and energy systems. The strong interdependence between the systems means that

disturbance in one of the systems will likely lead to vulnerabilities within the other system.

To mitigate these vulnerabilities, it is imperative to closely study the interplay among the
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water, climate, and energy systems.

Hydropower generation is a crucial link in the climate-water-energy nexus. Cli-

mate change causes rises in average temperature, shifts in precipitation, snowmelt, and

runoff patterns, disruptions in the availability of water, and increases in climate variability.

The shifts in precipitation, snowmelt, and runoff patterns, in turn, affect the scheduling of

hydropower plant operations. Aerosols are a large source of uncertainty in climate change

projections. They influence the hydrological cycle through their impacts on meteorologi-

cal variables, for example, snow water equivalent (SWE), precipitation, and temperature

[39, 290]. We have provided a detailed literature review of aerosol impacts on these mete-

orological variables in [183]. In general, light-absorbing aerosols increase air temperature

and reflective aerosols decrease the air temperature. Over the mountain tops in the Sierra

Nevada region, aerosols lower precipitation and SWE by 10% [386]. We have provided

a thorough description of aerosol effects on SWE and precipitation in California in [386].

Meteorological variables, in turn, can significantly influence inflows into the hydropower

reservoirs and water availability for hydropower generation. It is, therefore, important to

able to explain and quantify the impact of aerosols on hydropower generation and revenue

for the purpose of vulnerability assessment.

The objective of this chapter is to quantify the impact of aerosols on hydropower

generation and revenue of the Big Creek Hydroelectric Project. The project is located in

the Sierra Nevada Mountains of Central California. This evaluation requires a regional scale

assessment because the impact of aerosols on climate differs by region. In the previous chap-

ter, we developed a comprehensive framework to quantify the impact of aerosols on inflows
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into higher elevation hydropower reservoirs [183]. We integrated the Weather Research and

Forecasting Model with Chemistry (WRF-Chem) with a statistical inflow forecast model.

We performed the case study in the Big Creek Hydroelectric Project. We showed that

aerosols reduced the annual reservoir inflow by 4-14%. Aerosols reduced the inflows during

summer significantly when the marginal value of water is high. They also increased the

spring inflow slightly when run-off risk is high. Hence, it is hypothesized that the presence

of aerosols can be unfavorable for optimally utilizing hydroelectric power plants.

In this study, we take the next logical step to quantify the impact of aerosols

on hydropower generation and revenue. To this end, we integrate the hydropower opti-

mization toolbox, Vista Decision Support System (DSS) [12] into the framework developed

in [183]. We obtain the simulations of meteorological variables with and without aerosol

impacts consideration from WRF-Chem simulations conducted in the San Joaquin Valley

of California. We use those to generate the inflows into the hydropower reservoirs with

and without considering the impact of aerosols using the statistical inflow forecast model.

Then, we feed the inflow projections with and without aerosol effects into the Vista DSS to

determine the optimal operation schedules of the hydropower system for both scenarios.

The unique contributions of this study are listed as follows:

1. This chapter develops a comprehensive framework to evaluate the impact of

aerosols on hydropower generation and revenue by seamlessly integrating the numerical

weather forecasting model (WRF-Chem), a statistical inflow forecast model, and the hy-

dropower operation optimization toolbox.

2. The impact of aerosols on hydropower generation and revenue is quantified for
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the Big Creek Hydroelectric System. The simulation results show that aerosols lead to a

significant reduction in annual hydropower generation and revenue.

There are a number of researches on climate change effects on hydropower gener-

ation and revenue. However, they tend to study the effects of carbon dioxide and several

other greenhouse gases. The impact of climate change on the Upper American River Project

and the Big Creek Hydroelectric Project, which are two high elevation hydropower systems

in California, are estimated in [367]. They simulated the operations of the two hydroelectric

projects with historical data and data generated from four climate change scenarios. The

climate change scenarios result in reduced runoff and earlier runoff that causes a reduction

in hydropower generation for both hydropower systems. The hydropower generation in 137

high elevation systems is explored in [240] under three climate change scenarios: wet warm,

dry warm, and warming only. They found that dry warming and warming only climate

change scenarios reduced average hydropower revenues whereas wet warming scenarios in-

creased revenue. Other studies are limited to large lower elevation reservoirs in California

([365, 347]). Our study differs from the existing ones by studying the impact of aerosols on

hydropower generation in a higher elevation hydroelectric system in California.

The rest of the chapter is organized as follows. Section 7.2 describes the overall

framework of the study. Section 7.3 describes the hydropower plant operation optimization

problem. Section 7.4 describes the technical methods: the WRF-ChemModel, the statistical

inflow forecast model, and Vista DSS. Section 7.5 presents the case study. Section 7.6

shows the impacts of aerosols on hydropower generation and revenue. Finally, Section 7.7

concludes the chapter.
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Figure 7.1: Overall framework for quantifying the impact of aerosols on hydropower gener-
ation and revenue

7.2 Framework

Figure 7.1 shows the framework for quantifying the impact of aerosols on hy-

dropower generation and revenue. The workflow is as follows. First, we run a version of

the Weather Research and Forecasting Model with Chemistry and fully coupled aerosol-

meteorology-snowpack module [141, 415]. The outputs of the model include, with and

without considering the impacts of aerosols, the meteorological variables, such as daily

mean temperature, accumulative snow water equivalent, and incremental precipitation in
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the San Joaquin Valley of California. Then, we feed these meteorological variables, along

with historical reservoirs inflow data, into the statistical inflow forecast model. These sta-

tistical models produce reservoirs inflows with and without considering the aerosol impacts,

which we, in turn, feed into the hydropower operation optimization model. The Vista DSS

then conducts hydroelectric system optimization over a one-year horizon to maximize the

generation revenue of the hydropower facility. Finally, we quantify the impact of aerosols on

hydropower generation and revenue by comparing the hydropower generation and revenue

results with and without considering aerosols.

7.3 Problem Formulation

In order to estimate the impact of aerosols on hydropower generation in a hydro

year, we use Vista DSS to optimize the generation schedule of the cascaded hydropower

system. The goal is to maximize the hydropower system’s revenue from providing energy,

spinning reserve, frequency regulation up, and frequency regulation down services subject

to physical, operational, and contractual constraints. The decision variables include the

generation units’ status and the amount of generation from each powerhouse. The opti-

mization algorithm assumes that the cascaded hydroelectric system is a price taker in the

electricity market. The inputs to the optimization include the inflows to various reservoirs

and prices for energy and ancillary services. The hydropower plant operation optimization
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problem is formulated as follows.

Max

N∑
n=1

T∑
t=1

{Unt × (Pnt × ft + crest × P resnt

+ creg,upt × P reg,upnt + creg,downt × P reg,downnt )

− F (Unt, Pnt, P resnt , P
reg,up
nt , P reg,downnt )}

subject to

Pmin
n ≤ Pnt ≤ Pmax

n , n = 1, . . . , N, t = 1, . . . , T

and other operational and contractual constraints.

Unt denotes the up/down status of generation unit n at hour t (0: unit down, 1:

unit up). Pnt denotes the power generation of unit n at hour t. P resnt , P reg,upnt , and P reg,downnt

are the spinning reserve capacity, frequency regulation up, and frequency regulation down

capacity respectively, scheduled for unit n at hour t. ft represents the forecasted energy

price ($/MWh) for hour t. crest , creg,upt , and creg,downt denote the forecasted price ($/MW)

for spinning reserve service, frequency regulation up service, and frequency regulation down

service for hour t. F is the operation and maintenance cost of the cascaded hydroelectric

system. Pmin
n and Pmax

n denote the minimum and maximum rated capacity of unit n. N is

the number of generation units and T is the number of hours in a water year.
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7.4 Technical methods

7.4.1 Vista Decision Support System

In order to maximize the revenue from operating a hydroelectric project, it is cru-

cial to determine the optimal operation schedules of various powerhouses and reservoirs. At

the same time, hydroelectric projects often have multiple additional functions, such as irri-

gation, flood control, navigation, water supply, and recreation. Vista DSS is a toolbox that

assists in both planning and operation of the hydroelectric systems to ultimately maximize

the value of hydropower generation while helping hydroelectric systems to serve additional

functions such as water management and flood control. We present three key modules of

the Vista DSS below. The first module is used to develop a representation of the physical

system. The second module models individual powerhouses. The third module describes

the physical, operational, and contractual constraints.

Physical System Representation

A water resource system can be disaggregated into a number of hydraulically inde-

pendent basins for modeling purposes. A hydraulic system consists of rivers and watersheds.

Nodes are points of interest in the water resource system being modeled. For example, nodes

can represent reservoirs, tailwater junctions, river junctions, sources, and sinks. Reservoir

and river junction nodes combine a number of inflow and outflow channels in the network.

An arc is a directed line segment that joins an upstream node to a downstream node. There

are four types of arcs: inflow, power, spillway, and river reach. Inflow arcs represent inflow

into the river system to be modeled, power arcs represent one or more turbines and their
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associated flow, spillway arcs represent the total flow through spillway structures, and river

reach arcs indicate physical conveyances such as natural or man-made channels.

Physical structures in a river system such as reservoir and hydropower plants

are represented mathematically along with estimated parameters. A storage reservoir is

represented by its full supply level (FSL), dead storage level (DSL), and the coefficients of

the polynomial defining the storage elevation-volume relation. River reach arcs are used

to model flow travel time and attenuation en route. The Muskingum-Cunge channel flow

routing method is employed here which assumes that storage in a single river reach is

related to its inflows and outflows. The routing coefficients are determined by fitting the

routing equation to the observed field data so that the sum of weighted residual errors

is minimized. Channel water levels data are collected from the flow gauges, which are

converted into discharge by a stage-discharge rating curve. Spillway discharge is modeled

as a function of reservoir elevation and spillway opening.

Hydropower Plant Modeling

The power generation from a single generating unit is defined by a power poly-

nomial. The power equation represents a fundamental relationship between discharge, net

head, and efficiency.

P = C×ηp×Q×hn (7.1)

where P is the generated power, C is a coefficient, ηp is the overall generating efficiency,

Q is the turbine discharge, and hn is the net head. Based on this theoretical relationship,

the power polynomial for each unit can be approximated by a third-order equation that
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represents unit power generation as a function of the head and the discharge along with all

the head-losses acting on that unit.

P = a+ b×Q+ c×Q2 + d×Q3 (7.2)

where P is the power produced by one unit, Q is the discharge flowing through the unit,

and a, b, c, d are functions of unit gross head h.

a = a1 + a2 × h+ a3 × h2 (7.3)

Here, b, c, and d have similar relationships with the unit gross head, h. The estimation of

the power polynomial coefficients can be formulated as a multiple linear regression problem.

The solution should satisfy these two conditions: (i) the second derivative of efficiency with

respect to discharge should be less than 0 and (ii) the derivative of power with respect to

discharge should be greater than or equal to 0 over a unit’s discharge range.

Constraints

There are three types of constraints in the Vista DSS: physical, operational, and

contractual constraints. Physical constraints represent mandatory physical operating limits

such as the size of the lake, limitations of generation units and tunnels, and minimum and

maximum turbine limits. Operational constraints include limitations for reservoir elevation,

discharge speed, and scheduled releases. The contractual constraints model the restrictions

on hydroelectric project operations due to water rights, minimum fish flows, recreational
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requirements, etc. Every imposed constraint lowers the total revenue of the hydroelectric

project. However, these operational and contractual constraints can be violated at a cost.

The constraints are prioritized by their relaxation cost.

7.5 Case Study

We conduct the case study in the Big Creek Hydroelectric System of California.

7.5.1 Simulation of Hydropower Reservoir Inflows

Historic inflows for Lake T. A. Edison and Florence Lake are available for the water

years 2010-2015. A water year or a hydrological year is a time period of 12 months between

October 1 of a given year through September 30 of the next year. We divide the observed

inflows and meteorological variables into a training set and a test set. We form the test set

by withholding the data for the last water year, i.e., the water year 2015, from the model

identification and estimation process. The rest of the data work as the training set. We

collect the meteorological data and average those over three weather stations located within

a 0.4× 0.4o grid box with center at (37.32oN,−118.97oE). They are- Kaiser Point (KSP),

Volcanic Knob (VLC), and Upper Burnt Corral Coral (UBC). The WRF-Chem CTRL and

CLEAN simulations of the meteorological variables are available for the water year 2015 at

the grid box location. We compute inflow forecasts into these two lakes with and without

aerosols for the water year 2015 using a dynamic regression model.

We assume that inflows from the Bear Creek are about 90% of the Lake Edison

inflows as the two inflows are highly correlated. The historic inflow data for Huntington
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Lake, Shaver Lake, Redinger Lake, and Mammoth lake are not available before the water

year 2015. We utilize the statistical inflow forecast model of Florence Lake as a proxy

because its location is physically closer to these lakes compared to Lake Edison. We use

the WRF-Chem CTRL and CLEAN simulations of meteorological variables performed at

0.4×0.4o grid boxes with center at the location of Huntington Lake, Shaver Lake, Mammoth

pool, and Redinger lake to estimate the inflows into these lakes respectively with and without

aerosol impacts. We assume that the ratio of simulated inflows with and without the impact

of aerosols to the observed inflows for these lakes are the same as that of the Florence lake.

The inflows at one of these Lakes L can be calculated as follows.

Y L =
Y FL (XWRF-Chem simulations at lake L)

Y FL
OBS

× Y L
OBS

where Y L denotes the estimated inflows with or without considering the impact of aerosols at

Lake L, Y FL represents the simulated inflows with or without considering impact of aerosols

at Florence Lake, X denotes WRF-Chem CTRL or CLEAN simulations of meteorological

variables performed at a 0.4 × 0.4o grid box having center at the location of lake L, Y L
OBS

is observed inflow at Lake L, and Y FL
OBS is observed inflow at Florence Lake.

7.5.2 Calculating the Impact of Aerosols on Hydropower Generation and

Revenue

We use the Vista DSS to optimize the operation schedule of hydropower plants

over a one hydro year horizon to maximize the Big Creek Hydroelectric Project’s revenue.

Because both 2014 and 2015 are dry years, no recreational requirements for reservoir el-
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evation levels are placed on Huntington Lake. We assume that the impact of aerosols on

the side flows into Dam 5, Dam 6, and Pittman is negligible given that these inflows are

extremely small in dry years and cannot be stored.

We feed the inflow forecasts into the lakes into the Vista DSS which determines

the optimal generation schedules for the water year 2015 which maximizes the revenue of

the hydroelectric system while meeting the physical and operational constraints. The opti-

mization algorithm has a weekly time step. We formulate the hydro operation optimization

problem as a mixed-integer linear programming problem by approximating non-linear con-

straints as linear ones.

7.6 Result and analysis

7.6.1 The Impact of Aerosols on Hydropower Reservoir Inflows

We quantify the impact of aerosols on reservoir inflows for water year 2015. The

percentage change in inflows caused by aerosols can be calculated by Equation (7.4).

Infloww/ Aerosols − Infloww/o Aerosols

Infloww/o Aerosols
× 100% (7.4)

As shown in Table 7.1 and Table 7.2, the presence of aerosols results in a reduction in annual

inflows by 1-10% for all of the lakes. The presence of aerosols leads to lower annual inflows

due to reduced SWE, precipitation, and snowmelt. Significantly lower annual inflows can

be observed for Lake Edison and Florence Lake due to the impact of aerosols. However, the

reduction in inflows is not as significant in the other reservoirs with lower elevations. This
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happens because the impact of aerosols on SWE is very strong around the higher elevation

reservoirs having a 22% difference between the WRF-Chem CTRL and CLEAN simulations

whereas the impact is in the order of 1-6% in the lower elevation reservoirs. Note that, the

reservoir inflows in the Big Creek Hydroelectric Project are snowmelt dominated [183].

We define the four seasons four seasonal analysis as follows: 10/01-12/21 is defined

as fall, 12/22-03/20, is defined as winter, 03/21-05/31 is defined and spring, and finally

06/01-09/30 is defined as summer. As shown in Table 7.2, the impact of aerosols on inflows

is more significant in the summer. Significantly lower inflows can be observed during summer

in Lake Edison and Florence Lake due to the impact of aerosols. Lower prior season’s SWE,

lower current season’s snowmelt, and lower precipitation result in lower inflows in summer

for Lake Edison and Florence Lake. The impact of aerosols on inflows during summer is less

significant for the other reservoirs with lower elevation due to the weak influence of aerosols

on SWE and snowmelt in lower elevation reservoirs. The impacts of aerosols on inflows are

much smaller for all lakes in spring. In spring, dust aerosols enhance solar absorption which

leads to a higher temperature, snowmelt, and inflows. On the other hand, in spring, aerosols

lead to lower precipitation which results in a reduction of the inflows. The aggregated effect

of aerosols on inflows through temperature, snowmelt, and precipitation is a small reduction

in inflows in the spring. Although the percentage change in inflows caused by aerosols in fall

and winter is high, the magnitude of change in inflows is small. This is because the levels

of inflows are very low in fall and winter. A detailed discussion of the impact of aerosols on

inflows into the reservoirs can be found in Chapter 6.
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Table 7.1: Annual reservoir inflows under different aerosol conditions

Lake CTRL (acreft) CLEAN (acreft)

Edison 47,683 50,353
Florence 85,541 92,793
Huntington 34,756 35,804
Mammoth 222,732 225,737
Redinger 4,689 4,791
Shaver 8,097 8,245

Table 7.2: The impact of aerosols (%) on annual and seasonal reservoir inflows

Lake Annual Fall Winter Spring Summer

Edison -5 -1 -0.5 1 -15
Florence -10 -8 -12 -0.5 -23
Huntington -3 -6 -8 -1 -7
Mammoth -1 -5 -11 -0.8 -1
Redinger -2 -6 -10 -1 0
Shaver -2 -8 -5 -1 -1

7.6.2 The Impact of Aerosols on Hydropower Generation and Revenue

We calculate the impact of aerosols on hydropower generation and revenue for

the Big Creek Hydroelectric Project for the water year 2015. Table 7.3 shows the results.

In the water year 2015, aerosols reduced Big Creek’s generation by 89,356 MWh and rev-

enue by approximately $2.8 million. This is equivalent to a 6% reduction in hydropower

Table 7.3: Impact of aerosols on hydropower generation and revenue in water year 2015.

Period CTRL CLEAN Difference (%)

MWH Annual 1,502,330 1,591,686 89,356 -6
Fall 89,907 99,135 9,228 -9

Winter 189,796 193,647 3,851 -2
Spring 231,395 267,710 36,315 -13
Summer 991,232 1,031,216 39,984 -4

Revenue Annual 70,954,360 73,818,350 2,863,990 -4
($) Fall 6,868,430 7,291,490 423,060 -6

Winter 11,275,690 11,321,170 45,480 -0.4
Spring 8,866,110 9,821,320 955,210 -10
Summer 43,944,160 45,384,410 1,440,250 -3
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generation and a 4% reduction in revenue. Note that, 2015 is the driest year on record.

Hence, the revenue generated is very low for the size of the hydropower plant. The loss

of hydropower generation and revenue are caused by the reduction in annual inflows due

to aerosols. Aerosols reduced inflows to higher elevation reservoirs by 5-10% and inflows

to lower elevation reservoirs by 1-2%. The reduction in inflows to higher elevation reser-

voirs is more important for a cascaded hydroelectric project. This explains why the loss

in hydropower generation is around 6%. The percentage reduction in revenue is smaller

than that of the power generation. This is because the loss in hydropower generation can

be somewhat offset by the efficient scheduling and operation of the hydroelectric project.

These findings are consistent with the findings in [240].

It can be seen that the impact of aerosols on generation and revenue is small

during low inflow periods (fall and winter). The impact is high during high inflow periods

(spring and summer). This finding is in agreement with the result that the impact of

aerosols on inflows is more significant during high inflow seasons. Although there is a

significant reduction in inflows into the two higher elevation reservoirs (15-23%) in summer,

the percentage reduction in generation and revenue are not as significant. This is because

both the water years 2014 and 2015 are dry years. The reservoirs have plenty of unused

storage capacity to mitigate the impact of aerosols on generation in summer by storing

inflows in spring.

The impact of aerosols on the Big Creek Hydroelectric Project’s revenue from

providing energy, spinning reserve, frequency regulation up, and frequency regulation down

services are shown in Table 7.4. It can be seen from the table that the reductions in revenue
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Table 7.4: Impact of aerosols on hydropower generation revenue based on revenue type in
water year 2015

Products (revenue) CTRL($) CLEAN ($) Difference ($)
Energy 47,886,920 50,292,810 2,405,890

Spinning reserve 6,717,860 6,719,640 1,780
Regulation up 9,774,540 9,784,180 9,640

Regulation down 6,575,040 7,021,720 446,680

from providing energy and frequency regulation down services are more significant than that

of spinning reserve and frequency regulation up services. The significant reduction in energy

revenues can be explained by lower inflows due to the presence of aerosols. The amount of

frequency regulation down service provision of a generator is limited by its energy schedule.

Hence, there is a significant reduction in frequency regulation down service revenue.

7.7 Chapter Summary

We develop a comprehensive framework to quantify the impact of aerosols on hy-

dropower generation and revenue by synergistically combining the WRF-Chem model, a

statistical inflow forecast model, and the hydropower operation optimization model, Vista

DSS. We conduct a case study to quantify the impact of aerosols on the Big Creek Hy-

droelectric Project’s generation and revenue in California. The results show that aerosols

reduce inflows into high elevation reservoirs by 6-10% and low elevation reservoirs by 1-3%

in a water year. The presence of aerosols leads to a reduction in hydropower generation

by 89,356 MWh (6%) which is a staggering $2.8 million loss in revenue in a water year.

The results reported in this chapter show the necessity to implement stricter environmental

regulations to reduce anthropogenic aerosol emissions.
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Chapter 8

Data-driven Predictive

Maintenance of Distribution

Transformers

8.1 Introduction

Aging infrastructure is the undoing of a reliable electric grid. Unhealthy hardware

can result in power outages, raise the costs of power, and start fires. Equipment failure

caused 15% of electric disturbances reported to the Department of Energy of the United

States in 2015. The current electric transmission and distribution infrastructure in the

United States is aging. Many electric grid equipments are approaching or have surpassed

their useful life. 70% of power transformers are 25+ years old. 60% of circuit breakers

are 30+ years old, and over 60% of distribution poles are 30 − 50 years old. This far
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surpasses their useful lives of 25 years, 20 years and 50 years [14]. One critical hardware

component susceptible to failure is the distribution transformer. There are many ways for

a transformer to fail. For example, high ambient temperatures and excessive loading may

damage a transformer. A deficient power supply or exposure to a hostile environment can

destroy one. Something as simple as poor workmanship can see a transformer’s demise

[178]. Yet the most common cause of transformer failure is age. The average age of the

distribution transformers in the United States is even higher than the transformers in the

transmission system. Thus, proper maintenance of distribution transformers is essential.

Current equipment maintenance strategies fall into three main categories. The

first is ’run-to-failure’. In this category, interventions occur only after a transformer has

already failed. The second category is preventive maintenance. Here, maintenance actions

are carried out according to a planned schedule. The final category, predictive mainte-

nance, is the most cost-effective. Predictive maintenance attempts to assess the health

conditions of each device. This allows for the advanced detection of pending failures [342].

The detection, in turn, allows for targeted maintenance to the devices most in need. Cur-

rently, electric utilities practice run-to-failure maintenance management for distribution

transformers. Employing predictive maintenance instead would be beneficial. It would help

to achieve more reliable system operations and reduce the number of sudden power supply

interruptions. These benefits are shared by both predictive maintenance and preventative

maintenance. But predictive maintenance further reduces costs by avoiding unnecessary

maintenance operations.

Existing predictive maintenance research and practice focuses on large power trans-

206



formers. The methods assess transformer health via dissolved gas analysis (DGA). DGA

is a well-known diagnostic technique in the industry [259, 411]. It works by monitoring

the concentration of certain gases in the insulation oil of a transformer. The concentration

of the dissolved gases is characteristic of the insulation’s decomposition. Gases used in

DGA include hydrogen (H2), methane (CH4), ethane (C2H6), acetylene (C2H2), ethylene

(C2H4), carbon monoxide (CO) and carbon dioxide (CO2). DGA has also been combined

with data-centric machine learning techniques. Tested techniques include artificial neural

networks (ANN) [411, 378, 406, 270] [406] [378] and fuzzy logic [270]. Support vector ma-

chines, the extreme learning machine (ELM), and deep belief networks have been employed

as well [116, 408, 326]. These methods identify patterns in historical DGA data to assess

transformer health. Many such studies formulate the failure prediction problem as a su-

pervised classification task. The results of such methods are excellent. An evaluation of 15

standard machine-learning algorithms was performed in [259]. The authors of this study

separated their results based on false alarm rates. With a false alarm rate of 1%, the re-

searchers were able to detect between 30% and 50% of faulty transformers. When allowed

a false alarm rate of 10%, they could detect 80% to 85% of faulty transformers.

Dissolved gas analysis, however, requires semiconductor gas sensors on each trans-

former. Installing these is feasible for transmission systems that do not have many trans-

formers. High voltage power transformers make up < 3% of all transformers in the United

States. But distribution systems have far more. Thus, these installations are prohibitively

expensive for distribution systems. But there are ways of predicting transformer failure

which is less direct. For example, environmental conditions play a causal role in transformer
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failure. Thus, data related to these conditions contain information about a transformer’s

health. This is verified somewhat in reference [259]. The reference supplements DGA data

with transformer-specific features like age and nominal power. Such data are low-cost and

readily available. It thus enables cheap predictive maintenance.

This study focuses on the predictive maintenance of distribution transformers.

Machine learning techniques are applied to model the dependency between low-cost data

and transformer health. The random under-sampling with boosting (RUSBoost) algorithm

is adopted to handle data imbalance. The unique contribution of this chapter is that it just

uses just low-cost transformer-specific and environmental-related features.

The rest of this chapter is organized as follows: In Section 8.2, an overall framework

of the failure prediction problem is presented. Section 8.3 describes the technical methods

used in the study. Section 8.4.1 presents the case study by describing the dataset and

application of the machine learning algorithms on the dataset. The performance of the

failure prediction models is reported in Section 8.5. Finally, Section 8.6 concludes the

chapter.

8.2 Framework

The aim of this study is to predict if a distribution transformer will fail in a given

horizon. We perform such prediction via transformer-specification, loading, location, and

weather-related data. The dataset is first divided by year into a training set, a validation

set, and a testing set. Transformer failure information within each period acts as a binary

label. The convention that a 1 indicates failure and a 0 indicates a non-failure is used. Thus,
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the failure prediction problem is formulated as a supervised binary classification task. We

will denote the dataset as (X,y). This consists of pairs (xi, yi) of features xi and failure

labels yi.

As with most real data, there are a few challenges involved in dealing with this

dataset. First, there is missing data. Thus imputing those will be necessary. Second,

the dimensionality of the data involved in this study is high. Thus feature selection is

important for obtaining better learning performance. Third, the dataset is of mixed type,

i.e. the features can be either continuous or categorical. Thus a tree-based model may be

useful. Lastly, transformer failures are rare events. This creates an imbalance in the dataset.

As a result, traditional algorithms can create suboptimal classification models [162]. We

employed random under-sampling with boosting to ease the class imbalance problem.

The study focuses on keeping the number of false predictions small. If the number

of false predictions is high, then the cost of their premature replacement will exceed the

cost of their sudden failure. As a result, the 'match in top N ' (MITN) metric is suitable

for assessing the quality of a given method. To calculate this metric, predicted failures are

first ranked by likelihood. The N transformers deemed most likely to fail are then placed

in a set L. Transformers that ended up failing in the given horizon are then placed in a set

F . The MITN metric is then the carnality of L∩F . The workflow is summarized in Figure

8.1
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Figure 8.1: Work flow for failure prediction of distribution transformers

8.3 Technical methods

8.3.1 Data Preprocessing

Treating missing values

Existing methods for dealing with missing values can be divided into two cat-

egories. The first category simply removes instances with missing data. But this has

drawbacks such as substantial data loss and biased instance sampling. The second category

attempts to instead impute missing data [209]. Some popular single imputation strategies

are mean imputation, hot-deck imputation, and predictive imputation [209] . In the first,

missing values are replaced by the mean of the observed values in that variable. In the

second, missing values are replaced by ”nearby” data values from the same dataset. The

third encompasses more sophisticated procedures for handling missing data. These meth-
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ods treat a missing variable as a new classification or regression variable. All other relevant

variables become predictors of this new variable. Commonly used techniques are decision

trees, artificial neural networks, and random forests. However, single imputation methods

might ignore the variance associated with the imputation process. Multiple imputation

schemes can address this problem [305]. Using a random forest as a prediction model for

imputation is a promising approach. It can handle mixed data types, high dimensional-

ity, and address complex interactions. A random forest also forms a multiple imputation

scheme intrinsically. This is due to the averaging of the many trees found in the forest. The

MissForest method [338] is an iterative imputation method based on random forests. It has

been shown to outperform well-known methods such as parametric MICE [323]. Imputation

error can be determined from the out-of-bag error estimates of the random forests.

Feature Selection

High dimensional data has always presented a challenge to existing machine learn-

ing methods. Feature selection reduces the dimensionality by choosing a subset of the

features. This helps our methods perform better. It increases learning accuracy, low-

ers computational costs, and improves model interpretability. Supervised feature selection

methods are chosen to use. Existing methods can be classified into filter models, wrapper

models, hybrid models, and embedded models [203].

In filter methods, the relevancy of each feature is ranked. The highly ranked

features are selected for inclusion in the dataset. Filter methods can also rank feature subsets

instead of individual features. Popular ranking metrics include the Pearson correlation

coefficient and mutual information. The PCC is calculated easily from the dataset. Mutual
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information, however, must be estimated. A common nonparametric estimation method

follows from nearest neighbor distances [205].

Wrappers models use an interaction between feature selection and a predetermined

classification algorithm. These models include sequential forward and backward selection

[203]. In sequential forward selection, features are added until classification performance

converges. In sequential backward selection, features are removed instead of added. Though

wrapper methods have better performance, they are computationally expensive.

Hybrid models achieve both efficiency and accuracy. They first select several can-

didate variables by incorporating statistical criteria. They then choose the subset of features

with the highest classification accuracy. Embedded models perform feature selection during

the modeling algorithm’s execution. These methods are embedded in the algorithm as part

of the training process. Common embedded algorithms include various types of decision

tree algorithms: CART, C4.5, and random forest. Decision trees inherently estimate the

suitability of features. The features found at the top of a binary decision tree are the best

at separating instances for the task at hand. This characteristic can be exploited for feature

selection.

8.3.2 Learning algorithms

We have used the random forest classification algorithm [57] in this study. A

random forest is an ensemble of decision trees. Each tree is generated by randomly sampling

features iteratively.
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8.3.3 Dealing with Imbalanced Dataset

When a dataset is imbalanced, learning algorithms will under-perform on the mi-

nority class. Data re-sampling and boosting are two techniques that ease the data imbalance

problem. Under-sampling removes examples from the majority class. It has the benefit of

reduced training time due to the reduced number of training data points. But it has the

drawback of losing useful information. Boosting builds an ensemble of models by assigning

higher weights to difficult instances. In imbalanced problems, these difficult instances are

the minority examples. Predictions are then made using a weighted average of each of

the separate models. Random undersampling with Boosting [318] (RUSBoost) integrates

these methods. In RUSBoost, instances are removed randomly from the majority class un-

til balanced. An iteration of the boosting method is then performed. The under-sampled

training data is then re-sampled according to the instance’s assigned weight. This process

is repeated for several iterations. RUSBoost with the AdaBoost.M.2 boosting algorithm

[122] is adopted in this study. The Random forest classifier is selected as the base learner

in the AdaBoost.M.2 algorithm.

8.4 Case Study

Predictive maintenance is performed for one of the largest utility companies, South-

ern California Edison. This company’s distribution transformers are becoming old. 35% of

them were approaching or had surpassed the useful life of 35 years by 2016. Thus employ-

ing predictive maintenance to these transformers would be beneficial for the company. The

prediction horizon in this study is two years.
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8.4.1 Dataset Description

The predictive maintenance dataset contains over 700, 000 transformers in the Los

Angeles, Mono, Fresno, Riverside, San Bernardino, Orange, Kern, Tulare, and Ventura

counties of California. The dataset covers the years 2012 to 2016. There are 42 categorical,

and 30 continuous variables. Features fall into four broad categories. The first is data

related to transformer specification. These include line and phase voltages, KVA ratings,

primary ratings, secondary voltages, overhead/underground locations, ages, manufacturers,

models, subtypes, used/new condition indicators, main line indicators, and commercial use

indicators. The second type is data related to transformer loading. These include average

loading (%), peak loading (%), and the percent of the time the transformer is overloaded.

The third type is data related to location. These include longitude, latitude, district, region,

fire zone indicator, corrosion zone indicator, and flood zone indicator. The fourth type is

data related to weather. In addition to these, four new features were created for the study.

The first is denoted as ’primary category’. It is a bucketing of the transformer ratings into

three categories - low, medium, and high. The last three are groupings of KVA ratings,

manufacturers, and models by survival rate.

Weather-related variables include temperature (oF ), relative humidity (%), rain

(mm), wind speed (mile/hour), resultant wind speed (mile/hour) and solar radiation

(Wh/m2). Hourly weather-related data are available from 24 weather stations. Statis-

tics of the weather-related variables from each station were used as features. The statistics

used were the maximum, minimum, average, and standard deviation. Three new features

were created for each weather-related variable. These are counters of exceedance beyond
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Table 8.1: Threshold values for weather-related variables

Weather-related Variables Thresholds (Th1, Th2, Th3)

Temperature (high) 75, 85 and 95
Temperature (low) 50, 40 and 30
Humidity 75, 85 and 95
Wind speed 6.5, 10 and 15
Resultant wind speed 6, 10 and 15
Rain 0.01, 0.07 and 0.15

three threshold values. Three similar additional features were created for temperature.

These count the number of times temperature falls below the three threshold values. The

thresholds values are provided in Table 8.1.

Some extra information is available which was not directly used as a feature. These

are the reason for removal and the date of removal. Some transformers failed due to reasons

which cannot be predicted. For example, a transformer may fail due to a lightning surge

or an animal attack. These transformers are given a ’transformer failure’ label of 0. The

removal date helps divide the dataset into training, validation, and test sets. Finally, a

unique equipment number for each transformer is available.

8.4.2 Data Preprocessing

Training, validation and test set

First, the dataset is divided by year into a training, validation, and testing dataset.

Data from 2012-2014 are divided into a training set and a validation set. The training set

contains 70% of the instances and a validation set contains the other 30%. Both the training

set and the validation set contain two sets of data. One set is for 2012-2013 and the other is

for 2013-2014. Only age changes between these two sets, and it only changes by 1. However,
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Table 8.2: List of selected features

Feature type Feature

Transformer
specification

Age, KVA, Manufacturer group, Model group, Over-
head/Underground indicator, Subtype, Primary rating
group, Used/New condition indicator

Loading Average loading, Peak loading, Percent time overloaded

Location Region, Corrosion zone indicator

Weather Rain above Th2, Humidity over Th2, Wind speed above Th3

the label may change as well. Each changed label will introduce a tomek link - that is, a

minimally distanced nearest neighbor pair with opposite class [13]. Tomek links create

unwanted overlapping between classes. Therefore, transformers that failed in 2014 are not

included in the 2012-2013 set. Data from 2015-2016 work as the testing set.

Dealing with missing values

Some attributes have values missing at random in the predictive maintenance

dataset. The rate of missing data is in the range of 1% − 20%. Weather-related variables

are imputed via the closest weather station. For the rest of the missing data, the MissForest

method is used. This method far outperformed Artificial Neural Networks for this task.

Feature selection

Several feature selection methods are used in this study. The first is sequential

forward and backward selection. The second is Mutual Information based filtering. The Top

n features of a binary decision tree are also selected. Some selected features were common

to all of these methods. The final set of features is selected empirically using a random

forest classifier. The final set consists of 16 features. The features are listed in Table 8.2
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Figure 8.2: Variable importance measures from base random forest classifier

8.4.3 Application of learning algorithm

A random forest and a RUSBoost classifier are trained on the training dataset. To

tune the hyperparameters of the random forest model, a grid of ranges is defined first. The

validation set performance. The MITN metric is calculated for the validation and testing

set.

8.5 Result and analysis

We have calculated the variable importance measures for the input features are

calculated. They are plotted in Figure 8.2. The transformer’s age was found to be the

most influential variable. This confirms intuition. Other important features are Peak and

average loading, transformer model, and manufacturer group. This signifies the impact of

transformer loading and workmanship.

The MITN is calculated for the Random forest and RUSBoost algorithm with

N = 1000. Both the Random Forest and RUSBoost algorithm outperforms the traditional
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Table 8.3: Comparison of age-based, random forest and RUSBoost model in ’match in top
1000’ metric

Set Age-based Random Forest RUSBoost

Validation 50 462 471
Test 50 312 359

age-based rule. Comparison of the Random forest, the RUSBoost algorithm, and the age-

based rule is shown in Table 8.3. The age-based rule has a match rate of 50 in the top

1000 transformers. The match rate of the Random Forest Model is 462 in the validation

set and 312 in the test set. RUSBoost slightly outperformed the Random forest algorithm.

It had a match rate of 471 and 359 in the validation and test datasets respectively. This

makes RUSBoost our preferred algorithm in the task of failure prediction.

The achieved level of performance is acceptable for distribution transformers. The

achieved MITN outweighs the cost of installing gas sensors for every transformer. We note

that there is some imprecise labeling of the transformers. This is evident in the fact that

several ”reasons for removals” were recorded as ”other”. With more precise labeling, higher

performance may be achieved. Overall, it is concluded that the machine learning-based

predictive maintenance utilizing the selected features far outperforms the traditional age-

based method and can be used for failure prediction.

8.6 Chapter Summary

In this chapter, the problem of failure prediction of distribution transformers is

addressed where traditional dissolved gas analysis is not economically feasible. The prob-

lem of predicting distribution transformer failure is formulated as a binary classification
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problem. The proposed method is very cost-effective as only readily available and low-cost

transformer specification, loading, and weather-related data are used. Both random fore-

cast and Random undersampling with boosting (RUSBoost) algorithm are tested through

the large-scale case study. ’Match in top 1000’ was used as the performance metric. RUS-

Boost slightly outperforms random forest making it our preferred algorithm for predicting

distribution transformer failures. Both random forest and RUSBoost algorithm outperform

traditional age-based prediction techniques by a good margin.
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Chapter 9

Conclusions

9.1 Summary of Thesis

In this dissertation, we develop four different frameworks to facilitate the integra-

tion of renewable energy into the electric grid. The achievements of this dissertation work

are summarized as follows:

• In Chapter 2-3, we present unsupervised frameworks for estimating solar PV gener-

ation by disaggregating the net load readings to tackle the challenge of behind-the-

meter solar PV generation. In Chapter 2, we develop an unsupervised framework to

disaggregate net load measurements into solar generation and electric load estimates

for individual customers without information about their exact location. Specifically,

our algorithm iteratively estimates solar PV generation with a physical model and

electric load with the Hidden Markov model regression. In Chapter 3, we present an

unsupervised framework for joint disaggregation of the net load readings of a group
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of customers into the solar PV generation and electric load. The electric loads for a

group of customers are estimated jointly by a mixed hidden Markov model (MHMM)

which enables modeling the general load consumption behavior present in all cus-

tomers while acknowledging the individual differences. At the same time, the new

model can capture the change in load patterns over a time period by the hidden

Markov states. Both of the proposed frameworks synergistically combine a physical

PV system performance model with a statistical model for load estimation. The pro-

posed algorithms are also capable of estimating the key technical parameters of the

solar PV systems. Our proposed methods are validated against net load and solar PV

generation data gathered from residential customers located in Austin, Texas. The

validation results show that our proposed method in Chapter 2 reduces the mean

squared error by 44% compared to the state-of-the-art disaggregation algorithm. The

behind-the-meter solar generation estimation algorithm proposed in Chapter 3 yields

significantly higher accuracy over state-of-the-art net load disaggregation algorithms

including our proposed algorithm in Chapter 2. It reduces the mean squared error of

the state-of-the-art net-load disaggregation baseline algorithm used in Chapter 2 by

67%.

• To tackle the challenge of voltage regulation under high solar photovoltaics (PV)

penetration, we develop reinforcement learning-based two-timescale Volt-VAR con-

trol (VVC) frameworks in Chapter 4-5. In Chapter 4, the slow timescale control of

voltage regulating devices is achieved by a model-based approach. The fast time-scale

control of smart inverters is attained with a reinforcement learning-based method.
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The deep deterministic policy gradient (DDPG) algorithm is adopted to control the

setpoints of both the real and reactive power of smart inverters. The control policy

of smart inverters is learned from the historical operational data without relying on

accurate distribution network secondary circuit parameters. In Chapter 4, we pro-

pose a completely model-free two-timescale Volt-VAR control scheme that does not

depend on accurate primary or secondary feeder models. Two hierarchically arranged

agents are set up for the slow timescale and fast timescale problem which are coupled

through a communication medium. The two sets of policies are learned concurrently

by a deep deterministic policy gradient and multi-agent soft actor-critic based al-

gorithm respectively. Simulation results on the IEEE 34-bus feeder show that the

proposed framework in Chapter 4 can determine near-optimal set points of smart in-

verters in real-time operations. Compared with existing reinforcement learning-based

smart inverter control, our approach achieves lower line losses, voltage deviations,

and active power curtailment. Comprehensive numerical studies performed with the

IEEE 123-bus distribution test feeders show that the proposed framework in 5 can

determine near-optimal control actions of conventional Volt-Var control devices and

set points of smart inverters in real-time operations.

• In Chapter 6-7, we quantify the impact of aerosols on reservoir inflows and hydropower

generation. In Chapter 6, we develop a comprehensive framework was developed to

quantify the impact of aerosols on reservoir inflow by integrating the Weather Research

and Forecasting Model with chemistry (WRF-Chem) and a dynamic regression model.

The statistical dynamic regression model produces forecasts for reservoir inflow based
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on the meteorological output variables from the WRF-Chem model. In Chapter 6, we

take the next logical step to explore the impact of aerosols on hydropower generation

and revenue. A comprehensive framework is developed to quantify the impact of

aerosols on hydropower generation and revenue by integrating the Weather Research

and Forecasting Model with Chemistry, a statistical hydrologic forecasting model, and

the hydropower operation optimization toolbox. We perform the case studies on the

Big Creek Hydroelectric Project in the San Joaquin Region. We conclude that the

presence of aerosols is detrimental to the optimal utilization of hydroelectric power

systems. It causes a reduction of annual hydropower generation causing a $2.8 million

loss in annual revenue.

• In Chapter 8, we present a method for the predictive maintenance of distribution

transformers, i.e. method of predicting which transformers are most likely to fail

soon. Once predicted, such transformers may be subject to maintenance or replace-

ment. This practice reduces the costs and increases the reliability of power distribution

systems. The practice is common in transmission systems. In that domain, physical

methods such as dissolved gas analysis see fantastic results. Data-driven techniques

utilizing DGA data are also popular. But such methods are cost-prohibitive for distri-

bution systems. Instead, we proposed to utilize a data-driven framework for the task

which only uses readily available data. Such data include the transformers’ specifi-

cation, loading, location, and weather-related information. Such data inspire the use

of two suitable machine learning algorithms. The first is random forests. The second

is the Random Undersampling with AdaBoost (RUSBoost) algorithm. We test these
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algorithms on over 700,000 distribution transformers in Southern California. This test

finds that both algorithms outperform the current state of practice. Further, it finds

that the RUSBoost algorithm performs better than the Random Forest.

9.2 Limitations and Future Research Directions

Some additional research questions need to be addressed. In the future, we plan

to explore the following topics:

• Further improvement can be achieved by leveraging more granular solar irradiance

data in our proposed net load disaggregation algorithm developed in Chapter 2. Sev-

eral interesting extensions of our proposed joint net load disaggregation algorithm

developed in Chapter 3 can be explored in the future. First, a semi-parametric mixed

hidden Markov model can be developed to further improve the computational effi-

ciency of the proposed algorithm. Second, in the current model, the customer-specific

random effect and its variance are assumed to be independent of the hidden states.

The mixed hidden Markov model can be improved by assuming that the random effect

variance depends on the hidden states. Third, a robust version of the proposed net-

load disaggregation algorithm can be developed to improve estimation accuracy in the

presence of outliers. Finally, a mixed effect model to jointly estimate load in several

communities with a community-specific random effect along with the customer-specific

random effect will be of interest.

• Our proposed reinforced learning algorithm approximates the value function, action-

value functions, and policy networks with neural networks. With a large number of
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traditional VVC devices and smart inverters, the number of input features and outputs

in the neural networks will increase along with the size of the hidden layers. However,

neural networks are scalable and capable of handling thousands of outputs. Therefore,

in theory, our proposed algorithm will be able to handle a large network. However,

there are many challenges associated with large-scale systems. For example, a large

amount of training data would be required. The performance may degrade with a

large number of features. As such, feature selection techniques should be carefully

employed. The training will be slow and computationally intensive. In the future, We

plan to test our proposed VVC algorithm with necessary modifications for large-scale

implementation on the 8500 node test feeder.

There are several drawbacks to the proposed VVC algorithm. First, Our proposed

framework assumes a time-invariant distribution network topology. If the distribu-

tion network topology changes, then it will be required to train the RL network from

scratch. In the future, we plan to develop RL-based Volt-VAR control algorithms

that can be easily adapted to handle updated network topology and voltage con-

trollers. This way, the RL-based controller does not have to be trained entirely from

scratch. Second, if the observability of the system is incomplete, our proposed VVC

algorithm will work as long as the critical parts of the network have observability.

Lastly, integrating the existing local controllers for OLTCs, considering the hourly

reactive power dispatch of PVs along with the traditional VVC devices, or formu-

lating the two-timescale problem as a multi-time optimization problem will further

improve the performance of the baselines. One very useful extension to the model-free
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two timescale reinforcement learning-based Volt-Var control method is to adopt an

incremental learning scheme for the reinforcement learning method so that the new

incrementally available data can be readily utilized to extend the existing model’s

expertise instead of training from scratch.

• There are a few limitations to the framework developed in Chapter 6 and 7. The lim-

ited historical reservoir inflow data prevented us from capturing the long-term trend

in reservoir inflow and evaluating the long-term impact of aerosols on the reservoir

inflow. The daily temperature, snow water equivalent, and precipitation records for

2010-2014 were not available at the weather stations located at Florence Lake and

Lake Thomas Alva Edison. These additional observations could have improved the

quality of the inflow forecast. The quantification of the impact of aerosols on in-

flows into reservoirs strongly depends on the accurate estimation of the difference in

meteorological variables between the WRF-Chem CTRL and CLEAN simulations.

WRF-Chem model run in a higher resolution in the grid box could deliver more accu-

rate results. At last, a rigorous outlier detection algorithm can be applied to the inflow

data, which can further improve the forecast performance of the dynamic regression

model. In the future, we plan to integrate the year ahead inflow forecast of Florence

Lake and Lake Edison into the long-term scheduling of the Big Creek Hydroelectric

Project.

• There are several drawbacks to the predictive maintenance framework developed in

Chapter 8. Failure information of the transformers was only available for four years.

Data spanning a longer period of time could better help the machine learning al-
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gorithm capture the trend in transformer failures. The loading-related data were

available for only one year. Availability of historic load information can improve the

classifier performance as it is an important feature in modeling the failure of the trans-

formers. Rigorous record keeping of the distribution transformers’ information can

reduce the occurrence of missing values in the dataset and therefore improve the clas-

sifier performance. Recording the exact reason(s) for transformer removal can help

alleviate the label noise problem. In the future, we plan to build machine learning

models to estimate the remaining lifetime of the distribution transformers. Accurate

estimation of the remaining useful life of transformers could facilitate the development

of a more cost-effective maintenance strategy for electric utilities.
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