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Abstract: Using resting-state functional magnetic resonance imaging, we test the hypothesis that sub-
jects with post-traumatic stress disorder (PTSD) are characterized by reduced temporal variability of
brain connectivity compared to matched healthy controls. Specifically, we test whether PTSD is charac-
terized by elevated static connectivity, coupled with decreased temporal variability of those connec-
tions, with the latter providing greater sensitivity toward the pathology than the former. Static
functional connectivity (FC; nondirectional zero-lag correlation) and static effective connectivity (EC;
directional time-lagged relationships) were obtained over the entire brain using conventional models.
Dynamic FC and dynamic EC were estimated by letting the conventional models to vary as a function
of time. Statistical separation and discriminability of these metrics between the groups and their ability
to accurately predict the diagnostic label of a novel subject were ascertained using separate support
vector machine classifiers. Our findings support our hypothesis that PTSD subjects have stronger static
connectivity, but reduced temporal variability of connectivity. Further, machine learning classification
accuracy obtained with dynamic FC and dynamic EC was significantly higher than that obtained with
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static FC and static EC, respectively. Furthermore, results also indicate that the ease with which brain
regions engage or disengage with other regions may be more sensitive to underlying pathology than
the strength with which they are engaged. Future studies must examine whether this is true only in
the case of PTSD or is a general organizing principle in the human brain. Hum Brain Mapp 38:4479-

4496, 2017. © 2017 Wiley Periodicals, Inc.

Key words: resting-state functional magnetic resonance imaging; dynamic brain connectivity; func-
tional connectivity; effective connectivity; post-traumatic stress disorder; support vector machine
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INTRODUCTION

The view that the human brain works as a structurally
connected and functionally integrated entity has been
widely appreciated for decades [Deshpande and Hu, 2012;
Deshpande et al., 2011; Friston, 1994; Friston et al., 1993;
Greicius et al., 2009; Guye et al., 2010; Kaminski et al.,
2001; Patel et al.,, 2006; Roebroeck and Daunizeau, 2011;
Rogers et al., 2010; Stephan and Roebroeck, 2012; Valdes-
Sosa et al., 2011]. With the advent of functional magnetic
resonance imaging (fMRI) and technical advances in char-
acterizing connectivity from fMRI data, functional aspects
of connectivity in brain networks has received consider-
able attention. Functional connectivity (FC) specifically
refers to measures of instantaneous (zero-lag, nondirec-
tional) correlation between pairs of fMRI time series
obtained from different brain regions, while effective con-
nectivity (EC) measures the causal (time-lagged, direc-
tional) relationships between them. It is noteworthy that
both FC- and EC-based methods characterize connectivity
in the brain that is of functional origin.

Previous studies have mainly investigated FC and EC
over a network of brain regions based on the assumption
that connectivity was stationary over time. Even though
this assumption simplified the analysis procedure, there is
recent evidence to suggest that it may not be true [Chang
and Glover, 2010]. To address this issue, many recent
works have explored the dynamics of brain connectivity
from resting-state fMRI. Most of them investigated
dynamic FC using sliding windows [Chang et al., 2013a,
2013b; Cribben et al., 2012; Deshpande et al., 2006; Keilholz
et al., 2013; Leonardi et al., 2013; Majeed et al., 2011]. In
particular, Handwerker et al. conducted a sliding window
analysis on dynamic FC mainly in the frequency domain
[2012], Lee et al. explored sliding windowed dynamic FC
at different frequency bands using high sampling rate
achieved through MR-encephalography [2013], and Chang
and Glover explored dynamic FC by using wavelet-based
time-frequency analysis [2010]. In addition, observations
from electrophysiological studies using EEG [Dimitriadis
et al.,, 2012] and simultaneous EEG/fMRI [Britz et al.,,
2010; Chang et al., 2013a,b; Tagliazucchi et al., 2012] have
demonstrated the existence of temporal variations in FC
derived from resting-state fMRI and their electrophysiolog-
ical correlates. Hutchison et al. [2012] showed that resting-

state functional connectivity can exhibit nonstationary and
spontaneous relationships regardless of conscious, cogni-
tive processing, while Jia et al. showed that dynamic varia-
tions in FC are behaviorally relevant [2014]. For a
comprehensive overview of dynamic FC of resting-state
fMRI, please refer to the paper by Hutchison et al. [2013].

Conversely, there have been few studies exploring
dynamic EC in brain networks. For example, Havlicek
et al. proposed an approach to estimate dynamic Granger
causality in the frequency domain [2010], while Sato et al.
[2006], Lacey et al. [2011], and Kapogiannis et al. [2014]
used wavelet extension of Granger causality to investigate
dynamic EC in the time domain. Both studies were illus-
trated with application to task-based fMRI. Other studies
have applied dynamic EC to task-based fMRI as well
[Feng et al, 2015; Grant et al., 2014, 2015; Hampstead
et al.,, 2016; Hutcheson et al.,, 2015; Libero et al.,, 2015;
Wheelock et al., 2014].

The studies discussed above raise the possibility that
conventional static measures of connectivity smear
dynamic information in brain networks, since only one
connectivity value is obtained for the entire length of the
scan, potentially leading to loss of information and sensi-
tivity to the underlying neuronal processes. While there is
evidence to believe that nonstationary dynamics exists in
brain networks obtained from resting-state fMRI, it is yet
unclear whether such dynamics provide any additional
sensitivity to the underlying neuronal processes, especially
in clinical diagnostic applications. A recent report showed
that dynamic FC is related to real-world cognitive behav-
iors [Thompson et al., 2013]. Further, recent works have
shown that dynamic connectivity signatures in healthy
subjects are different from that in subjects diagnosed with
mental disorders such as post-traumatic stress disorder
(PTSD) [Li et al., 2014] and schizophrenia [Sakoglu et al.,
2010]. However, the above studies do not answer the key
question of whether dynamic connectivity provides any
additional sensitivity to underlying neuronal processes
than what is provided by conventional static connectivity.

Hyper-connectivity is considered a response to neuro-
logical disruption [Hillary et al., 2015], which is observed
in psychiatric disorders like PTSD [Cisler et al., 2014;
Hayes et al., 2012; Simmons and Matthews, 2012]. Reduced
temporal variability of connectivity is considered to be
associated with psychiatric disorders [Sakoglu et al., 2010],
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and compromised behavioral performance in healthy
persons [Jia et al., 2014]. This reduced variability of con-
nectivity could be a result of compromised ability to
dynamically adjust behaviors and thoughts to changing
conditions. Such reduced variability in function is widely
recognized in other bodily systems, for example, reduced
heart rate variability is considered a risk factor of cardio-
vascular disease [Greiser et al., 2009]. Internal body/men-
tal states as well as external environmental influences are
continually changing, hence a healthy system is expected
to modify its function in real-time to accommodate such
changes. In such terms, a temporally “frozen” connectivity
reflects compromised brain health. Motivated by these
observations, we propose that the ability of brain regions
to engage and disengage from other brain regions pro-
vides a characterization which is fundamentally different
from that obtained from conventional static connectivity.
Consequently, we hypothesize that the healthy brain is
characterized by greater temporal variability of corre-
sponding brain connections as compared to unhealthy
brains in general. We specifically test this hypothesis in
the case of PTSD, wherein we postulate that the brains of
persons with PTSD is characterized by elevated static con-
nectivity (as found in previous reports [Cisler et al., 2014]),
coupled with decreased temporal variability of those con-
nections, leading to a situation wherein hyper-connected
brain regions do not disengage effectively enough. Further,
we hypothesize that dynamic FC and EC will provide
higher sensitivity in discriminating PTSD from healthy
controls than that provided by their static counterparts.
We tested the above hypotheses by estimating both
dynamic FC (DFC) and dynamic EC (DEC) in addition to
the conventional static measures, static FC (SFC) and static
EC (SEC), from resting-state fMRI data. For obtaining
DFC, we employed moving-windowed Pearson’s correla-
tion with window length being determined adaptively by
the augmented Dickey—fuller unit root test (ADF test) [Jia
et al., 2014]. SFC was estimated using Pearson’s correlation
between the entire time series. For obtaining DEC, we
employed dynamic Granger causality (DGC) while
correlation-purged Granger causality (CPGC) [Deshpande
et al., 2010b] was used as the static EC (SEC) measure.
These measures were estimated from mean resting-state
time series extracted from 190 functionally homogeneous
regions across the entire brain [Craddock et al., 2012].
PTSD is a psychiatric disorder which is associated with
exposure to traumatic events that have a profound impact,
resulting in symptoms like re-experiencing of the event or
flashback, avoidance/numbing/depression, hyper-arousal,
along with dissociative symptoms [American Psychiatric
Association, 1994; Yehuda, 2002]. The pathogenesis of
PTSD yet remains unclear. FMRI studies have provided
useful characterization of PTSD, although many of them
are task-related and hence difficult for subjects to perform
with similar accuracy as healthy controls [Jatzko et al.,
2006; Whalley et al, 2013]. Recent studies have

increasingly explored the use of resting-state fMRI [Qin
et al., 2012; Yin et al., 2011, 2012] given the ease of acquir-
ing such data from patient populations, and lack of
requirements such as matching task performance with a
control group. Most connectivity studies on PTSD have
focused on static FC, while ignoring the dynamic variation
of connectivity over time [Simmons and Matthews, 2012].
Dynamic FC is related to real-world cognitive behaviors
[Thompson et al., 2013], which renders it to be a suitable
tool for studying disorders like PTSD where cognitive
functioning is compromised. Additionally, there have been
no effective connectivity studies (either static or dynamic)
on PTSD to date. Hence, the study of PTSD using the
aforementioned techniques is relevant.

To test whether dynamic connectivity measures provide
higher sensitivity to the underlying neuronal processes
which are altered in PTSD, we used each of the following
measures—SFC, SEC, variance of DFC, and variance of
DEC—as features in four separate support vector machine
(SVM) classifiers to estimate the accuracy with which they
were able to predict the diagnosis of a novel subject. We
also evaluate whether using a time-varying window length
instead of a fixed window length for calculation of DFC is
more sensitive to the dynamic changes in neural activity
by providing a better measure of the fluctuations in con-
nectivity, leading to an improvement in the classification
accuracy.

MATERIALS AND METHODS
Subjects

Participants with PTSD and matched healthy controls
(all right handed) were recruited after the 2008 Wenchuan
earthquake, Sichuan, China. The data came from 99 runs
from 76 trauma-exposed healthy adult subjects, and 146
runs from 73 adult PTSD subjects, with some subjects
scanned twice. Informed consent was obtained from all
subjects after they understood detailed information about
the study protocol, which was approved by the IRB of the
Second Xiangya Hospital and the Central South Univer-
sity, Changsha, China. Controls were matched in terms of
gender and age (within 2 years), as well as education
(within 5 years).

Data Acquisition and Preprocessing

All subjects in the scanner were instructed to keep their
eyes closed, relax, and not focus on any particular
thoughts. T2*-weighted echo planar functional images
were acquired in a 3T MRI scanner (EXCITE; General Elec-
tric). The acquisition parameters were: 200 volumes per
scan, In-plane matrix of 64 X 64 (voxels), 30 axial slices,
field of view (FOV) =220 X 220 mm?, flip angle (FA) = 90°,
TR (repetition time)/TE (echo time)=2,000 ms/30 ms,
slice thickness 4 mm with 1 mm gap. Preprocessing of
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data was accomplished using Data Processing Assistant
for Resting-State fMRI software (DPARSF) [Yan and Zang,
2010], and included slice timing correction, rigid body reg-
istration, detrending, and regressing out of white matter
(WM) and cerebrospinal fluid (CSF) signals as well as six
motion parameters, normalization to MNI template with 2
X 2 X 2 mm? resolution, spatial smoothing with 4 X 4 x
4 mm® Gaussian kernel and finally 0.01-0.1 Hz temporal
band pass filtering. 190 functionally homogeneous brain
regions derived from spectral clustering of resting-state
fMRI data were identified from the CC200 brain atlas
[Craddock et al., 2012]. Mean time series from each of the
190 regions were extracted from the preprocessed data
from each subject and input into the connectivity models
described below.

Static and Dynamic Effective Connectivity

Effective connectivity refers to the directional influence
of one brain region over another. Various methods exist
for characterizing EC in brain networks. They can be clas-
sified mainly into model-based methods requiring a priori
assumptions about the underlying connectional architec-
ture such as dynamic causal modeling (DCM) [Friston
et al, 2003] and structural equation modeling (SEM)
[McIntosh and Gozales-Lima, 1994], and data-driven meth-
ods such as Granger causality [Geweke, 1982; Granger,
1969]. Since we used 190 regions covering the entire brain,
no assumptions could be made about the underlying con-
nectional architecture. Further, model-based methods
become computationally intractable when the number of
ROIs increases [Lohmann et al., 2012]. Considering these
factors, we adopted Granger causality for investigating
whole brain EC.

Granger causality is based on the principle that if the
past of one time series helps predict the present and future
of another time series, then there must be a causal influ-
ence from the former time series to the latter. Given k time
series Y(t) =[x1(t) xx(t) ... x(t)], with k being 190 in this
study, we can construct matrices X(f)= =[x(t) x;(t)], where
ij=1...190, which represent all pairwise combinations of
time series. We can then define bivariate vector autore-
gressive (BVAR) model with model parameters A(n) of
order p is given by:

X(t)=V+ i:A(n)X(t—n)+E(t) (1)

n=1

Where V is the intercept vector representing nonzero
mean component, 1 is the time lag, and E(t) is the vector
corresponding to the residuals. In our scenario, time series
was detrended so that V=0. Direct causal influences
among the k time series can be inferred from the BVAR
coefficients as follows.

P
D= aj(n) 2)
n=1
Where each aj;, i, j = 1:k, is one element of matrix A. The
effects of instantaneous correlation is modeled as the zero-
lag terms and introduced into the modified BVAR model
as below [Deshpande et al., 2010b].

M=

X(H)=V+ S A'(n)X(t—n)+E (1) 3)

n=0

Where the diagonal elements of A’(0) are zeros such that
only instantaneous cross-correlation, rather than zero-lag
auto-correlation, are modeled. Accordingly, correlation-
purged Granger causality (CPGC) [Deshpande et al,
2010b] is defined as:

CPGCy=_ [aj(m)]* @)
Where each 4';; is one element of the matrix A’. Note that
A1) ... A" (p#AQ) ... A(p) and the A'(1) ... A’ (p) repre-
sent the causal influence which is purged of zero-lag cor-
relation “leakage” effects as shown before [Deshpande
et al., 2010b]. The order p of this modified BVAR is deter-
mined by Bayesian Information Criterion (BIC) [Schwartz,
1978]. CPGC values obtained from the entire time series
represented SEC in this study. For methodological details
and applications of Granger causality-based SEC to task-
based and resting-state fMRI data, please refer to the fol-
lowing previous publications [Bressler and Seth, 2011,
Deshpande et al., 2008, 2009, 2010a, 2011, 2013; Hampstead
et al., 2011; Krueger et al., 2011; Liang et al., 2014, Pruesse
et al.,, 2011, Roebroeck et al., 2005; Sathian et al., 2011;
Stilla et al., 2007, 2008; Strenziok et al., 2011]. While most
of these previous studies used a small number of ROIs,
we had 190 ROIs. This makes it harder to accurately esti-
mate the 190 X 190 coefficient matrix A’ given that the
length of each ROI time series was only 200 time points.
Therefore, we evaluated the connectivity between ROIs in
a pairwise fashion for SEC (as well as for DEC described
below).

We adopted dynamic Granger causality method (DGC)
for estimating DEC. The DGC model is the same as
before [Eq. (3)] except that the coefficient matrix A is
allowed to be a function of time. Accordingly, a tempo-
rally adaptive BVAR process analogous to Eq. (3) can be
defined as

X(H)=V(t)+ f:A(n, X (t—n)+E(t) )

n=1

It is noteworthy that coefficient matrix A(n,t) is now a
function of both lag #n and time f, and can be estimated
using a Kalman filter as shown before [Arnold et al.,
1998]. Recent studies have used the dynamic BVAR model
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in task-based fMRI connectivity studies [Sathian et al.,
2013]. Analogous to Eq. (2), the DGC metric is then given
by

|4
DGCy(t)= _ [aj(n, )" (6)
n=1

The model order is determined by BIC as in the case of
SEC. To make DGC smoothly change over time, the
impact of DGC values in the recent past is taken into
account for the calculation of the current DGC value by
the Kalman filter. The degree of smoothness is controlled
by the Kalman filter’s forgetting factor FF. The FF is deter-
mined by minimizing the variance of the estimated model
error energy [Havlicek et al., 2010; Schlogl et al., 2000].

FF=arg {min (var (E(t)z) } (7)

Where E(t) is the estimate of E(t) and “var” is the variance
operator. It was empirically observed that the Kalman fil-
ter estimated needed 10-15 time points to converge. Also
considering the fact that initial time points in fMRI time
series are routinely discarded to allow the MR signal to
achieve T1 equilibration, the DGC values obtained from
the first 20 time points were discarded.

Static and Dynamic Functional Connectivity

Functional connectivity is a measure of zero-lag, instan-
taneous synchronization of signals obtained from different
brain regions and is commonly characterized by Pearson’s
correlation coefficient between ROI time series. Conse-
quently, Pearson’s correlation calculated over entire time
series was adopted as the measure of conventional SFC.
For the dynamic version of FC, we used windowed Pear-
son’s correlation moving along the time axis. Most studies
to date have used fixed sliding rectangular windows to
calculate time-varying FC [Chang and Glover, 2010; Chang
et al., 2013a,b; Cribben et al.,, 2012; Handwerker et al.,
2012; Hutchison et al., 2012; Keilholz et al., 2013; Lee et al.,
2013; Leonardi et al., 2013; Majeed et al.,, 2011]. Others
have used sliding windows of other shape, such as Ham-
ming window [Handwerker et al., 2012]. Given its simplic-
ity, we have used rectangular windows in this work. For
fixed-length sliding windows, the window length is a very
important parameter which should be determined with
enough caution, since different lengths would produce
different smoothing effects [Chang and Glover, 2010;
Leonardi et al., 2013]. For a comprehensive review of DFC,
please see Hutchison et al. [2013]. In this work, we relaxed
the restriction of fixed window length and used time-
varying window lengths instead. There is no data to sug-
gest that the minimum length of the window within which
resting-state fMRI data is stationary, is constant over time.
Fixed window lengths were used previously more for con-
venience than anything else. The principle we adopted is

that the window length used must be the minimum length
at which the time series become stationary, so that FC can
be calculated over a period when the signal is stationary.
The minimum window length condition allows us to cap-
ture maximum available dynamics. To guarantee that the
time series segment within the window under consideration
is locally stationary, we employed the Augmented Dick-
ey—Fuller test (ADF test) [Said and Dickey, 1984]. The
details of this statistical test and its relevance to stationarity
of a time-series is explained below.

Stationarity in the wide-sense is achieved when the first
and second moments (viz. mean and variance) of the time-
series remain the same. The Dickey—Fuller test [Dickey
and Fuller, 1979] is based on the concept of the existence
of a unit-root in the first-order AR model parameters for
the time-series. The idea is explained here with an exam-
ple. Let us take two processes:

1. x(n) = 1*x(n-1) + ¢ .. .has a unit root
2. y(n) = 0.7*y(n-1) + e .. .does not have a unit root

In both the processes, the time-series is modeled as hav-
ing its global mean equal to zero, the instantaneous mean
represented by the AR parameter and its instantaneous
variance represented by the error term.

Process-1: The instantaneous mean of every successive
time point is same as that of the previous time point, hence,
the model has no tendency to approach the global mean
value of 0. It is possible that this process can go on for long
runs without a zero-crossing, typical of nonstationarity.

Process-2: The instantaneous mean of every successive
point is smaller than that of the previous point, hence, it
always tends toward the global mean of 0. The process is
constantly thrown away from the global mean by the effect
of error (variance) term, however, its tendency to approach
zero global mean will keep the process stationary.

The Augmented Dickey—Fuller (ADF) test is an exten-
sion of the Dickey-Fuller test for more complicated time
series by expanding to include the time-lags, but the
underlying concept remains the same. From this example,
we can see that a given time series tends to be increasingly
more stationary as the root of underlying AR process
moves away from the value of 1 toward 0. The ADF test
statistically tests for the presence of a unit root, and
detects a nonstationarity when the null hypothesis (i.e.,
unit root exists) becomes true.

Our procedure for application of the ADF test and sliding
of the window was as follows. At a given time point ;, we
chose the initial window length to be m_ (m.=10 TRs in our
work), and did ADF test on time series within [t;-m_+1, #]
from all 190 regions. If no unit root existed for all 190 time
series, we assumed that they were consistently stationary
and used these windowed time series to calculate Pearson’s
correlation and assigned that value to DFC at time point f;.
Otherwise, the window length was increased by one time
point (1 TR) such that the windowed time series started
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from t;-m_ to t;, and then we redid the ADF test. We iterated
this procedure for t; until consistent stationarity was
achieved or the maximum window length was reached, in
which case we then moved on to the next time point f;+1
and calculated the window length for t;+1. Previous studies
have used fixed sliding windows of lengths varying from 15
to 120 TRs and similar step size [Bassett et al., 2011; Chang
and Glover, 2010, Handwerker et al., 2012; Hutchison et al.,
2012; Leonardi et al., 2013]. The data used in this work had
a relatively longer TR of 2 s, and hence we set the minimum
window length to be 10 TRs (20 s) and maximum window
length to be 50 TRs (100 s). The choice of minimum window
length was motivated by the consideration that it must have
sufficient sampling points to capture temporal dynamics of
FC. Two factors influenced the choice of maximum window
length. First, it had to be long enough to capture the slowest
variations, but short enough so that it does not encompass a
large portion of the relatively short time series of 200 TRs
we had at our disposal. In order to balance these require-
ments, a maximum window length of 50 TRs was chosen
which in our case could capture the fluctuations upto 0.01
Hz. We empirically observed that in a vast majority of cases,
the window lengths calculated by the DF test was between
these 10 and 50 TRs. However, it is noteworthy that if the
time series were longer, it is possible to choose a longer
maximum window length while performing the DF test. The
first 50 data points of time series were preserved for per-
forming the DF test of the first sliding window. Thus, t
started from the 50th time point and the dynamic FC had a
length of 150 time points (200 is the total number of time
points). To understand whether using a time-varying sliding
window length aids in improving the classification accuracy,
we decided to calculate DFC by using both a fixed window
length (window length =20 TR =40 s) and the time-varying
window length procedure described above.

RCE-SVM Classification

Here, we describe the method used to classify PTSD
subjects and healthy control using dynamic and static con-
nectivity metrics so that their ability to predict the diag-
nostic label of a novel subject can be assessed. As argued
before, the predictive potency of neuroimaging markers
obtained from such supervised learning models provide
better assessments of their clinical utility compared to sim-
ple statistical separation determined by t-tests [Craddock
et al., 2009; Deshpande et al., 2010c]. Eight separate classi-
fiers were employed, with each one of them receiving one
of the following metrics as features from all subjects as
inputs: CPGC, Pearson’s correlation, variance of DGC, var-
iance of windowed Pearson’s correlation with fixed win-
dow length, variance of windowed Pearson’s correlation
with time varying window length, mean of DGC, mean of
windowed Pearson’s correlation with a fixed window
length, and finally the mean of windowed Pearson’s corre-
lation with time-varying window length. The variances of

dynamic connectivity metrics were employed to capture
information regarding the temporal variability of brain
connectivities. For the effective connectivity measures
(SEC, DEC), there were 190 (number of regions) X 189
(number of regions-1) = 35,910 features, while for the func-
tional connectivity measures we have 190 (number of
regions) *189 (number of regions-1)/2.=17,955 features
for every subject. To effectively reduce the number of fea-
tures, we conducted a two sample t-test in order to deter-
mine those features which were significantly (P <0.05)
different between the two groups (PTSD and healthy con-
trols). After this t-test filtering, the number of features
reduced to around 2,000 (the precise number of features
which were significantly different between the groups
varied for different metrics). In order to make the classifier
performances comparable, we selected the top 1,000 fea-
tures with the lowest p-values and input those into the
RCE- SVM [Deshpande et al., 2010c; Yousef et al., 2007]
classifier.

The statistical separation of features obtained from a
t-test does not guarantee the predictive power or general-
izability of those features for inferring the diagnostic label
of a novel subject, which can be provided by classifiers.
Wide applicability of SVM as a machine learning approach
[Vapnik, 1995] with successful applications in many differ-
ent fields [Wang, 2005] motivated our choice of SVM for
classification. More so, SVM has been the most popular
classifier in neuroimaging applications [Craddock et al.,
2009]. The recursive cluster elimination (RCE) algorithm is
a “wrapper” method for feature selection, in which we
used a soft margin, SVM (linear kernel, C=1) wherein
uninformative feature clusters are eliminated based on
their contribution to classification accuracy obtained from
SVM, and is considered to be more powerful than
“filtering” methods such as t-test which pick the discrimi-
native features a priori based on statistical separation [Inza
et al., 2004; Pan, 2002]. However, we used t-test “filtering”
to reduce the number of input features and then used the
RCE “wrapper” approach on the remaining significant fea-
tures in an effort to utilize the merits of both “filtering”
and “wrapper” approaches. A schematic illustrating the
RCE algorithm used for feature reduction using RCE-SVM
is shown in Figure 1. Generally, the classification accuracy
tends to increase as noninformative features are removed.
However, sometimes throwing away clusters could lead to
drop in accuracy because the features in the thrown clus-
ter could be informative, but not as informative about the
discriminability between the groups as the retained fea-
tures. However, as a consequence of the algorithm, the
average classification accuracy per each cluster always
increases implying that a slight loss is accuracy is offset by
a significant reduction in number of features, thereby
improving the interpretability of the result and also mak-
ing the accuracy obtained generalizable and less prone to
over-fitting. The classification accuracy was obtained at
each iteration and plotted. Also, the contribution of each
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Figure I.
Schematically illustrating the RCE-SVM algorithm.

feature toward obtaining highest classification accuracy
was estimated and an SVM “score” was assigned to each
feature. The features with the highest scores responsible
for obtaining maximum accuracy were subsequently plot-
ted. As shown in previous works, the RCE-SVM algorithm
maintains full separation of training and testing data [Krie-
geskorte et al., 2009] and hence avoids any bias in classifi-
cation. Please refer to previous publications for complete
details about the RCE-SVM algorithm [Deshpande et al.,

2010c,; Yousef et al., 2007]. The RCE-SVM algorithm was
implemented in MATLAB (Mathworks, Natick, USA).
Using a t-test to identify the significant features is done on
both the training data and the testing data before the
reduced features are input into the RCE-SVM algorithm
could lead to over-fitting. So, we also decided to identify
only the top 1,000 significant features by t-test “filtering”
only on the training data, and the significant features thus
obtained are used for the testing data in the test step (this
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Figure 2.

Classification accuracy obtained from SFC and variance of DFC.
X-axis represents recursive cluster elimination steps in RCE-
SVM algorithm. Red line: classification accuracy obtained using
variance of DFC. Blue line: classification accuracy obtained using
SFC. The number pairs above/below each knot denote the num-
ber of feature-clusters remaining (first number) and the number
of features remaining (second number) at every cluster elimina-
tion step. Numbers in circles represent the p-value obtained by
doing a one-sided t-test comparing classification accuracy
obtained by SFC with variance of DFC (alternative hypothesis:
accuracy using variance of DFC > accuracy using SFC) at every
cluster elimination step. The error bars indicate the standard
deviation in classification accuracy. [Color figure can be viewed
at wileyonlinelibrary.com]

modified classification procedure is shown in Fig. S1 in
Supporting Information S1). This ensures that the results
we get are an unbiased estimates of accuracy.

RESULTS

Figure 2 shows the mean classification accuracies
obtained by SFC and DFC, while Figure 3 shows the mean
classification accuracies obtained by SEC and DEC. It can
be seen that, with each RCE step, uninformative features
are eliminated and the remaining features are re-classified
until we are left with only two feature clusters. The classi-
fication accuracy generally tends to increase until a point
of inflection is reached for variance of DFC and DEC,
which is at the fourth RCE step with only five feature-
clusters remaining, at which the accuracy peaks at 94.2%
and 90.9% for variance of DFC and DEC, respectively.
Any further reduction in the number of clusters/features
reduces the classification accuracy.

Removal of any more DFC and DEC features resulted in
decreased accuracy indicating that those features were
essential for peak accuracy. This was not the case for SFC
and SEC, wherein the accuracy kept increasing until the

final RCE step with peak accuracies of 86.7% and 88.2%
for SFC and SEC, respectively.

It is noteworthy here that for both functional and effec-
tive connectivity measures, the variability of their dynam-
ics had higher discriminatory power between the groups
as compared to their conventional static counterparts. Dig-
its in circles at every feature-cluster elimination step repre-
sent the p-value obtained by performing a one-tailed t-test
comparing classification accuracy of DFC to SFC, and DEC
to SEC. The alternative hypothesis for this t-test was that
the accuracy of the variance of DFC/DEC is greater than
that obtained by SFC/SEC, respectively. Figures 2 and 3
demonstrate that at each RCE step, the accuracies obtained
by dynamic connectivity metrics are significantly greater
than those obtained by static connectivity metrics.

The classification accuracy obtained by the variance of a
time-varying adaptive window length DFC was signifi-
cantly higher than that obtained by the variance of the
DFC calculated by a sliding window of fixed window
length (see Fig. 4). This implies that variance of DFC calcu-
lated by a time-varying window better captures the
dynamic fluctuations of brain connectivity, thus giving a
higher accuracy. We also explored the effect of sliding the
window by 5 TR instead of 1 TR in the calculation of DFC.

0.95

5/126

10/245

2/51

09

2/55

o] 40/1000 >
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Figure 3.

Classification accuracy obtained from SEC and variance of DEC.
X-axis represents recursive cluster elimination steps in RCE-
SVM algorithm. Green line: classification accuracy obtained using
variance of DEC. Orange line: classification accuracy obtained
using SEC. The number pairs above/below each knot denote the
number of feature-clusters remaining (first number) and the
number of features remaining (second number) at every cluster
elimination step. Numbers in circles represent the p-value
obtained by doing a one-sided t-test comparing classification
accuracy obtained by SEC with variance of DEC (alternative
hypothesis: accuracy using variance of DEC >accuracy using
SEC) at every cluster elimination step. The error bars indicate
the standard deviation in classification accuracy. [Color figure
can be viewed at wileyonlinelibrary.com]
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Figure 4.

Classification accuracy obtained from variance of fixed window
DFC and variance of time-varying window DFC. X-axis repre-
sents recursive cluster elimination steps in RCE-SVM algorithm.
Purple line: classification accuracy obtained using variance of
DFC calculated by using a fixed window. Red line: classification
accuracy obtained using variance of DFC calculated by using a
time-varying window. The number pairs above/below each knot
denote the number of feature-clusters remaining (first number)
and the number of features remaining (second number) at every
cluster elimination step. Numbers in circles represent the
p-value obtained by doing a one-sided t-test comparing classifica-
tion accuracy obtained by variance of DFC (Fixed window) with
variance of DFC (variable window) (alternative hypothesis: accuracy
using variance of DFC (variable window) > DFC (Fixed window)) at
every cluster elimination step. The error bars indicate the standard
deviation in classification accuracy. [Color figure can be viewed at
wileyonlinelibrary.com]

The corresponding results obtained from RCE-SVM classi-
fication procedure are shown in the Figures S8 and S9 in
the Supporting Information S2 for both the original classi-
fication procedure (Fig. 1) and the modified classification
procedure (Supporting Information Fig. S1), respectively.
The results indicate that the classification accuracy
obtained by sliding the window by 5 TR is very similar to
the accuracy obtained by sliding the window by 1 TR.

In Figures 5 and 6, we compare the accuracies of SFC and
the mean of DFC with time-varying and fixed window
respectively. We found that the information encoded by the
mean of DFC calculated by the fixed window length is simi-
lar to the information encoded by SFC as reflected by their
classification accuracy. Also, the mean of DFC calculated by
using a time-varying window length encodes more informa-
tion about the state of the brain than the mean DFC measure
obtained by fixed window length sliding window and Pear-
son’s correlation coefficient. Similarly, we plot the accuracy
obtained by mean of DGC and CPGC in Figure 7 which
shows that the accuracy obtained by using mean of DGC is

significantly higher than CPGC which implies that they rep-
resent different measures of directional neural activity.

Since the above results might be prone to over-fitting as
discussed previously, in Figures S2, S3, S4, S5, S6, S7 in
the Supporting Information, we plot the above results with
the t-test “filtering” done only on the training data thereby
leaving the testing data untouched. The above trends still
hold true. Please refer to Supporting Information S1 for
more information.

We identified the connectivity paths which exhibited
significantly greater variance in connectivity in controls
compared to PTSD for both the dynamic connectivity mea-
sures, DFC and DEC. A power spectrum density plot
shown in Figures 8 and 9 was plotted by taking the above
paths into consideration to identify the significant frequen-
cies of fluctuations between the controls and PTSD sub-
jects. The results indicate that the total power for the
controls is higher than PTSD patients across all frequencies
and the difference in power is statistically significant for
both the connectivity measures (DFC and DEC). These
results lend credence to the fact that, the engagement and
disengagement of different brain regions across a broad
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Figure 5.

Classification accuracy obtained from mean of variable window
DFC and SFC. X-axis represents recursive cluster elimination
steps in RCE-SVM algorithm. Black line: classification accuracy
obtained by using mean of DFC calculated by using a variable
window. Blue line: classification accuracy obtained using SFC.
The number pairs above/below each knot denote the number of
feature-clusters remaining (first number) and the number of fea-
tures remaining (second number) at every cluster elimination
step. Numbers in circles represent the p-value obtained by doing
a two-sided t-test comparing classification accuracy obtained by
mean of DFC (variable window) with SFC (alternative hypothesis:
accuracy using mean of DFC (variable window) # SFC) at every
cluster elimination step. The error bars indicate the standard
deviation in classification accuracy. [Color figure can be viewed at
wileyonlinelibrary.com]
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Figure 6.

Classification accuracy obtained from mean of fixed window
DFC and SFC. X-axis represents recursive cluster elimination
steps in RCE-SVM algorithm. Gray line: classification accuracy
obtained by using mean of DFC calculated by using a fixed win-
dow. Blue line: classification accuracy obtained using SFC. The
number pairs above/below each knot denote the number of
feature-clusters remaining (first number) and the number of fea-
tures remaining (second number) at every cluster elimination
step. Numbers in circles represent the p-value obtained by doing
a two-sided t-test comparing classification accuracy obtained by
mean of DFC (fixed window) with SFC (alternative hypothesis:
accuracy using mean of DFC (fixed window) # SFC) at every
cluster elimination step. The error bars indicate the standard
deviation in classification accuracy. [Color figure can be viewed
at wileyonlinelibrary.com]

range of frequencies is higher for controls than PTSD
subjects.

The features which both have significant group differ-
ences and are responsible for resulting in the highest accu-
racy were ascertained and displayed as a network of
interconnected nodes using BrainNet Viewer visualization
toolbox (http:/ /www.nitrc.org/projects/bnv/) as shown in
Figure 10. Here, the DFC obtained using a time-varying
adaptive window length was used. The nodes represent
centroids of brain regions, and each path represents each
individual feature. The labels for the nodes in Figure 10 cor-
respond to the names of corresponding ROIs (region of
interest) derived from the AAL atlas (please refer to the
tables in the Supporting Information S3 for MNI co-
ordinates and AAL labels of all regions in the CC200 atlas).
Paths with arrows denote EC, while paths without arrows
denote FC. Further, the width and color of the paths corre-
spond to their weights, which were calculated based on
their SVM scores. Specifically, the SVM scores denote the
importance of the corresponding feature for classification
between the two groups [Craddock et al., 2009].

From Figure 10, a pattern emerges wherein PTSD subjects
have stronger overall connectivity, but reduced temporal
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Figure 7.

Classification accuracy obtained from mean of DEC and SEC. X-
axis represents recursive cluster elimination steps in RCE-SVM
algorithm. Olive Green line: classification accuracy obtained by
using mean of DEC. Orange line: classification accuracy obtained
using SEC. The number pairs above/below each knot denote the
number of feature-clusters remaining (first number) and the num-
ber of features remaining (second number) at every cluster elimi-
nation step. Numbers in circles represent the p-value obtained by
doing a two-sided t-test comparing classification accuracy obtained
by mean of DEC with SEC (alternative hypothesis: accuracy using
mean of DEC # SEC) at every cluster elimination step. The error
bars indicate the standard deviation in classification accuracy.
[Color figure can be viewed at wileyonlinelibrary.com]

variability as compared to healthy controls. Specifically, we
observed substantially less number of DEC and DFC paths
whose variances were larger in PTSD subjects as compared
to healthy controls than the other way around (Fig. 10A,B,E).
Conversely, we observed substantially more number of SEC
and SFC paths whose connectivity strength were larger in
PTSD subjects as compared to healthy controls than the
other way around (Fig. 10C,D,F). Note that no significant
DFC paths were observed whose variances were larger in
PTSD subjects as compared to healthy controls and at the
same time had the discriminatory power to classify subjects
with highest accuracy. Also, no significant SFC paths were
observed whose connectivities were stronger in healthy con-
trols as compared to PTSD and simultaneously had the dis-
criminatory power to classify subjects with highest accuracy.

Apart from the general pattern mentioned above, there
are specific patterns in each subfigure of Figure 10 which
are noteworthy. First, it can be seen that both static and
dynamic connectivity in cortico-cerebellar pathways are
implicated in almost all subfigures of Figure 10, with pre-
dominantly increased static connectivity and decreased
temporal variability in PTSD. Mid prefrontal cortex, pre-
central and postcentral cortices, caudate, and insula are
also associated with increased static connectivity with
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Figure 8.
Power Spectrum density plot of DFC for Controls and PTSD
patients. The frequency range of 0.01 to 0.25 Hz is divided into
four bins. The power for each frequency bin is normalized such
that the power for Controls is |. The blue bar represents
power of Controls and the red bar represents power of PTSD.
The * symbol indicates statistical significance. [Color figure can
be viewed at wileyonlinelibrary.com]

decreased variability of connectivity in PTSD. Inferior and
medial temporal lobes emerge as important hubs with
highly ranked paths associated with them in Figure
10B,C,D, indicating their important roles in altered causal
brain networks underlying PTSD. Conversely, the brain-
stem has predominantly stronger SFC in the PTSD. The
number of incoming and outgoing paths for each region in
each subfigure of Figure 10 (or just the number of paths
associated with a given region for FC measures) along

f—‘—\ !_jﬁ r—L\ r—'ﬁ
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08
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Figure 9.
Power Spectrum density plot of DEC for Controls and PTSD
patients. The frequency range from 0.0l to 0.25 Hz is divided
into four bins. The power for each frequency bin is normalized
such that the power for Controls is |. The blue bar represents
power of Controls and the red bar represents power of PTSD.
The * symbol indicates statistical significance. [Color figure can
be viewed at wileyonlinelibrary.com]

with their summed connectivity weight is shown in Tables
S1 and Table S2 of Supporting Information S3.

DISCUSSION

In this work, we tested the hypothesis that individuals
with PTSD are characterized by reduced temporal variabil-
ity of brain connectivity compared to healthy individuals,
as inferred through resting-state fMRI. The motivation for
this hypothesis stems from evidence in biological systems
pointing to dynamic adaptability of function as a hallmark
of health [Kleiger et al., 1987]. We specifically tested this
hypothesis by predicting that in subjects diagnosed with
PTSD, their brains will be characterized by elevated static
connectivity (as shown in previous reports [Cisler et al.,
2014]), coupled with decreased temporal variability of con-
nections. Further, we investigated whether temporal vari-
ability of brain connectivity will provide increased
sensitivity for predicting the diagnostic label of a novel
subject, over and above the discriminatory power pro-
vided by conventional static connectivity.

The results presented in this article support the hypothe-
ses stated above. Specifically, large number of DEC and
DFC paths had variances which were significantly larger
in healthy controls as compared to PTSD, in addition to
providing impressive classification accuracies. In compari-
son, substantially less number of DEC paths, and no DFC
paths, whose variances were larger in PTSD subjects as
compared to healthy controls were observed at the end of
RCE-SVM procedure. Conversely, large number of SEC
and SFC paths whose connectivity strengths were higher
in PTSD subjects as compared to healthy controls were
observed. In comparison, substantially less number of SEC
paths, and no SFC paths, whose connectivities were signif-
icantly stronger in healthy controls as compared to PTSD
were observed. Taken together, these results support the
notion that PTSD subjects have stronger overall connectiv-
ity, but reduced temporal variability of connectivity as
compared to healthy controls. However, it should be noted
that, since the dataset we used is limited to PTSD, future
studies must examine whether this hypothesis holds true
for other mental disorders.

Even though previous studies have demonstrated that
dynamic connectivity signatures in healthy subjects are dif-
ferent from that in subjects diagnosed with mental diseases
such as PTSD [Li et al., 2014] and schizophrenia [Sakoglu
et al, 2010], a key question has remained unanswered:
whether dynamics of connectivity inferred from resting-state
fMRI provides additional sensitivity to underlying causes of
pathology or is it just a detailed characterization of conven-
tional static connectivity with no additional predictive value.
Our results support the hypotheses that dynamic connectiv-
ity indeed provides novel information as compared to static
connectivity, which exhibits additional predictive value in
clinical diagnosis. The classification results demonstrate that,
at every iteration, including the one providing maximum
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accuracy, variance of DFC and DEC provided significantly
higher classification accuracy than that provided by SFC
and SEC. The fact that the maximum accuracy provided by
variance of DFC and DEC exceeded 90% shows that it holds
promise as a potential neuroimaging biomarker of PTSD.

PTSD is mainly associated with three symptom clusters:
re-experiencing of the event and flashback, avoidance/
numbing/depression, hyper-arousal, along with a high
rate of dissociative symptoms [American Psychiatric Asso-
ciation, 1994; Yehuda, 2002]. Below we discuss some spe-
cific dynamic and static connectivity patterns (as in Fig.
10) that emerged from a statistical comparison between
the groups in the context of the three symptom clusters
mentioned above. Note that these paths (as shown in Fig.
10) were significantly different between the groups, as
well as possessed the most predictive power (as ascer-
tained through the SVM score) for determining the diag-
nostic label of a novel subject. First, both dynamic and
static EC/FC paths associated with the cerebellum
emerged as having significant differences between the two
groups in Figure 10. As pointed out by Schmahmann and
Pandya [1997], the cerebellum is engaged in the experience
and regulation of emotions, especially fear perception,
anxiety, anticipation, and recollection, and has afferent
and efferent connections to the limbic system and brain-
stem [Wolf et al., 2009]. Thus, cerebellar function is known
to be associated with PTSD symptom clusters [Baldacara
et al., 2011; De Bellis and Kuchibhatla, 2006]. In addition,
paths associated with the vermis region of the cerebellum
were mainly implicated in FC differences between the
groups. This region is believed to be functionally impli-
cated with bodily posture and locomotion [Coffman et al.,
2011], and has been shown to be associated with early
traumatic life experiences [Baldacara et al., 2011].

Many EC paths associated with inferior and medial tem-
poral lobes were significantly different between the two
groups. Previous studies have shown that inferior and
medial temporal lobes are crucial in relaying information

among frontal lobe, limbic areas, cerebellum, and visual
cortex. For example, as discussed by Miyashita [Miyashita,
1993], the inferior temporal cortex is referred to as the link
from visual cortices to the limbic system and frontal lobe,
acting to bind object perception with memory [Baylis and
Rolls, 1987]. Medial temporal lobe is known to be involved
in memory encoding and retrieval [Dove et al., 2006].
Since PTSD symptoms such as flashback and event re-
experiencing are associated with memory systems, connec-
tivity alterations in these regions are in line with previous
research implicating them in PTSD [Qin et al., 2012].

The precentral and postcentral cortices, which contain the
primary motor cortex and primary somatosensory cortex,
respectively, had many associated EC and FC (both static
and dynamic) paths which were different between PTSD
and controls. In association with mid and inferior temporal
cortices (these regions are connected to postcentral gyrus in
Fig. 10B,C), postcentral gyrus has been previously implicated
in emotion recognition, especially in social anxiety disorder
[Hattingh et al., 2012; Lindemer et al., 2013], which relates to
PTSD symptoms of numbing and depression. The precentral
gyrus has been shown to be activated with the contrast of
flashbacks versus ordinary episodic trauma memories in
PTSD, as shown by Whalley et al. [2013].

Additional recruited areas for this contrast were sensory
and motor areas including the insula, supplementary motor
area (SMA), and mid-occipital cortex, as well as decreased
connectivity in areas such as the midbrain, parahippocam-
pal gyrus, and precuneus/posterior cingulate cortex. These
regions were indeed involved in the significant differentia-
tion between the two groups as in Figure 10: mid brain in
Figure 10F; mid-occipital cortex reflected in FC subfigures;
precuneus in Figure 10B,CF, parahippocampal gyrus in
Figure 10B-D,F; SMA in Figure 10A,C; insula in Figure
10B,C,E,F. The brain stem had many SFC connections to
occipital and precuneus regions, as well as a path to the
mid frontal cortex and a path to inferior temporal cortex,
which were stronger in PTSD as compared to controls. The

Static and Dynamic connectivity features responsible for provid-
ing maximum classification accuracy between PTSD and healthy
control groups. (A) Top ranked paths whose variances of DEC
over time for PTSD subjects were significantly greater than
those for healthy controls (P<0.05). (B) Top ranked paths
whose variances of DEC over time for healthy controls were
significantly greater than those for PTSD subjects (P < 0.05). (C)
Top ranked SEC paths which were significantly (P < 0.05) stron-
ger in PTSD subjects as compared to healthy controls. (D) Top
ranked SEC paths which were significantly (P < 0.05) stronger in
healthy controls as compared to PTSD subjects. (E) Top ranked
paths whose variances of DFC over time for healthy controls
were significantly greater than those for PTSD subjects
(P<0.05). (F) Top ranked SFC paths which were significantly
(P<0.05) stronger in PTSD subjects as compared to healthy
controls. DFC and SFC Paths have no arrows since correlation

has no directionality. Note that no significant DFC paths were
observed whose variances were larger in PTSD subjects as com-
pared to healthy controls and at the same time had the discrimi-
natory power to classify subjects with highest accuracy. Also, no
significant SFC paths were observed whose connectivities were
stronger in healthy controls as compared to PTSD and at the
same time had the discriminatory power to classify subjects
with highest accuracy. Therefore, no subfigures are displayed for
them. In all subfigures, blue nodes represent centroids of func-
tionally homogeneous CC200 brain regions, and paths with
arrows connecting nodes represent EC metrics, whereas those
without arrows represent FC metrics. The thickness and color of
paths correspond to their weights (SVM score) calculated from
RCE-SVM. Autumn color map is used with red representing low
SVM score/rank and yellow representing high SVM score/rank.
[Color figure can be viewed at wileyonlinelibrary.com]
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brain stem has been previously implicated in various PTSD
symptom clusters [Kemp et al., 2009; Moores et al., 2008].
However, this feature was not as discriminative as DFC dif-
ferences between the groups. Other regions with multiple
paths showing group differences, and which have been pre-
viously shown to be important regions underlying the path-
ophysiology of PTSD, were the caudate and insula
[Herringa et al., 2012], parietal and occipital cortex [Whalley
et al., 2013], fusiform [Shaw et al., 2009], and thalamus [Yin
et al., 2011]. Among them, the insular cortex deserves to be
highlighted since it is closely associated with pain and emo-
tion, and an increasing number of neuroimaging studies
show that both physical pain and depression involve the
insular cortex [Fusar-Poli et al., 2009; Mutschler et al., 2012;
Strigo et al., 2013]. The activation of fusiform has been
shown by Shaw et al. [2009] to be linked to hyper-arousal
and abnormal reactivity in PTSD. Besides, the parietal cor-
tex is involved in the dorsal visual stream which appears to
be altered in PTSD as compared to healthy controls [Whal-
ley et al., 2013].

A question might arise as to whether PTSD subjects are
actually mentally perseverating on traumatic memories in
the scanner in resting-state, which could explain higher
strength and lower variance in connectivity. The resting-
state is a default baseline state of the brain, and responses
during a particular task or a real-world scenario emerge
out of this baseline state [Power et al.,, 2014]. Hence, if
individuals with PTSD were to get entangled in height-
ened behaviors in real-world settings or experimental
tasks, their brain networks responsible for such behaviors
typically must already be “primed” for it during their
baseline resting-state. Though it is not possible to com-
ment on whether the PTSD subjects were consciously per-
severating on the trauma in the scanner in resting-state, it
can be said that conscious perseveration in resting-state is
not a prerequisite to obtain hyper-connected networks
which are less variable over time. Such hyper-connected
and less-variable networks might define the subconscious
baseline in resting-state, which might enable the emer-
gence of heightened behaviors in PTSD subjects in real-
world scenarios or experimental tasks.

This article presents some methodological advances which
are noteworthy. First, few studies in the past have simulta-
neously examined both SFC and SEC from resting-state
fMRI [Deshpande et al, 2011]. None have done so using
both DFC and DEC in addition to conventional static met-
rics. We have studied and compared static as well as
dynamic functional and effectivity connectivity. Second,
most previous studies limit the number of ROIs either
because they are using a seed-based approach [Yin et al.,
2011] or because including more ROIs in EC models make
them computationally intractable [Lohmann et al., 2012].
Exceptions to this include whole brain FC studies employing
PCA [Viviani et al., 2005], ICA [van de Ven et al., 2004] and
graph-theoretic approaches [van den Heuvel et al., 2008a,
2008b] and a limited number of whole brain EC studies

employing conditional Granger causality [Wu et al., 2013].
None so far have simultaneously examined both FC and EC
at the whole brain level, and our approach demonstrates a
framework for doing so. Third, prior studies have used ana-
tomically defined ROIs (e.g., from the AAL atlas [Leonardi
et al,, 2013], which make ROIs functionally heterogeneous)
or have considered ROIs from pre-defined networks such as
the default mode network [Qin et al., 2012]. Contrary to pre-
vious approaches, we have used functionally homogeneous
ROlIs obtained from spectral clustering of resting-state fMRI
data (the CC200 atlas [Craddock et al., 2012]). This allowed
us to perform whole brain analysis without adopting a
voxel-wise approach (and hence avoiding computational
intractability issues), and at the same time respect functional
boundaries in the brain in ROI definition. Although the use
of the CC200 functional atlas is not a novel methodological
contribution (as it has been used before), we consider that it
provides distinct advantages while performing whole brain
analysis when voxel-wise analysis is computationally diffi-
cult to perform. Fourth, previous dynamic FC studies have
used fixed-length sliding windows of arbitrary length. How-
ever, as noted before, different choices of window lengths
would produce different smoothing effects [Chang and
Glover, 2010; Leonardi et al., 2013], and since there is no
data to suggest that the minimum length of the window
within which the resting-state fMRI data is stationary, is con-
stant over time, we relaxed the restriction of fixed window
length and used time-varying window lengths instead. The
principle we adopted is that the window length used must
be the minimum length at which the time series become sta-
tionary, so that FC can be calculated over a period when the
time series are stationary. The minimum window length
condition allows us to capture maximum available dynam-
ics. Our results indicate that using the time-varying window
length for DFC calculation indeed improves the classification
accuracy over the fixed window length DFC approach,
thereby suggesting that variable window length DFC is
more sensitive to fluctuations in functional connectivity and
associated pathological changes. Similarly, for dynamic EC
calculation, adapting the Kalman filter-based approach
[Arnold et al., 1998] and calculating the forgetting factor
(which controls the smoothness and hence is analogous to
windows used in DFC calculation) made the parameter
choices objective and hence the results reproducible. These
proposed windowing strategies provide a principled
approach for controlling the smoothness of estimated
dynamic connectivity while respecting nonstationarity in the
data. Finally, even though recent works have shown that
dynamic connectivity signatures in healthy subjects are dif-
ferent from that in subjects diagnosed with mental diseases
such as PTSD [Li et al., 2014] and schizophrenia [Sakoglu
et al., 2010], they do not answer the key question of whether
dynamic connectivity provides any additional sensitivity to
underlying neuronal processes than what is provided by
conventional static connectivity. We have proposed a frame-
work for answering this key question using a machine
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learning-based approach called RCE-SVM, which can deter-
mine the predictive values of metrics derived from neuro-
imaging for diagnosis. This allowed us to investigate
whether the dynamic connectivity patterns found to be sta-
tistically different between the groups provided any addi-
tional information than their static counterparts.
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