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!. The Resic Theory

| would like to discuss some questions having to do with the theo-
ry of grammar. | assume that a grammar of 3 ianguage is & system of
rules that relatas sounds in the language to their corresponding mean-
ings, and that both phonetic and semantic representaticns are provided
in some language-independent way. | assume thut the notion ‘possible
surface structurs' in & possitie natural language is defined In terms
of '+rees' or 'phrase-markers', with the rcot 5, whose node-tabels ars
taken from a finite set of ncde-~labels: S, NP, V, ... . The notien
"tree', or 'phrase-marker', is to be defined in one of the usuai ways,
in terms of predicates {ike precedes, dominates, and is labelled. Thus
a grammar will define an infinite class of surface structures. in addi-
tion | assume that a grammar wil!{ contain a system of grammatical trans-
formations mapping phrase-markers ontc phrase-markers. Each transforma-
tion defines a class of well-formad sairs of successive phrase-markers,
Pi and Pj4). These transformations, or well-formedness consiraints on
successive phrase-markers, Fi and Pi4+p, define an infinite ciass K of
finite sequences of phrase-markers, each such sequence Fy,...,Ppn meet-
ing the copditions:

H ) Pp is a surfsce siructure

) eéach pair P; and Pj+| meet the well-formedness con-
straints defined by some transtformation

ii) +here is no Py such that Py,P),....P, meets conditions

{i) and (ii).
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The msmbers of K are called the syntactic structures generated by
the grammar. | will assume that the grammar contains a lexicon, that
is, a collection of lexical eniries specifying phonological, semantic,
gnd syntactic information. Thus, we assume

(23 a lexical transformation associated with a lexical item I maps
a phrase-marker F containing a substructure @ which contains
ne lexical item into a phrase-marker P' tormed by superimpos-
ing I over Q.

That is, a lexical Tiransfcrmation is a welli-formedness constraint on
classes of successive phrase-markers P; and P4, wheire P; is identlical
to P4+ except thet where P; contains o subtree Q, Pi; contains the
lexical item in question. Various versions of this framework wili dif-
fer as to where in the grammar lexical transformations apply, whether
they apply in a block, etc.

In this sense, fransformations, or well-formedness conditions on
successive phrase-markers, may be said to perform a 'filtering function!,
in that they 'fiiter out' derivations containing successive phrase-
marker pairs (P;, P;, ) which do not meet some well-formedness condition
on such pairs. A sysTem of transformations is essentially a filtering
device which defines a ctass of weli-formed seguences of pdhrase-markers
by throwing out ali of fhcse sequences which contain pairs (P;, Pjgy)
which do not meet soume such well-formedness condition, that is, are not
related by scme transformation. Since transformations define possible
derivations only by constiraining pairs of successive phrase-markers, |
will refer to transformations as ‘local derivaticnal constraints!. A
local derivaticnal constraint can be defined as follows. Let 'P;/Cy!



maan phrase~marker P; meets iree condition Cy. A transformetfion, or .
local derivational ucnsrrain., is a conjunction of the form P;/Cy and
Pi+t/Cn, s where C| and C; are tree conditions defining the class of
input trees and class of oufpuf trees, res pec:zvgly.' l* is assumed
that: .

C[ = Ci‘ and C'"'

- Cp =Cy" and Cy"
Cll - Czl

c,"

B [N

Cvzli
C] and Cz' are both nonnul!
C,"'and'C?“'aré not both muiil

C '(which is ldentical ta- Cz') will be calied the: sfruc?ural description
: (SD) of the transformatien. C;" and Co" will be called The struciurel
correlates (SC) of the :rantforma4uon. The SD of the transformation
defines The part of the 1tree condition which characterizes both P; and
Pi+j. The SC of the transformation defines the minimal daffcrenre pe-

tween Pj and P;y). Thug, a pair (Cy,Cp) defines a local derivational
constraint, or 'Tfansformafnon' A derivation wiil be well-formed only
it tor all i, 'l £ 1 < n, each pair of phrase-markers (P;, Pi4j) is well-

formed. Such a pair will, in geneiral, be well~formed if it meets some
locel derivational constraint. There are two sorts of such constraints:
“optional and obligetory. To say thet a tocal derivational constraint,

" or fransformation, (C},Cp) is optional is To say:

(X)  (Py/Cy DU Py /Cq D (Py,Pyy} is weli-formed ) )
To say that (C},Cz) is obligatory is tc say:
(x) /C-._J(-x+|’C2 = (Py,Py4)) Is well-formed ) )

For a derivation o he well~formed it is necassary {(but in general nct
sufficlent} for each pair of successive phrase-markers to be weli-~
formed.

In addition to ?ransformaxiona. or leccat derivational conérra\nfs,
a grammar will comfain .certein 'global derivational consfrainits'. Rule
orderings, for sxample, are given by global derivational consfrainfs,
since they specify where in a given derivation two local derivational
constraints can ‘hold relztive o one ancther. Suppose (P, C.,) and
{C=,Cq4) define focai derivailonal constraints. To say thet (Cu,(z\ is
ordered before (C3,C4) is to state a global derivational constraint of
the form:

Y ) LR i/C| and Pj41/Cy and PJ:Cv and PJ,I/C4f‘}(1 < jY .
Ahcther c.rampie of a global constraint is Ross‘ f*oordina'i'e structure

unnsfra;nr vhich states that if some coordinaie node A! gominotes ncde
AZ at some poin1 in the derivation P;, then there can be ne Pi4 such
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1nat A? commands Al ang Al doss ol dominate A<, uhere "oommand” means
*belong to 2 higher cleuse then." hat is, A commands B if and only if
the first S-node higher than A dominates 8. This is a global deriva=-

+ional constraint of the form:

Let C; = Al duminates pcnjuncfiog_AJ| c.Adm
2

. oAk o
dominates X' A X

1
-

03 = AKX conmands A

CcSC: {y) {nt (?Y/Cl and Cs) and (PVH/C3 ang ~Lp) ) )
What the coordinate structure constraint dees is to keep frack of “he
cerivational histories of pairs of nodes A! and A%, This is just what
elementary transformations and their asscciated ruies of Zerived con-
stituent structure do: they define constraints on successive phrase-
markers, keeping ail but one or Two nodes constant, and Then tel} what
happens to those cne o two other nodss in going from the first trae 7o
the second. 1+ seems reascnable on the basis of our prasent knowledge
to limi+ individual derivaticna! constrainis, both local and gichal, to
tracing the histories of ai moust Two nodes--over a derivation in the
case of global constraints, ana over two successive trses in the case

of local constraints. COther examnies of global derivaticnal consiraints
are Ross' other constraints ¢n movement rules (Ross, 6513, the theory
of excepticns (Lakoff, [40] and R. Lakoff, [447)), Posta!'s crossover
principle (Posizl, {371y, cutput conditions for pronominaiization (La-
koff, Lall]), etc. I+ should be clear that a!l theories of Transforma-
+ional grammar nhave inciuded hoth iccal and global derivationa! con-
straints. The auastion arises as to whet kinds of local and gtobal
derivational constraints exist in natural languages. 1| wiil suggest in
soction 2 beiow that there is a wider variety than had previously beer
envisicnec. i+ is assumed that derivational constraints wiil be re-
stricted to ho'd either at particular levels in a derivation {semantic
representation. surface siruciure, shaliow structure, and deep structure
if such exists), or fo range over entire derivations or parts of darive-
ticns ceocurring between leveis. Constrainis holding at particular lev-
els. Constraints holaing at particular ieveis define weli-formedness
conditions for tross leveis, and so are analogous to McCawicy's node-
acceptabif{iTy conditions (C47, wnich play tha rcle of phrase-structure
rules in a theory containing deep siiructures.

Given @ syntactic structure (P|,....Py) we define the semantic
representation SR ¢t a sentence as SR = Py, PR, Top, F, ...), wnere PR
is & conjunction of presuppositions, Top is an indication of the 'topic'
of the sentencs, and F s +he indicaticn o* the focus ot the sentence.
Wa leave open the questicn of whether there are cther eicments of seman-
tic representaticn thal need To be accounted tor. Perhaps some examples
are in order. Let us s*tart witn presuppositions. Pedro regratted being
Norwegian presupposes that Pedro is Norwegian. Samls murderer reads
fecder's Digest presuppcses +hat Sam was murdered. in weneral, a sen-
tence may be either irye or false only If ali its presuppcsitions are
true. Since any prosositions (at least nonperformative ones) may be
presupposad, it is assumed that the slements of FR are of The same form
as those of P), and thot they are defined by the same well-formedness
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coiditions. The notation given above, with PR as a member of wn ordered
n-iuple, assumes that presuppositions are structurally independent of
Pi. However, Morgan, in an important paper [52], nas argued convincing-
lv that there zre cases where presuppositions must be [inked to certain
propositions embedled in Py, and that such iinks are ldentical 7o, or
share properties with, conjunctlions. He has also shown That presuppo-
sitions may be attributed not merely fo the speskerr and aadressee, but
aiso to the subiects of certain piecdicates in Py (e.g., verbs of saying,
+hipking, dreamina, etc.}. For example, know is factive, and presup-~
poses the truth of its complement. Everyone knows that | am a Martian
presupnoses that | am a Martian. ODrsam on The oTher hand is counter-

factual, and presupposes the falsehood of iTs compiament. | dreamt
that | was a Martian oresupposes thar 1'm not a Martian. Morgan has
noTiced sentences like: | dreamt that | was a Martian and tiai every-

ona knew that | was a Martian. ¥ presuppositions were unstruciured
ralative to Py, this sertence woil2d contaln conTradictory presupposi-
+ions, since dream presupposes thet 1'm not a Martian and know bresup-
poses that | am a Martizn. Morgan *akes this to show thaT presupposi-
tions cannot be upstructured relative to Py; rather they must be asso-
ciated with certain verbs in P,. Since know is embedded in +he compie-
ment of dream, +he presupposition of know i< only assumsd To be True

of the worid of my dream. However, the presupposition of Gream is as-
sumed to be true of the world of the speaxer. There is no coniradicrion
since the presuppositions are true of different possible worlds. The
notation given abova, which represents the fradliional position that
presuppositions are unstructured with respect to nonpresugposcd ele-
ments of meaning. would sppear *o be false on The basis of Morgan's
argument. However, we wil] keep The above notation Throughout the
remainder of this work, since the consequenc es of Morgan's observa-
tions are nat wel!-understocd al aresent and since his exampics are not
direatly relevant to the subseoguent discussgion.

Tha notion of 'topic' is an ancient cne in the history ¢f gramma-
tical investigation. OGrammerians have long recognized tha't sentences
have specia! devices for indicaiing what is under QisCus§jon. Preposing
of topics is commaii. fer example, In John, Marv hatss him, John is the
topic, while in Mary, she hates Jonn, Mary is the topic. Cleariy. an
adequate account of semantic representation must take account of this
notion. As with presuppositions, it is usuaily assumed that topics are
structuraliv independent of 1he other compcnents of meaning, as our
rotaticn indicatas. As we will discuss in section 3 pelow, this may
well not be the case. However, tiaroughout what follows, we wili assume
the traditional positicn in an attempt fo minim!ze controversy.

'¥ocus! is another Yraditional noticn in grammar. Hailiday [24]
describes the intormation focus as the constituent containing new,
rather than assumed infermation. The information focus cffen has heavy
stress. Thus, in JOHN washed the car yesterdav, the speaker is assuming
that the car was wasned vestaorday and telling The addressse that The
person whc did it was John. Again, it is usually assumed that *tne
semantic content of the 'fecus! is striciurally independent of other
components of meanlng. Our notation reflects this traditional position,
although, as in Tthe case of topic and presupposiiion, nothing that we
have to say depends crucially on the correctness of *his position.

| wit! refer 7o the above thzory of grammar as a "basic theory",
simply for convenience and with no intention of suggesting that thers
is anything onfciogically, psychologically, or conceptuaily 'basic’
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sbou+ this Theory. Most of the werk in gensrative semantics since 1667
has assumed the fremework of the pasic theory. |t shou!d he ncted thet
the basic theory permits a variety of options that were agsumed To be
unavailable in previous theories. For example, iT is not assumed that
lexica! insertion transformations apply in @ block, with no intervening
nonlexical transformavions. The option that lexicai and nonlexical
transformztions may be interscersed is left cpen.

As should be ohvious fiom the above discussion, the basic theory
does not assums any nciion of ‘direcfionaligy of mapping' from phone¥-
ics to semantics or semantics 1o phonetics. Some writers on transfor-
waticns| grammar have, howsver, used locuticns that might mislead read-
ers into believing that they assume some notion of directionality. For
example, Chomsky ([!10]) remarks that “... properties of surface struc-
ture play a distinctive roig in semanvic interpretation.” However, as
Chomsky points out a number of times in thet work, The nction of direc-
rionality in a derivation is msaningiess, so that Chomsky's locution
must be taken as having the same cignificance as "Semantic representa-
+ion piays ¢ distinctive role in determining properties of surface
structure” and nothing more. Both statements would have exactly as
much significance as the more neutral locution “"Semantic representation
and surface structure are raolated by a system of rules." The basic
theorv ailows for a notion of transiormational cycle in the sensa of
Aspecis, so +hat a seguence of cyclical rulees appiies "from The bottom
up”, 7irst to the lowermost S's, then To the next highest, etc. We
assume that the cyclical trznsformations start applying with P, and
+inish applying (tc the highest §) at P, where k is iess than 2. We
will say in this case that the cvcie appiies 'upward toward the surface
structure! (though, of course, we couid just as well say that it applies
taownward toward the semantic representation’, since directionalify has
no significancel.

it shouid be noted that a ftranstormational cycie defines an ‘orien-
tation! on @ derivarion, and readers should be cautioned from confusing
+he noticn 'cyclical orientation of a cgerivation' with the notion ‘di-
rectionality of a derivation’. The former is e rea! and quite important
notion; the latter is meaningless. To say +hat a cycle is orientea 'up-~
ward-toward-the-surface! is the same as to say that It is oriented
'downward~toward-the~semantics?, and such terminology makes no claim
about where a derivation 'oegins'. Most theories of fransformaticnal
grammar that have been seriously entertainad have assumed a cyclical
orientation that is uoward-toward-the-surface. However, It is possible
to envision a theory with an upward~toward-the~semantics cycilc orienta-
tion. Moreover, it is possible to imagine theories with more than one
cyclic orientation. Consider a sequence of phrase-markers Pp,...,P;,
..«,P,. One could imagine a theory such thet Py,...,P; had an upward-
towsrd-the~semantics cyclic orientaticon and Pi,...,P, had an upward-
toward-tna-surface orientation, or vice-versa.

The basic theory does not necessarily include a level of ‘'deep
structure', and the question as to whether such a level exists Is an
empirical qusstion in the baslc theory. We assume that the notion of
‘deep structure’ is defined in the following way. (i) Assume that all
lexical inserticn ruies apply in & block. (ii) Assume that all up-
wards-toward-the-surfzaca cycllc rules follow all lexical insertion rules.
We cefins the cutput of the lest lexical insertion rule as 'desp struc-
ture!.
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all iaxical a1 upward-toward-surface
insertion cyclic rulss
A
_—‘-—’/\-—“ﬁ
Pi, - » e s e | - - . v o J: Pi . . e - . . . . . Pn
+ 4
deep : - surface
sTructurs structure

in the following secticn, | wili discuss an example of a global dariva-
Tional constraint and the evidence 1t provides for the question of whether

'deep structure' in this senss axisTs.
"~ 2. A Derivationai Constraint Invelving Quantifiers
Lot us considaer in detall an example of & giobal derivational constraint.”

{1} HMany men road faw LOOKS.
{2) Few books are read by many men.

As is aobvious, (1) and {2} are nol syncnymous.

Sentences tike (1) and (2) were brought up in a discussion by Partee
(C551) with regard o certsin insdequacies of a propesal made in lakoid (C400)
for The derivation of quantifiers from predicates of higher sentences. That
proposal was suggested by the observation that sentences like "Manv men lefi"
arre synonywous with those like the archaic "The men who lefT were many". It
was proposed that sentences |lke The former ware derived from struciures un-
deriying sentences iike the latter, with "mony! as an adjective, which is then
jowered. lnder such a proposal, underlying struciuras !ihe {(3) and (4} would
be genera?ed.4

"~

33 Sy,

N Sy afFe many
i ~
g /,/‘/\
; o ™~
men, P ¥R
7
/ \ \
N JAN
ﬂ? G are faw
a A

4 ’ A
! \
i \
i \
men; Y NP
b
P
read LOOKS

-h
Q
%

(3') Many are the man whe read few books. There are many men who resd
L mie o .
QOOKS.
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Few are the books 1hat many men read. Thore are few oooks that many
men read.

—~
v".\

-
ot

in (3), 2 cyciical rule of quantifier~lowering will apply on the So~cycle,

yielding men; read few books. Ths same cycilc rule will zpply on the S -cycle,
lowering mony onfe men; and ylelding (1), many men read few books. i (4) let
us suppose That the passive, a cyclicai ruie, appliss on S3, before any quan-
+ifier-lowering takes piace: this will give us books; arg read by men;. On
. the Sg-cycie, mapny wiil be icwereg ontc men;, yielding books; are read by
many men. On the Si-cycle, few will be towered ontc books; qiving (2), tcw
booke ara read by many men.

These dorivaTions work as they shou'!d and account for the syncnymy of
(1) with (3!) and (2) with {(4'). However, if ncthing more is said, this pro-
posal wil! yield incorrect resulis. For example, it the passive appliec w0
Sz in (3%, wa wiil get beoks; are read by men;, and “hen quantifier-iowering
on the So- and Sy~ cycles wi{l vieid (2), iew bcoks are read by many men.
But if (7)1 were derived irom (3) in this fashion, it should be synonymous with
(3'), meay arc the men who read few books. This is faise, and such a deriva-
+ion mus+ be blocked. Similarly, i1f vhe passive were not To apply to S35 In
(4), the appiication of quantifier-iowering on the Sp- and S;-cycles wouid
yiald (1), many men read few bDoOKs, again & misvake, since (1) dces not have
+he meaning of {(4'), few arc The bouks thet many men read.

Such a proposal would work in the iirst fwo cases, but would aiso predict
+the occurrence of two derivations that do not cccur, at least for the majority
of English speakers. |f one inspects (i) - (4), one notices That the correct
derivations have the progerty that the 'hmigher' gquantifiers in {3) and (4}
are the leftmost cuantifiors in (1) and (2) respectively. Thus, we might
propose a derivationz! constralnt that wouid say something jitka: if one
quantifier commands ancther in underlying sTricture (or rather, Py}, then that
quaniifier must be lefimost in surface structure. Such a constraint as It
stands weuld be joo strong. Consider cases like (5.




(5} The books that many men read are few (in number}.

{5} wou!ld have an underiying siructure |ike (4), vhere few is the higher quan-
tifier; nhoweven, few is To the right of many in surface » structure. Thus cases
like (5) would have +o be ruled out of any such derivational constiaint.
one insgects (2) and (53, one sees Vhat they differ in the foliowing way. In
{3}, few commands manv, but many, being in 8 reiative clause, does not command
few: thet is, fem ‘s higher in .ne tree than many in {5), just as it is in

Fhe under!ying structure of (4). [n other words, “(5) preserves The asymmetric
command-relaticnship between the gquantifiers Taat occurs in (4. in (2}, how-
aver, this is not the case. In (2}, neither few nor many is in a subordinafe
clause, and so each command:s the other and the command-reiationship is sym—
werric. Thus the asymmeiry of +the command-relationship in the undertying
etructure, where few commmnds pany buv many does notT commend few, is fost in
(2). 11 Is exactiy +hese cases where fhe quantifier that was higher in under-~
lving structure must be lefimost in surface siructure. Where the asymmetric
comrand-retationship is lost it must be supplanted by 2 precede-relationship,
winich s necsgssariiv asymatric.
3uch & derivational constraint may pe stated as foliows:

(6 Let C Q’ commands (‘)2

I\q
u(.

02 commands O

fl

C3 = Q! precede s Q2 ¥/% mpans 'meets condition!

Constraint |: P,#C,::){PH/CQ::}Pnf03)

Censtraint | states that if two guantitiers Qi end Q< occur in underliving
structure Pj, such That Py meets aowuifion Cy, “hen if the correspending sur-
face structure P, meets condition 0, that surface structure Py must alsc meet
condition Cz., in short, If an underlying asyrmetric command-relationship
breaks down in surface structure, a precede-relationship tzkes over, Con-
sTiraint | is a we!l~formsdress constraint on derivations. Any derivation nci
meeting it will be biccred. Tnus, the derivaticns (3) -+ (1) and {(4) » (2) will
pe weli=-formed, but {3} + (2) and (4} + (1) will be blocked.

'+ is impertant To note that the fact thet one of The twe guanTifisirs is
in subject position in The sentences we have discussed sc far is simply an
accident of the data we happened 7o have locked at. The difference in ihe
interpretetion of guantifiers has ncthing whatever to doc with the fact that

+hese oxamples cne guantifier is inside the VP while The other is outside
the YF. Only the left-to-rignt order within the clause matters.

(7) John Telked to few girls about many problems.
{8) John *alkec sbout many probiems tc few giris

These sentences diffar in intorpretation just as do (1) and (2), ihat (s ihe
Igfitmost quantiftier is understood as the highest in sach senience, *Tnougnh both
quaniitiers are inside r > VP, '

Aithough (1) and (2} a2re cases where ine asymmeiry ot the wndariying
cormand—“e’?rqorQh:p dxaappears in surface siruciure, iT happens To be lhe
caze in (1) and (2) that condition Cj, which holds in underlying stTructure
continues To hold in surface structure: that is, Q’ con?:nuec te command 02.



We might ask 17 There exist any cages where this does nol happen, thet is,
where Q! coamands Q% In underiying structure, buv QJ does not command Q< In
surfaca structure. A natural piace fo look for such cases, and parhaps the
only one, it in centences conrtaining complemsnt constructions. Let us begin
by considering sentences !ike (9).

(9) Sam claimed that John had dated few girls.

(9) is open to both of the readings (10} and (11}, though (10) is preferable.
(10) Sam ciaimed that +he girls who John had dated were few (in number).

(i1} The girts who Sam claimed that John had dated wers few (in number).

(10) and (1i) wouid have underiving structures !ike (10') and (t1') respec-
Tively. ‘ '
{10! <,
Lio%) “#M,_,__,._...J-RH*__%M
N VR
tl / \-\
Sam Y *ﬁp
! i
claimed S
\\
yp
- A
= ~ VD
NP Sz ware Tew
! ™~
girls; NP VP
]
e
John V NP
i ]
]
dated girls;
(ris) _~,,EU
PR e -h_.-"-----_h
JESEE s . e ——————
R | )
\ // \._~\. /\\
Af Sz vere few
b: » _,/‘f*--‘""
giris; W JF

claimed <
’/_,,As\_\_ﬁ
lohn \!i" NP
[
dated girls;

in each c2se quantifier-iowering will move few dewn to girls;. in (iC),
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giris; occurs in the S immediavely balow few; in (1), girls; occurs fwo sen-
Tences down from few. We are now in a position to test The conjecture that
one quantifier mey cesse to command ansther in The course of a derivation.

Consider (12), where few commands many.

(i 2) Sy
—4"’-/‘- “\‘-\-""\
.-’_‘_.--‘—'—-’" \\.
NP P
\\\\\‘ ;
el "~ .
NF ) were few
| A
| T TN
gir !5; 53]: VP
i
w//,/ ™~ ;
™~ / 4}
NP Sy were many
{ TS
! -~
reporters: NP P
. J ! //.
t /
repor?er 5 y !P
1 z
! §
claimed Sa
/\\
NP Ve
! '/\
]
i
John y \39
{
{
dared girls;

(12} wouid have *the meaning of (12").
(12') Few wors ihs gir!s who many reporters claimea John dated.
ier~iowering 1o apply freely To {12}, maay wili be lowered

TS )
e Spo-cycie, yielding many reporters claimed that John datad
d ucture witt now fook just like (11), excepT that It

girls;i. The derive
wili have the noun phrase many reporters insteza of Sam. A: ia (11}, quanti-
fier~iovering will tower few onte girts; yislding (I3).

(13) Meny reporters claimed that John dated few girls.

i subordinate ciavse ang does not commaad many. Thus we
erg few comrungs meny in underlying structure, BuT nct in sur-

. Note, however, that (13! does not have the meaning of (12').
zading of (143,
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(147 Many were Thu reportfers who claimed that the girls who John dated were
few (in number).

whers few is inside The object compiement of claim {as In (iQ)) and whers man
would command few in underiying structurs, Thus, we have a case whers a deri-
vation must biock if ons gquantifier commands annTher in underlying structure,
but not in surface structure. To my knowledge this ts a typical case, ang |
know of no counterevidence. Thus, it appears That a darivationa! constraint
of *+ha following sort is needad.

(15) tet C; = 0! commenas ¢4 1/t means 'mests conditica’

Constraint 2: (P, /32 (PR/CY)

Constraint 2 says ihat if ¢! commards Q2 in ungeriying struciure Py, ther o!
must also command Q2 in surface structure Pp.

Constraints | and 2 are prime candicates for cases where grammatical
constraints seem o reflect perceptual sirategies. If cne considers a per-
ceptual mcde! where surface strings are given as input and semantic represen-
tations are produced as ouTpuT, Constraints | and 2 guarantes That the rela-
+1ve heights of the quantifiers in The semantic reoresentation of a senfence
can be determined by tne surface parsing of rhe sentence. if ¢} commanos Q2
in surface structure but §7 doesn't commend Qy, then Q) commands Gz in seman-
tic representation. If, on The other nand, Q) and Qp command each other In
surface struciure, then the ieftmost quantifier commands The rightmost one In
semantic representation. 1f Constraints | and 2 are reflactions In grammar
of percoptual strategiss, then They wouid ot course be prims candidates for
syntactic universais. Unforiunately vor such a proposal, Thers is a lot of
idiosyneratic variation with such constraints.

Constraint 2 doss roT simply neid for quantifiers, but for negaiives as
well. Considar, for example, {(iél,

(16) Sam didn't claim *hat Harry dated many girls.

whare many does not commsad not. 1§ quantifier-lowering worked frsely one
would expect that (16} cou!d be derived from ail of The following uncertying
structures.

5 Sem ciaimed [z girds; [Harry aated girls;1 were meny 311

D)

(o]

(V4]

(13 [S not

(A

5 giris; Sam claimed [« Harry dated giris; )] were many 1

(19} [S girisj Cg not [g Sem claimed [ Harry dated airis;17] were many J

[

These have The senses of:
(17') Sam didn't claim thet the girls who Harry dated were meny.
(18') There weren't manv girls who Sam claimed Harry dates.

(i9') There were many giris who Sam ¢idn't claim Harry dated.

(17} is The rorma! reading for (18); (i8) is possibie, but less preferable
Clike (113): but (i9) is impossibie. The regulerity is just like that of
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Constraint 2. In {17} ang {iB), nct commands many in undarlying sfructurs,
just as in surtace siruciure Us)Y. n (19, wany commands not in underiying
structure, but m anz does not command not in surface structurs e (18). Thus we
can genaraliza Copnstraint Z in the foliowing way. Let I stand for @ "logical
predicate’, either § or NEG.

(207 Let Cy = t! commands 12 (i = O or NEG)
\,.m_n‘ram* Z2': (Py/C l) (p'_l/c )

Conditions of this sort Sugoe et Thaet quantifiers and ragatives may form
a naturai semantic class of predicate s. This seems Yo be confirmed by the
tzct that Constrzint | can &2 genereiized in the same fashion, at least for

certain dialects of English. Lcnsrdar, for axample, the foilowing sentencss
discussed by Jackendoft ([323, [33]:.

(]
¥
-+
-t
by
<D
-
fs ]
4
(5]
¢}
-+

(21) Not many srrow

(22} Many arcows didn't ait The Target.

-r
B

{23) The target wasn Y ANy arrows.

Jackendotf raports ihat in hig speech (23! is syronymous with (21); but not
(22). | and mzny other speakers find that (23) has both resdings, but that
the (22) reading is 'weaker': that is, (23) is jess acceptable with the {(22)

reading. MHowever, there are a rumber of speakers whose dialect di sn‘ays the
tacts resorted op by Jeckendoff, and in the remainder of this dtaCdS ion we

will he concerned with ine tacts of thar dia IcL1
Assuming the frumework discussed atove, 2t) and (22) woulé have under-
lying structures basiczily like (24) and {25)

(?4) g not L arrows; {g arrows; hit the target 7 were meny I}
{24') The arrowe *that nit The *arget were nct many.

arrows; Ly not [g arrows; hit the farget 1] were many |
(25') The arrgws that dign't hit the target were many.

icatest, both

{f Comstraint | is generaiized to include 'fogicai predi
negatives and quanfifiers, then the facts of (21) - {23} will automatically
be handled by the new Coastraint 1!, given fbe underlying struciures of (24)
and {25} and the rule of guantitier-lowering. Consiraint |' would be stated

as (26).

il commands 1.4

i

(26) let C,

8s = L% commancs L!
Cy = L' precedes L4 (i, = Q or NEG)

Consiraint i': B,/C; D(P/CyT0)F,/C3)

!

Any derivation not meeting “his congition will be ili-formed.
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(21} and (22} work as expected. Teoke {21): ggi_CL!) comrands many (1.2)
in underiying structure (24), many commends nov in surface structure (21}, and
not precedes many in surface structure. Sc (241 = (2!) meets Constraint i°.
Take (22): many (L1} commands not (i<} in underlying structure (25) and In
surface structure, not commands rany in surface structure, and many pracedes
not in surface structure. So (25} - (22) meets Constraint I'. Now consider

25}, which is the interesting case in this dialect. If one allows the pas-
sive transformation 1o apoly to the Innermost S of (24) and (25), and then
aliows quantifier—lowering To apply, both (24} and (25) will yieid (23).

First consider *he derivation (24) + (23). Not (L!} cemmands manv (L4) in
underiying structure (24) and in surtace struciure, many commands not in sur-
face structure, many commends not in surface structure {(2!), and nol precedes
many in surface structure. Thus, The derivation {24) » (23) meats Constraint
TT. Now consider the derivation (25) = (23). Maay (L) commands ggi (r2) In
underlying sirucrure and in surtace structure, not commands many in surface
structure (23), but many (I') doas not precede not (%) in surtace structure
{23). Therefore, the derivalion (25} + {23} does not meet Constiraint I'. and
so the dsrivation is blocked. This accounts for the fact that {23) is not
synonvmeus o (21) and that there Is no passive carresponding to {25} in this
diaiect,

.. 1T should also be noted +hat that part of Consiraint |' which says That
1% must command %! in surface structure (Pn/CQ) if the precede~rciationship
(P,/Cz) 1s to come intc play, is necessary for the cases discussed. Consider,
for example, sentence (25'}, The arrows that didn't hit the Target were many.
in (25'), gggx_(L‘) commends net (L4 in Fy, and many alsc comnands not in Pp.
Thus, the if part of The_conditional statemert of Constraint I° is not met,
and +ha fact that not (LZ) precedes many (L) in surfacs structure (that ls,
that (Pp/C3) dues not nhoid) does not matter: since the If-condition Is rot
met, the constraint holds ang +the sentence is grommaticei wi'th the reading
of {23). :

We have assumed so far that Constreints | and 2' mention The surface
structure. But this is just an illusion which results from considaring onily
simple senfences. Suppose, for example, thet we consider compliex sentences
vhere detetion bas taksn clace. Consider (Z7) and (28).

3

(22) Jdane isn't liked bv meny men and Sally isn't liked by many wen either.

(28) Jane isn't liked oy many men and Sally isp't elther.

Note that The sentance fragment Saliy isnlt either does not coniain many in
surface structure, but it receives the same interpretation as the ful) §allz
isn't liked by many men either, and does not have the reading of Tnera sre
many men who Saily isn't liked by. Constreaini |Y, as it is presenily staied
will not do the joh, in that it men tTions surface struciure P, rather than
some earlier siage of the derivation prior to the deletion of !iked by many

men.

This raises a genaral probiem about constraints like ' and 2'. Since
they oniv menticn underiving structures Py and surface stiructures Pn, they
leave open the possibilify that such constraints might be violated ot some
infermediate stege of the derivation. My guess is +that this wil! never be the
case, apd if so, then i1 should be possible to place much stronger consiraints
on derivations jhan |° and 2' oy requiring that all intermediate stages of a
derivation P; meei the constraint, not just Tthe surface struciure Pp. Using
quantifiers, we can state such a stronger constraint as fo)llows
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(22) Let ¢ = ol commends 12
Gy = 12 commands L
Cz = Ly precedes Ly

Constraint I": P1/C;ID L (i)(P;/CrDP{/Cx) )

(22) will now automatically-handle cases. | ke (28}, since it will hold at all
paints of the derivation up to the point whers the deletion rule applies; af-

ter that point, i1 will ho!a vacuously. The reason is that many will :o+ ap~
- pear in any phrase-marker afiter the deletion takes place and so Cy will not
hold in such phrase-markers; and where Cp does not hoid, then C3 need not hold.
However, this is still [nsefficiént, since Constraint I" still requires

“that i+ C2 holds in surface structure, then C3 must hold in surface structure,
as well as. in earlier stages of a derivation. But there are late rules which
make gross changes. in derived structure and produce surface siructures in
which the constraints do not hold. Compare (30) and (31).

{30) Sarah Weinstein isn't fond of many boys.
(31} Fond of many.boys, Sarah Weinstein isn't.

The rule of Y-movement as discussed in Postal, [[57], will produce (31) from
the siructure underlying (30). (Needless to say, (3!) is not grammatica! in
‘all American dialects. We are considering only those in which (31) is well-
formed.) Nota that (30) works exac;ly according to Constraint [": the read-
ing in which many commands not Tn P} is.blocked since many does not precede
not in surface structure. gt (31), where the surface order of not and many
s reversed, shows the same range of biocked and permitted readings as (30).
The outputs of Y-movement do not meet Constraint |Y, Though earlier stages of
the derivation de. Thus, it appears that Consfrainf {" has scme cutoff point
prior to The applicatien of Y~movement. That is, There is in each derivation
soms 'shallow structure' P, defined in some fixed way such that

(32} Constraint 1™': P/C12> ( (i)(P{/C2DP;/C3) ), where i s a <n

This raises the interesting questicn of exactiy how the ‘shallow structure!

Fy is to be defined.. One possibility is that Py is the output of The cyclical
rules. However, there aren't enough facis known at present fo settle the is-
sue for certoin. Still, we can draw certain conclusions., Passive, a cyclic
rule, must be capabie of applying before Pa, since Constraint "' must appiy
to the output of passive. Y-movement must apply after Pg.

Let us now consider the constrainis we have been discussing with respeﬂf
to the process of lexical insertion. Let us constrain the basic theory so
that scme notion of 'deep structure! can be defined a!ong the lines discussed
above. let it be required that all lexica! insertion rules apply in a block
and that at! upward-toward-the-surface cyclic rules apply after lexical in-
sertion. Since passive is a cyclic riie and since passive must be able o
. apply before Py is reached, it follows that if there is such a 'deep struc-
ture! all lexical insertion must occur before Py is reached. Thus, i1 is an
empirical question as to whether such a notion of 'deep structure' is correct.
If there exist lexical items that must be inserted after P, then such a no-
tion of 'deep struciure' would be untenable since there would exist upward-
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" foward-the-surface cyclic ruies {(s.3., passive) which could apply before some
case of lexical insertion. ;

all lexicai cyclic ruiss
insertion S \__m__q
Pl)"'r‘""I"Pi'l-"°""!"'Pa°""""Pn
T [ T
deep
structure passive shallow Y-movement

structure

cutoff
goint

Empiricai question: Does there exist & lexical 1tem that must be inserted
between P, and P,? |f so, then 'deep structure'.does
not exizt.

Let us pursue ths gquestion somewhat furvher. Censider the sentences

(32} a. | peérsuaded Biii To date many giris.
b. | persuaded many giris te date Bill.

(33) a. | persuaded 8ii} not to date many girls.
b. | persuaded many giris ot ‘to date Blil.

(34) a. | dida't persuade Bill to date many girls.
b.. | gidn®t persuade many girls to date Bill.

I¥ we consider the meanings of these sentences, it should be cisatr that these
cases work accerding fo the two derivational constraints that we have stated

thus far,
The differance in the occurrence of not is crucial in these examples. In

1 {33), not in semantic reprasentation would occur inside +the c0mplemen+ of per-

suade, “wnile in the semantic representetion of (34) not will occur in the sen-

Tence above persuade. That is, in (33) gggquade commands not in 3R, while in

(34), not commands persuaae. This difference in the occurrence of not accounts

for tha facT that (33a) is unambigusus, while (32a) and (34a) are amblgucus.

{(32a) can mean either (35) or (36)

(35) There wers many girls that | persuaded Bill to date.

(36) | persuadec Bill Thet the number of giris he dates shoul!d be largs.
(34a) can mesn either (37) -or (38)

(37} There weren't many girls that | persuaded Bill to date.

{38) It is noT the case that | persuaded Bil! +hat +he number of girls be
daTGS'shon!d.be‘large. .

But {332) can mean only (39)

(397 | persuaded Bil! that the number of girls he dates should not be large.
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The reason (39) is unambiguous is that since net precedes mq~1 in derived
structure, not must command many in ungd derlying structure {by Constraint 1"!),
Since not originates inside The complement of persuade, and not must cemmand
many, many must also originate inside the compiemert of persuade. In (32a)

and (%4a), many may criginate either inside the comp!emenr of persuade or from
G senfcrce above percuade, whizh accounts foir the amblguity.

Now compare (325) and (34b}. In (33p) many both precedes and commands

not in derived structure; therefore, many must F command not in underiying struc-
Ture. (33b) only has the reading of (40)

(40) There were many girls that | persuaded not to date Bili.

in (34b), on the oTher hand, not precedes manv in derived structure and sO must
command many in underlying structure. So (34b) can mean {41) but not (40).

(41) There weren'f many girls that | persuaded tc date Bill.
Llet us now consider the lexical item dissuade.

{42y a. t dissuaded Bill from dating many girls.
b. | dissuaded many girls from dating 81t!.

tn {42) the word rot does not appesar. The only overt negative element is the
prefix dis-. Thus, the postlexical structure of (42) wouid not have the nega-
+ive element inside the object complement of ~suzsde, but in the same clause,
as in (43).

(43) a. 1 NEG-suaded Bill from dating many girls.
b. | NEG-suaded many girls from dating Bill.

Moreover, the negative element would precede rather than foilow the object of
dissuade . In terms of precede and command relations, the postlexical siruc-
Ture of (42) would look iike (34) rather than (33). Suppose Py were postiexi-
cal, that is, suppose that the command reiationship between nof and meny in
semantic rrpresenfﬂflon were predictable from the precede relationship at some
point in The derivation afrer the insertion of all iexical items. We would
then predict That since NEG precedes many in (42), NEG must command many in
the underlying structure of {42). That is, we would predict tihat the centences
of (42) would have the meanings of (34). But this is false. (42a) and (42b)
have ihe meanings of (33a) and (33b).

Summary of Majori?y‘DialscTG

Persuade -~ 32a means 35, 26
Persuade not -~ {23a means 39
33k means 40
Net persuade -- [34a means 37, 38
34b means 41
Dissuade — f423 mnmeans 39

}42b means 40

Dissuade means persuade ~ NP — not rather than not -~ persuade — NP, and the
consiraints on the occurrence of quantifiars in derived structure raflect this
meaning, and must be stated prelexicaliy. The texical item dissuade must be
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inserted ot 2 noint in the garivaticns of (33) and (34) after Constraint I"!
has ccased to operate., Now recali thet Constraint %' must operate cn the out-

put of tne passive franstermetion. Conzider (44).

(44) a. Many men weren't dissuaded from dating many giris.
b. Not many mep were dissuaded from dating many giris.
c. | dizn't dissuade manv men from dating many giris.

(44) shows both the craracteristics of (34) and (21) - (23). in (44}, Con-
straint !"' must operate bouth after The passive fransformation and before the
insertion of dissuade. Thus we have cases where an upward-tfoward-the-surtace
cvelic ruls must apsiy before the inseriion of some lexical item. This shows
+hat any concepticn of 'deep structure' in which all lexical insertion takes
p.ace before any upward-toward-the-surface cyclic rules apply is empirically
incorrect. it also shows that the passive transformation may apply Yo a verb
hefore the overt lexical represeniation of the verb is inserted, which means
that prelexical struciures must ook pretty much like postlexicatl structures.
in the case of dissuade, one might be rempted to fry to avoid such a conclu-
sion with the suggestion that dissuads is derived by a relatively late trans-
formation from a structure containing Tho actusl lexical item persuade. Unrder
such a proposal, digsuade would not be introduced by a rule of fexical inser-
tion, but rather by a rule which changes one actual fexical item To another.
Such a solution cannot ve mwade gensral, nowever, since lexical items like
gronisit, prevent, keep, forbig, etc., which do not form pairs ! ike parsuade-
dissuade, work JusT like g¢issuade with respect to the properties we have dis-
cussed.

A particularty Tempting escape route for those wishing to maintain a ievel
of ‘deep structura' might be the claim thav the lexical item ¢issuade is in~
serted precyclicalty, that §j§§uadq.requires a not in its compiement senterce,
and thet tnis not is deleteg after snallow structure. Thus, the ggi_would te
present at the time Thet the constraints shut otff, and ell of the above fects
would be acceunted for. This propasal has some initial plausibitity since
similar verbs in other languages oiten have a negative element that apcears
overtly in i*ts compiement sentence. For examnie, in Latin we have "Djssuast
tarcd nd iret! (i dissuaded Marcus from going), where ng, the morpholicgicai
alternant ¢f non in This environment, occurs in the complement sentence.

Let us suppose for the moment that such a solution were possible. This
would mean that tha complement sentence of dissuade would contain a not at The
level of shallow structure, but not at the Toval of surface structure. Now
consider the followirg centences:

{4%) | dissuaded Mary from marrying nc one.

{46) *| persuaded Mary not to merry no one.

{47) *Mary didn'T marry no one.

(48) | dian't persuade Mary To marry no one.

{46) and (47) are ungrammaticai in standard English, and in al! dlalects if The
+wo negatives are poth considered as underlying logical negatives (e.g.; if
{47) has the reading 11 is not the case that Mary married no one). As is well-

xnowrs, +his pronibition applias cnly for hegatives in the same cleuse (cf. ex-
ample (48), where the negativss are in diftferent clauses). The guestion arises
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as To where in the grammar toe No-double-negative (NDN1 censtraint is stated.
(a) if 'deep structure! exists, it could be stated There; {b) it could te
stoted at shallow siructure; (c) it could hold at all levels between deecp
structure and shaliow structure; or {d) it cculd hold only at survace struc-
Ture.

Now concider 145). Under the apove proposa! for gost-shallow-siructure
deletion of not in dissuasde-sentences, nct would stili be present at the
level of shallow structure. <{In fact, it would be drasent at all points be-
tween deap structure and shallew structure, that is, all points ia the deri-
vation where constraints | and 2 hoid.) At the level of shal!low structure,
(45) would hove the form:

(45) 1 dissuaded Mary from not marrying nc one.

Thus under the above orcpcsal, Tho No-double-negative (NON) consiraint could
not hold at the level of shallow structure, or at any previous point in the
derivation back to deen structurc; if it did, {45) would be ruled ocut. Thus,
under the proposal for posi-shallow-structure not-deleticn, the NDN-constraint
couid only be a coastraint on surface structure, not on shalfow struciure.
et us now Take up the questicn of whether This is possible.

The following sentences are in accord with The NDM-constiraint whether it
holds at shaliow or surface structure, since These sentences have essentialiy
+he same representation at both levels.

{(49) Max said that Sheila Weinstein was spurned bty no one.
(50) Max didn't say that Sheila Weinstein was spurned by no ons.
(51) *Mzx zaid +hat Sheita Weinstein wasn't spurned by no one.

Note tha® in tha apprepriate dialects, Y-movement car apply 1o sentences of
rhis form moving the garticipial phrase of Tthe embedded clause.

(52) Max said that Sheila Weinstein wasn't spurned by Harry.
(53) Spurned bty Harry, Max said that Sheils Weinstein wasa't.

fn (53}, Harry has been moved from a position where It was in the same clause
as n't to a positicn where it is in a higher clause. Now consider once more:

{(51) *Mox said that Sheita Weinsteln wasn'f spurned by ao one.

1 +he NON-constraint holds for surface, not shaliow, structures, then the
application of Y-movement to (351) would move no cne out of the same ciause &s
n't ard should make the MDN-constraint ncnapplicable at surface siructure.
Thus, (54) should be grammatical.

(54) XSpurned by no one, Max said thet Sheila Weinstein wasn't.

But (54) i5 just as bac as (51)--the NDh-constraint appiies to both. As we
have seen, the NDN-constraint cannot apply *o the suriace structure of (34},
since no one is not in The same clavse as n't, having been moved away by Y-
movement. Thus, in order to rule out {54), The MON-constraint must appiy be-
fore Y-movement; that is, it must appiy al the level cof shallow structurae.
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But this contradicts the past-shellow-structure not-dejetion prososal,
sitice under that proposal, (45}, which is grammavical, -~ would contain twe nega-
+ives in the came clause at the levei of shallow sfrurfure (cf. (45')). Thus,
The posf~shallow—s?ruc?urc not- pief?cn preposal is incorrect.

A ziailar proposal vaqrf say that grior +ic spallow strucnire, firom re-
placed not with verbs iike d|<5Lada and prevert, whiife to replaced not with a
verh like - fcrbad and that from and :g_’ab1eo Tike negatives' (whatever that
might mean) with respact o constiaint | and 2 at shallow structure and above.
Howavar, it is clear from septences liks (45} that from dozs not act like a
negaitive with respect tc the NON~constraint at fhalT_ﬁ struciure. Such a pro-
posal would thus require from both fo act like @ negative and not to act like
a8 negotive, a contradicticn. Neither of these routes provides an escape from
the conciusion that dissuads must be inserted atter shaliow structure.

Ancther routfe bﬂ which one migrt atiempt fC avoud this conclusion woufd
be by ciaiming that derivaticnai constraints did not operate con the interna!l

structure of I:XlCdf items, and that therefore dissuade could be inserted be-
fore *the passive, presarviag the notion of 'deep structure'. It would then

not inferact with the consiraints. Such a claim would be faise. Dissuade
does inferact with vhe constraints. As The summary of meaning-correspondences
given above shows, dissuade wcts just like persuade not, not [ike persuade.

in particular, (4233 is unambigucus, just lIke (33a7. it orly has a reading
with nany originating inside the complement, 2s the constraints predict. |If
dissuade were imperviocus To +the constrgints, Then we would expect it 1o act
Tike parsuade: in particular, we wouid expect (42a) to be ambiguous, just like
(32a), wherc many mey be interpreted as originating either inside or outside
of the comglement. But as we have senn, (42a) does not heve the outside read-

ing. John dissuvaded B!l from dating many girls cannot nezn Mary were the
girls who John Zissuaded 2ill from dating. '
It should be noved that thice airgument does not depend on the datelis of
" Constraint i"! belng exactly correct. |+ would be surprising if further mcdi-

fications did noct have ic he made. Hor does 1his argument depend on any prior
assumption that cemanvic representation muct bte Taken 1O be phrase-morkers,

though the discussion was takern up in that context. |t only depends on thg
facts that persvade-not and nof—eer*uqd obay fhc deu ara2l ccneiraints on guan-
tiflers and negatives, and that dissuade acts like persuade-noi. Thus, in any

version of transformaticnal grammar +nere will have to be statea a general
orinciple raiating semantic raprcsnw?‘f;on; of sertences containing quantifiers
and negavives tc the ieft-to-right order of those corraspoanding quanT:*xers ang
pegatives in 'derived struciure'. ! the genera! principle is +*o be stated,

the notion ‘'derived siructure' wil! have to be defined as following the passive
rule, butv prececing the i: ‘>r+40n ef dissuade. Thus, in no norn~ad~hoc irans-
formationel grawmar which siates this general principle wiil ati lexical in-

csertion precede ali cvc.ibal rules.
Let us sum up the argument.

(i) Suppose "deep structure’ is defined as 2 svage in a derivation which
foliows the application of atl lexical insertion rules and precades
Tthe zppiicaticn of any upward-itoward-the-surface cyc.ic ruies.

(ii}y Cvidence was given for derivationa! consfraints 1 and 2, which re-
late csemantic command-relationships t¢ precede~ and command~ relas~
‘T?onship st scme leve! of 'derived structure!.

{ii1) But the passive *‘ranaformaiion must precede the insertion of lexical
tfcmu such &s dx,suade.‘»rohihi? prevent, keep, e c.
{iv} Sinca passive is an upward Toward-tne-surface cyclic

rufe, (iil)
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shows that the concept of 'deep structure’given in (i)} caprnot be
maintained. -

-

5. Further examples.

The constraints discussed in Chapter 3 extend to more cases than just
quanTifiers and, negatives. ¥or example, the same constraints seem to define
at jeast in part the limits of conjunction reduction.

(1) donn clqjmed +hat he rcbbed the bank and he claimed that he 'shoT Sam.
(2) Jobhn claihed that he robbed the pank ana claimed ‘that he shot Sam.

(3) John claimed that he robbed +he bank and shot Sam.

in (1) and (2), it is understocd that two ciaims have been made. In (3}, it
is undersiood That only one claim has been made. This suggest that (1) and

{2) are derived from an underlying structure |ike t4), while (3) is derived
+rom something like (5).

AN

e T T———

™,
1 /NG
v Jchn v NP
'! . i
claimed 3 - claimed §
. // \\\
NP ve : NP P
i ! £
ne robbed The bank ne shot Se
5 —§—-~m_n___
_;a-«**‘*""—'- ——
NP TP
1 : /o-"\
John Y | \‘?p
- r{’/// . ) |
. . : and S S
/’ \\\ . , //\
Nf P NP vp
[ /‘// \\ ; .//\‘
ne rocbed The bank he shot Sam

in (4), *there ars ¥wo instances of ciaim, while in (5) there is only one. The
following question now arises: |f conjunction reduction applies to (4) so
that it yields (2), what is fo keep i+ trom applying further to yieid (3)2 1f
it applies freely to yieid (5) from (4), we would gat the incerrect result
that (3) should be synonymous with {{). ' o

Observe that in (4), ggg.commands claim, but claim does .not command and.
In (5), the reverse is true: claim commands and, but not vice versa. To say
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that (5) cannot ke derived from (4) is io say that the asvemerric comiand re~
tation between 2nd and claim cannot be reversed 1n the course of a derivavion.
But that is the same as alliowing constraint 2 of the previous section tc holc
for and ané cigim. '

This constraint wili hold for other predicates like claim as well, though
+his is not obvious and +u discuss it here weuld take us Yar atield.

it should also be noted that, al“novoh consiraint 2 kolds for and and
verbs fike claim, ccnsirann. ! doas not. For exampie, consider

/\

claimed aoﬁ’,/ NP :B*‘““--Hh
TN

something something quite
outrageous reasonzble

{6) a. Johkn claimed something cutragecus and something quite reasoneble.
b. John claimed something cuirageous and ha claimed something qulite
reasonable.
4 — ? “
\.6 2l ) o ’_:;—_:._’,.-,-—-"'L__h“~ )
. i = - .~.-»~'-N_,_
and™ ST 2
- \
NP P NE e
/ ~._ ; e
V‘/ \\1'-\ [\ /"/ \
John NP John Y ’fjﬁthk
t —
:‘ A"\\“\“‘ t _.,._._.»o-""""‘--‘-—’ \.\LA
claimed something ouiragecus ciaimed scmething quite reasonabte
ot ~ - -
(&~al) ‘__*__“,5,_.___
. --'-—'_‘—'_’4-'“- -“h—‘-.____-
NPT 32
t, //\\..
John 'a \NP
¢
;
]

{6a) invoives Two claims, a3nd so is syncnymous with {(6b). Let us assume Then
that (6&). is derived Trom (Uu) by copjunction reduction. Prier o conjunciion
reduction, as in (8b'), and rnommands the two occurrences of ¢laim. After con~
juncticn reduction, ‘ia-m precedes ang. {f cialm and and obeyed consiraint |,
his would be impuszidie. tExcepTions T¢ consiraints, tike this one, are not
rare and are discussed below. ;

The fact that c¢iaim and and obey consiraint 2 butT not comnstiraint i, can
be made the basis for an explanation of a rather remarkabie minimal pair.

{(7) a. John cilaimad thet he rohbed the bank and thaT Sam shet hini.
b. John claimed Thet he robbed The bank and Sam shot him.

one. How can
comp i ementizer
(Bal. Other

In (7&), Jonn is making iwo ”!aims, while in {7b), he is makin
we account for this faci? Letv us assume, as i3 usuaf, Tha? ’
thst is Chomsky-agjoined vo The S of an object complament,
ziternatives aire given in (8h and ¢); since Tney wi bl ? ' a:?!v the same
resul¥, there is o nead to choose anong (8a, b, and ¢ o ‘the sake cf this
argument. (8a) seems 2t presani o da@ ihe least probiematic alternative.

°
.

+
as
ex
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{3) a. ﬂP b. ¥9 C. ////ﬁg\\\
s 5

. - \;j Thet S
7 S~ -~
Th (s ThéTf T i

in oirder 1o explaln Tha seniences in question, ve neced 1o show that the trans-
formation inserting the complementizer thati inserts only one occurrence of that
complemen?‘zer per nou:: phirass comp%emenv, ‘even it the complement S is & con-
junction. This can be shown readily, if ore ifocoks at sentences of the form:

{9) HNF; and NP, are beth correct.

iG0*h' can occur in senterces of *+his form i€ there are exactly two NP's con-
joined in the subject. Thus, there are no sentances of the form (10) or (il},

(i0) *NP| are both correct.
(1) XNF| sng NP and NP5 and NP4 ars both correct.

ret NPy and NPy in (3) each contain a pair of conjoined sentences as its com-
piement.

et g s s -
- -~ PR
““-”A‘/ \'\5_,.‘. ‘(/ ‘\\\X ‘/ \\ /
Sam robbec The han 8itl shot him Saity got pregnant Her mother spankad

her
Observe the foilowing facis:

(13} *Thet Sam robbed the Laak and Bi!i shot him are both correct.

(14) That Sam robbed the bank and 8ill shot him and thet Saily got pregnant
anc her mother snanked her are both corvect.

(15) *That Sam robbed The bank and that Hil! shot him anc That Sally got
precrant and thet her mother spanked her are both correct.

These sentences indlcate that the rule of complementizer plucement may intro-
duce at most ona occurrence of That for each noun phrase complement. (13) pro-
vides evidence thet that is noi supbject to conjunction reduction. Since the
senfence (16} That Sam robbed the bank and that Bill shot him are toth correct.
is qrammatical, and since (13) would rasuls if conjunction reduction appiied

to thei it appears that conjunction reduction may not apply tTo that. Let us
now return to:

{7) a. Jobhn claimed +hat he robbed the tank and that Sam shot him.
b. John ciaimed that he robbed the bank and Sam shot him,

Since (7a) contains two occurrences of thet, It must confain two noun phrase
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complerents, and since {(7b) contains only ane occurrence ¢t that, i+ cannot

oy

contain two ncun phrase complements.

(7at} S
‘—-—-_‘_____,.,—-—"_"w- e
I . ety ey
WP | . ¥
z - T
Jonn V . V=
K 1 [t RPN
claimed aﬁﬁfﬂz’ ‘§P‘ 'ﬂP
i {
S .S
/./\\ /,/\\_.
that /ﬂ)§] +hot ’/jg\\
N o oY
he robbed -Sam shof him
‘the bank
(7b':' ) ,'i“\‘\
NPT ¥e
, "//“\\\-
Jahn ‘ Y NP
Qlaimed ’#”j§-~
a/ T e——
that ;’3L__‘
ang S g
he robbed the bank Sam shot him
The essenTia! feature of The analysis in {7a") Is that (7a) is represented as

containing a noun pbrase conjunctlon, net a sentence conjunction. Thus, (7a)
and (7b) wouid differ in structure in that the former wouid contain an NP-con-
juncticn, whereas the latter would conialn an S-cenjunction. Given this anal-
vsis, the difrference In meaning petween (7a) and (7d) is an eutomatic conse-
quence of the fact That claim and and obey constraint 2, but not constraint |.
Since (7a') does not confain an embedded S-conjunction, The coniy possible
source wouid be that of (4}, where 2ad commands claim and 1two claims are indi-
cated. Since constraint | dees not apply to elaim and and, such  derivalion
Is possible. (7b') on the other hand, containg an embedded conjunction, and
so has two conceivabie sources: (4) amd (5). But since and commends cfaim
in (4) whiie ciaim commands anc (but not vice versa) in (767), such a deriva-
flon is ruied ouf by the fact That consiraint 2 hoids for and and cialm.
Thus, the only possible derivation for (75'Y would pe from (5), which indi-
cates only one claim., Thus, the cifferonce in meaning between (7a} ana (7b)
is expiained by the faci that and and claim obey constraint 2, but not con-
straint .

~ Constraint 2 works for or as well as for end, as The following examples
show. ‘ :

(17) (Either) Jonhn ciaimed that he robbed the bank or he claimed that he shot
Sam.
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(18} John either claimaed That he robbad the bank or claimed That he choT Sam.
{(13) John claimed tThet he either rohbed the bank or shot Sam.

These senTences paralie! (1) - (3).7 Thus, it should be clear that constraint
2 applies 1o or.

Constraint | holds for or, though not for and. Consider the following
examples, pointed out by R. Lakoff ([463).
(20} Cither you may answer the question, or not.
(21) You mey eithser answer the questicn or not.

(20) and (21) are not synonymous, (2§) says that there are two possibilities:
Either it is the case that you are permitted to answer the question or it ic
nct The case that you arez permitred To answer the guestion. (20) exhausts the
range of possibilities. (21}, on the other hand, sayg that you are permitited
the choice ot answering ¢r not enswering. Lakoff noints out that the differ-
ence in meaning can be accounted for, given Ress! analysis of modals ss verbs
that take complements. And, the gifierence between (20) and (Z!) is parallad
by the difference betwsen (Z2) and (233, where thera is an overt verb with a
sentential complement.

(22) Either you are parmitted to answer The guestion, or noft.
{23) You are permitted either to answer the guestion or not.

She proposes that {20} and (21) differ in structure as do (24) and (25).

(24) 3
.-"'a"'"\\
-""'7; - \\"\‘
e e~ -
of .\‘/ g
: R, AN
P g ~ R4 d ™~ S,
NS vp NEG s
N -~
e
- SN // -
you v NP NP VF
} ' ! P
' i ! -7
may ’/’§ vou 7 NP

o \ z l

NP VE may S

f . /\\\ /\ S

o .~ 4 \\
. < T / ~
you  ansvier The question NP Ve
i /\
' //’ N \\\

you  angwer The questicn
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(25} 3
-~ o \\
e Typ
‘.’ ' -”L\
| TN
i - \\
you ‘f ‘ s"r"‘
: i I
t
Mia S
Y /",’f')‘”“-‘
/,- . ~——

9

\

>"”\‘
N/

Pls - * ‘\ \
- -~ .. C ~
NP v KEG s
] -~ \ ™
! : - /.-" \.\ . \
you  answer The qusstion NP P
g ~ /.n \\\

you answer the question

In (24), gz'ccmﬂmnds may arc not vice verso. In {25), may commands or and not

vice versa. ,
However, in derived siructure, this asyameiTy of command can be neutralized

(25) ’__.__S___‘__‘
__,/ — ————
T Typ
¢
H
) . '_.r’ .
YOU vV ?
’,.I‘J‘\\ ’JJ’\\
. y rd e
eitler 3p_ of et
.4--'"/ ‘-NN"N--
v /YL\
! o " —
may answes tThe guestion
27 A S
. . '/’-. “\"b
| NP e
-’ » /"’J\"--
R [} '/ ‘IP
vou V . VP
g . - -\‘_._
may P ?
! ’/ . . ’,'."-
e N\\\ - \\\ .
either VP - of fio

In (26) and (27), the S's have been pruned, and o may and either coignend each
other in both cases. The assymetric command reletion ot {24} and (Z5) is neu-
tralized. However, (263 vou (either) may answer the guestion or not has the
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maanlng of {(24), while (27) you may either answer the question or not has the
meaning of (25). 7The gensralization is thaT if elther precedes may in derived
structure, it must comsanc may in underlying GTruc ure, and conversely. Thus,
we have cxagily the situatien of cows‘rainr | in ‘the previous section. And

under Ross' analysis of modals the fact that The consiraints work for modals
follows from the fact That the consiraints work for the corresponding verbs
taking complements {(e.g., permit).

Adverbs which are undersinod as pradicates that take complements show the
same properiy. Compare (Z8) ang (29}

(?28) &a. It isntt obvious that John is 3 communisT.
L. It is obvicus That John i nit & communist.
{22} a. John isn'T obvicus ty a communisT.
b, John obviously isp't a comnunist.

(28a and b) have underiying sirucivres {ike:

(30 a. /,‘;i -
—" ‘\\“h
" )
P /-’ \
NF vp
1 -
: P
3 is obvious
. T TN
r"'—f’- \\-.

John is & communist

b, 5“
: e
/‘/... “--"‘\
10 TN
e 'l
i N
i - ~
S is obvious
.4-/ T
& T
NEG S
..»",l\\s.._

Johr Is a communisT

It we assume That OuV!Oﬂﬁ_x is derived from cbvious by & rule of advert lower-
ing, and if i1 is assumed thet obvious is one of those predicates taking a
cempiement for which the constraints of section 2 noid, then it foliows that
(293} 3nould have the meaning of {23a), and that (29%) should have the meaning
of {23b). Since not ornuedrs obvicus in (29), I+ must command obvious in un-
¢erlying structure (30a). Since J‘V:JLS precedes not in (29b), it must com-
mend not In underiying strecture, as in (20b). -

Tho word only aiso cbeys Tne constrazints, though this follows automati-

catly fron the meaning of only. Oniy Bill means Bill and no one other than
gj&!. Since Tthe tatter expression contains & quan1| fierr, we wouid expect the
enstraints of the previcus section o hejid. They do.

(31) a. Jdohn aidn't hit Bill and no ong elce,
b. Biti and no cne sise wacn't nit by John.

!

(32} a., John didn't hit cnfy 8ill
John.

i
b, Only Biti wasn'y hit by
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The {a) sentences contain the reading ft wasn't The case fhar thare was no one
other than Bill *hat Joha hiT. The (B) <entences contain The rewding There
Wash't anyone cther than oili that Jokn didn't hit. This is exactly what The

constraints predict.

it shouid be noted agsin vhat The ditference ﬁe?upnn subjecT and non-sub~
ject positicn in the clause hes nothing 10 co with these cons'rainrs. Sen-
tences |ike

{33) | talkec to few girls about only Thcse problems.
(34) ! talked about only these praoblems to few giris.

show the predicted difference in meaning even though both few and only are in
the VP in bovh exampias.

I+ should be clear from these examples that at least some giobal deriva-
+iona! ceonstraints do not serve just tc limit the scope of appilcation of 2
single rule, but rather can iimii Ine zpplicability cf @ whoie class of rules
~- in this cas, quanf"inr~§oworing, conjunciion-reduction, znd adverb-{ower-

i.g, fogether with rules |ike passive That :nteract with them. This resuit is
simitar to Rouss! f:nqxrrs FGDJ *har certain constrainte hoid for ali movement
rutes cof a certain form, not just for individuz!l rules. Similor resuits were

found by Fostal [27] in his Invesfigafion of the crossover principle.

it has heen kaown for soine *time rhet global derivationai constraints have
exzeptions, as weli 3s teing subject 1o diciectal ara idiciectal varistion.
Consider, for example, Ross! constraints on movement transiormations. The co-
ordinate siructure consiraint, if vicoiated et any point In a dorivation, vields
iti~formed sentenses,. €.9., gomeone ard Jehn latt, but 1| don't know who and
John_ lefi. However, if the conrdinate nooe lg loter deleted by some Transfor-
maticn, The sentence msy be acceptable, e.g., Scmeone and John left, buv |
gon't knOw who. Thus, The coordingte sfrwﬂ*u e constraint apolies throughout

derivatiors, but with the sbove exception which takes precedence over ihe
constraint. Ross’ conzirsints are aisc subjiect to dialectal and idiciectal
variaticin. For +the mejcriiy of Engiish 'pcave"s sentences !ike John didn'+
see the man who had stoien zavihing, and John didn't believe the “claim +hat
anyong lett are ili-formed as aradictea by ’033' complex NP comstraint. How~
ever, for a areat many speakers the felter senrence Is grammatical and for
some speavers even the former seatencs is grammaTnca . So, it is clear That
the qlctai gerivationai constraints ciscovered by Ross are subject To such
\'dr_“ "T.L.n.

[+ shuuid not be surprising That tha global derivaiional consirzinits dis-
cussed above aiso have a range of exceptions and are subject to dialecta! and
idiclectat veriaticn., For exarple, constraint 2 does not haid for the riie of
not-transportation, the existence of which has been demonsirated by R. Lakoff

TEZBE‘. Thus, when L1 iz 2 ronlogicsl predicr?e and L Is 2 negetive, the con-
straint does not hoid. Simitariy, cosstraint | dees not hold when 1l is a

—

negative ang TJ is an auriliary verb. Thus, Jjohn cznnol go can mean it is not
the case That Jopn can go. Like Ross' constraints, consiraints | and 7 admiT

Al

of a greal deal of Jialactal and idiolectal varlation. There are a grea+t many
peogle (more than cne-third of the people 1've asked) for whom constraint |
does nct hold for gquantifiers and nega?ives. For such people, Few boons were
read by many men 1S amhiguous, as is The jorget wasn't hit by many arrows.
Other soris of differances also show Gp In The constraints. ror example, for
some pecpla consiraints ! and 2 mention suirface structuice, not just shaliow
structure. individuals with such constraints will find that | dissuvaced Bil!
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from dating many girls can mean There are many girls that | dissuaded Bili trom
dating. Guy Carden L5 has poinfed cut that soma speakers differ as to whether
 conelraint can hold at one level as opposed to holding throughout the gram-
mar. McCawloy [50] has shown that for some speakers vhe no-doub le~negative
constraint holds only late ia the grammar (at shallow structure). These spask-
ers can gev sentences !ike: John doesn't |ike Brahms and 8ill deesn't |ike
Brahms, but not Sam~~he !oves prahms. (Bofore daietion, this would have the
structere underiying *5am doesn't not love Brahms.) However, many people find
such sentences impossible. Garden has poinfed out that This could be accounted
for if the no-double-negative congiiraint held Throughout the grammar down o
shalicw structure for such spsakers. With other speakers, the szme constraint
ceems 4o hold over other segmants cf The derivetion (cf. Carden, 5h.

such facts seem to show 1hat cons*raints | anc 7 are the ncrm from which
individuals may vary. + is pot ciear at present how such variaticns from the
nerm can Sast be described, and it wouid seem that the basic theory will even-
tually have o he revised To account for such veriations on basic constraints,

As +he above discussion, as well as those of Postal ([57]) and Ross (Fesh
have shown, gicbal derivatienal constralnts are pervasive in grammar. For ex-
ample, interactions between transformstional ruies and presuppesitions are
handleable in & natural woy using Cerivational constraints. Consider Kim
Burf's observation fct. wketf, [430) that future will can cptionaily gelete
it it is presupposed *hat the speuker is sure that the event wilil h3aopen.
Suppose the rule of will-caletion is given by +he local derivationa) constraint
(Ci,Cz5. Suppose +ree~condition O3 describes the presupposition in question.
Then Surt's chsermvation can be stated in The fornit

g -

(35% (P10 & Py /02 TIPR/CS
H (el 4

Presuppositions of coreferentislity can be freated in the same way. For exam-
ple, consider the shatiow struciure constraint +hat states thai a pronoun can-
net both erecede and command i1s antecedeni. Suppose Ci stetes that twe NPs
are corsforentisi, Oz stetes that The pronoun precedes +he antecsdent, and C3
states *nar The propoun commanas the antscecent. - The constraint would then

be of tng tore:

(36} PR/CyIDF/iCy & C3) wnere P, is 8 shallow structurs

3

Arother phencaznon thaT can be handled naturaliy in the basic theory is
Halliday's ([247,0257] notion of "focus'. Heiliday (.24} describes focus in
The following Terms:

_..the information unit, realized as the tone group, reprasents the
spezkerts crganizaticn oi the discourse info message units:  The
information focus, realized as tne location of the tonic, represents
his organization of the compcnents of eazch such unit such that at
least one such componeni, that which s focal, is presented as not
seing derivable from the pirecadiag discourse. 1f the information
focue 35 unmarked (foous on the finsi iexicai item), the nonfocal
comporents are unspecified with regeré To presuppocition, so that
the foczl is merely cumuiletive in the message (hence the native
speaker's characterization of it as ‘emphatic'). (i The informa~
rion focus s marked (focus olsewnere than on the final lexicel
item), The speaker is trea*ing fha non-focat compsnents as pra-
SUPHOSE.

--Haillday, [24], page &
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Hziliday!s acceunt of focus has been adupted by Chcmsky ! CiC3. Acsuims for the
momenT That Hs!lliday's account of focus as involving the lccaTion of stress on
surface structure constitruents were correci. Then +he centent of the sentenca
wouid be diviced into a presupposed part and » part which is 'new! or focussed
vpen. PReca!! that dsrivational consiralints enable one fo trace ihe history of
nodes Througheut o derivation. This is necessary iV onc is To pich ocut which
parts of P; cerrespond fo which surface structure consfituents. Given such a
rotion, the correspondence tefween PR and FOC, which are part of Tha semantic
representation, and the corresponding surface constituents can bs stajed by a
global derivational constraint. Thus, *he Haltiaay-Chomsky noiion of 'focus’
can be spproached naturatly within vhe vasic theory. What e neceded to make
such rearessntaticns precise is a precise dgefinition of the rotion 'semantic
content co! reqpond.ng to derived structure constituents'.

Of course, the Halliday-Chomsky account of focus is not guite correct.
For example, Halliiday and Chomsky assume that the constitusnt bearing main
stress in the surfsce siructure is the focus, and therefore that the lexical
items in Thet fouvrltuanf provide new rather than presupposed informaiion.
Thie is not in gepera! the case. Consider (37).

(37) The TALL giri leff.

Here the main Stress ic on TALL, wnich shoulid be the focus according to Hatli-
day and Chomsky, and should thorefore be new, not given, information. However,
in (37), TALL is undersiocod as medifying The noun in the same way as the
restrictive reiative clause who was tall. Since restriciive reiative clauses
are ple*aF"Q‘Pu‘ it follows hat in (A7), it is presuppcsed, not asgerted, that
the qirl being snoken of wes +asll. Thus, The meaning of the loxica! item TALL
capnot te aewe information. Ancther p~5°euxe candtdafe foir focus might bé The
wicie NP the Tai: airl. But jone of the iexical content of this NP Is new
information, aince 1t it proseppesed thot +he individus! under discussion
exisrs, it is presupposed that that individual s a giri and iT is presupposed

)
+hat she iz Tail., None cf This Is new. In (37), it is presupposed that some
gird le 7, anc iT is presupposed that some giri is tel The new information
is that ﬁhu gir! whe was presusposed to have left is core,efewf:a! with the

~ 1
girt who was presuppossd *o be *ali. The semontic conient of the focus is en
as=ef+icn of corsferentiality. In this very typicai example of focus, the
&l semantic conrent of the surfsce strocture constituent beairing main
:s has nothing whatever to Jdo Wxah the semantic content of the focus.
2ssumed Tha* he Haliiday~Chomsky account of focus in
Ti wrs is basicaliy correct. 8ut This Too

So far, we have
verms of surface strusiure Con
is obviously nistaken. dConsic

i38) a. Jchn iooked op & gir! whe he had once met in Chicago.
b. Jchn looked z girl up who he had once met in Chicago.

(38) a' 5
"'.’/_,..—-—" -\‘—v
NP~ e
l e T ol - ‘h‘-‘.'\"s.
Jehn ¥ NP
“a - —
4 \ —
!Jt/;p J\L MP"—“/” \»,.
QOKeG U ]
p /"u /’,\l\\
—/-‘— \\-—‘

3 ‘ - >
a girl wino he had once mel in Chicago
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B! s
- -—-‘"-'—'_"-. “"M" ! T e r—. ——
NP yp 3
' "/'r‘h‘\\ Pl T “N-‘”N
John v NP up  Who he Bed once meT ¥n ChIcegs

lodked a _giri

(a') and (b!) have very different surface structure constituents. Assuming
+hat main stress falls on "Chicage" in Soth cases, Chemsky and Haliiday would
predict thet these sentences should be different zn focus possibili+ties and in
corrasponding presuppccstn,ns, and that therefore they should arswer different
questions, and have quite different semantic representations. Bui iT is clear
that They do not answer different questions and do not make d:fferen+ presup-
positions. Thus, it is ciear that focus cannoT be defined purely ia terms of
surface structure corstituents. Rather it seems that derived stricture at
some aarlier noint in derivaticns is relevant.

These difficul+ies notwithstanding, it is clear that the phencmenon of
focus does involve giobal derivaTicnal constraints of some sort invelving
derived structuire. Hal%iday certainiy deserves credit for the deisiled work
he has done in this area, despite the limitations of working oniy with surface
structure. OGenerative semanTlus shouild provide & patural Tramework for con-
tinuing Hailliday's line of research.

Another notfion which can be handied naturally within the framework of
generative semaniics is That of !'Topic’. Kiima has observed tha 1 sentences
i

ke the following differ as to topic.

sy to pisy sonatas cn this violin.
olca oo

=
) olin is sasy to play sonatas on.
c. Sonatas are sesy to play on this viclin.

(3¢ a. It is e

(3} is neutral with respect o topic. (b} requires "this violin" to be topic,
while (¢i repuires "sonatas”. There are of course pradicates in Engiish which

reiate fopics tc the things they are Topics of. For axamgle,

(40) a. My story is about this vnolnn.
b. Trat di ssti

The predicates "be about! and “concern" arz Two-place relations, whose argu-
menys are a u-SQr.p?lon of & oroposition or discourse and the item which is
ihe fopic of that proposition or discourse. Thus, the (a), (b), and (c) sen-
tences of (41) and (42) are synonynous with respect To topic as wei! as To the
rest of Their centenT.
(41} a. Concerning sonatas, it is easy fo play them on this violin.

b. Concerning sonstac, They are sasy to play on this violin.

c. Sconatas are easy tc play on This viciin.

(42 a. About this viotin, it is =asy to play sonatas on it.
. Abcut 1his vielin, it is sasy To play scratas on.
c. This viclin is easy to play socnatas on.

[f the toplics mentioned in
trom the superficisi subjec

the clause containing "concern” or "abeut! differ
Ts in these sentances, then there is a confiict of

"
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topics and ill~formedness resulis, unless it is assumed That the sentence can
have mors than one topic.

(43) ?*About sonatas, this violin is easy fo play them on.
(44) ?%Concerning this violin, sonatas are easy to play on ift.

These are wel l-formed only for those speakers who admit more than one tfopic in
such sentences. _

These considerations would indicate that the notion 'topic' of a sentence
is to be captiured by a two-place relation having the meaning of "concerns" or
"is about". 1f the set of presuppositions contains such a fwo-place predi-
cate whose arguments are Pj and some NP, then it wiii be presupposed that that
NP is the fopic of Py. Thus, the notion "topic! may well turn out to be a
special czse of a presupposition. Since 3 semantic specification of "concerns"
and "is about" is needed on independent grounds, it is possible that The spe-
ciai slot for TOP in semantic representation is unnecessary. Whether all cases
of topic will turn out to be handleable In this way remains, of course, 1o be
seen. Whichever turns out fc be Frue, it is clear that the facts of (39) can
be handled readiiy by derivational constraints. Assume that there is a rule
which substitutes "this violin" and "sonates" for "it" in (39). LeT (Cy,C2)
describe this operation. Let Cz describe the fopic relation obtaining between
Py and the NP being substituted. Then the facts of (39) can be described by
+he following derivational constraint:

(45) (Pi/C} & Pis1/C2)DPR/Cs

Note that this has exactly the form of the consiraini discussed above describ-
ing the .deletion of future wili. Global derivational conctraints linking
transformaticns and presuppositions have this form. Of course, it may ¥urn .
out o be the case that & more general characterization of the facts of (26)
is possible, namely, that surface subjects in some ctass of sentences are al-
ways topics. In that case, there would be a derivational constraint linking
presuppositicns and surface structure. In any event the theory of generative
semantics seems to provide an adequate framework for further study of the no-
tion 'tepic'.

Ancther sort of phenomenon amenable to treatment in the basic theory is
lexical presupposition. As Fiilmore (C150) pointed out, "Lestie is a bache~
lor" presupposes That Leslie is male, adult, and human and asserts that he Is
unmarried. Similariy, "Sam assassinated Harry" presupposes that Harry is an
important public figure and asserts that Sam kjtled him. Thus, lexical in-
sertion fransformations for "bachelor" and “assassinate" musf be linked to
presuppositional information. This is- just the sort of |[inkage that we dis-
cussed above. '

Thus far, most ¢f The examples of glebai derivational constraints we have
discussed mention semantic representations in some way. However, this is not
+rue in general. For exampls, Ross' [65]) constraints are purely syntactic.
Ancther exampie of a purely synfactic global derivational constraint has been
discussed by Harold King [38]. King noted that contraction of auxiliariés
as in "John's tall", "The concert's at 5 o'clock", etc. cannot occur when a
constituent immediately foilowing the auxiliary to be contracted has been de-
leted. For exampls,

(46) a. Max is happier than Sam is these davs.
b. *Max is happier than Sam's these. days.



(47) a. Rich though Jchn is, |
b. *Rich though John's, | sti

(48) 2. The concert is this afternoon.
b. The concert's this afternoon.
c. Tell John that the concert is in tne auditorium this afternoon.
d. Tell John where the concert is this afternoon.
e. *Tell John where the cecncert's this afterncon.
f. Tell John that the conceri's this afternocon.

in (e} the locative adverb has been moved from after is; In (f) no such move-
ment has taken place.

Since contraction is an automatic conseguence of an optional rule of
stress~lowering, the general principle is that stress-lowering on an auxilliary
cannot take place it a* any polnt earlier in the derivation any ruie has de-
leted 2 constituent immediately fol!leowing the auxiliary. tet (Cj,C») be the
rule of stress-lowering for Aux-. let Cy = X! = Auxd ~ A ~ X" where A is any
constituent and Cg = X' - Auxd - ¥K.  The corstraint is:

(49) (I X) (YD (B /Cp & Py /Oy & Py/C3 & Fyyy/Cy)

A wide range of examples of global derivational constraints not mentioning
sementic representation will be discussed in (Lakofi, [43]). The redundancy
rules discussed by R. Lakoff ([42¢]) are further examples of this sort. The
exact nature and extent of global derivational constraints is, of course, 1o
be determined through future investigation. 1t shculd be ciear, however, that
g2 wide variety of such constraints do exist. Thus, the basic theory, in its
account of global derivational constraints, goss far beyond the standard the-
ory and the Aspects theory, which Inciuded only a very limited veriety of such
censtraints.

The basic theory is, of course, nct obviously correct, and is open 7o
challenge on empirical issues of all sorts. However, before comparing theo-
ries of grammar, one should first check to sse thet there are empirical dif-
terences betweer the theories. Suppose, for example, one were to counterpose
to the basic tneory, or generative semantics, an 'interpretive theory' of
girammar. Suppose one were To consiruct such an interpretive theory in the
tollowing way. Take the class of sequences of phrase-markers (PyyeoesPp,...
«+«,Pp) where all lexica!l inserticn rutles ocaur in & block between | and P
and all upward-toward-the-surfaca cyclic rules apply after P;. Call P; 'deep
siructure’. Assume that P;....P, are limited only by local derivational con-
straints, except for those global constrazints that define the cycle and rule
ordering. Cail P;,...,P, the 'syntactic part' of the derivation. Assume In
additior that semantic representation SR = (P_y,PR,TOF,FOC,...}, where Pem I8
3 chrase-marker in some "semantically primitive" notation, as suggested by
Chomsky ([0 in his account of the 'standard theory'. Then a full derivation
witl be a sequence of phrase-mariers:

P"""""""'P"j-’""""'PO’PI’""""‘Pi"""""Pn

Calt Pg...P_y The semantic part of the derivation. Assume that the sequences
oV phrase~markers Pg....P_; are defined by local derivationa! constraints and
giobal derivationzl constrainfs that do not mention any stage of the deriva-
rion after F;, the 'deep structure'. Call these constraints 'deep structure
interpretation ruies'. Assume that the sequences of phrase-markers PejeusiPop
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are qefined by lucai derivaticpal cepstratats gairee with globa!l derivational
constraints that msy menticn Pp anu P, as wall 25 P_,.....F_m, FR, TOP, FCC,
etc. Call these consviaints ‘surtace structure intefpretation rulec’ {1
such global constraints Wdy mantion not only Pp and P,, hut all po!nfs in
batween, then we wifl cail ‘ham 'iniermediate q*ru.+ure interprefawion rutes.!)
[+ should he clear that such an 'irTerpretive theory cf grammar' is simply o
reztricted version of tha basic theory. One can icok at the deep structure
interpretation rules as operations ‘'going from' Py to F_;, which are able Tc
Ploeok back! only ax far as F,. Angd we vould lcok at the surface sitructure in-
torpretarion rules as opbra ions going Trom the ‘Toutput! of the deep siructure
infterpretation ruies Po: 70 SR, wh;'e baing able to Tigok back'! +o P. and Pr.
However, as Chomsky (i sﬁt) points out, The noticn of 'directionzlity' is mean-
ingless, and 2 there iz no empirical ﬂi‘:eren e telwesn These operations and
derivaticonal constraints. Thus, such 'interpretive thecries? are no differ-
anT in empirical consequences than the basic theory, restricted in The above
way, provided tnhat such interoretive thecriss assume that semantic rapresen-
tations arc of the same form as phrase-markers or are notational variants
Therest. The only empirical differences are the ways in which the basic ‘the-
ory iz assumed to te vo.,sf-- ined, for example, The quesilon as to whether
ievels like Py Py, and r-J 5<i8 &s we saw above, 4hero is raason 1o be-
lieve that ievel P; does nct st, and no cne has ever given any reasons
for telieving that a levet , thet is, that 'deep structure inteir-
pretotion rules' are segireoniad off from 'surfece syructuras nnTerpre?uficn
reles!.
Co ferr, no irterpretive Theory ihis explicit has been proposed. The only
ission of anat might b2 callee an intergretive *hecry which goes info any
i at alt ic given by Jackendet? {3271}, wne aiscussos both surtace and
intermediate structure inferpretaticn rules. However, Jackendoff explicitly

tusas o discuss The nature ¢f semantic representation and what the cutput
bis tuTc'ore?:vb reres 13 suppoced Yo fack like. so thaet It ic impossible
determine whether his interpretive frheory when compieted by the addition
an econunt of seinantic representaiion will be simptiy 9 restricted version
tha Theory of generar semant cs.  Jackendof{ cleims That semantic repre~
entzticns are T identi fo syniactic represantations (D233, page 2),
put he does not discuss fhis claim. However, the empirical nafure of tha issus
is' ctear: Are Jdac ¥t intersrevzrion rules simpiy notationa! variants cf
derivationa: censiraints? (Ths cnly examnles ha glives do, In fact, do this.)
Will the output of his iules be phrase-markers, or notational variants thereof?
Of coursa, such susstions are urenswerable in the absence of an account of the
form of his rules and the form of their ourpuf,

Afthough Jackendots does not give any cheracterization of the outpui of

nis envisioned ln10:v”%fa“ ‘on ruies, he does dlscuss a number of examples in
tarme of the vagus notiens 'fpwteGC-acaﬂe‘ and ‘YP-scope'. Many of the exem-
pies he discusses coverizan wirth those ¢iscussed aoove in connection with global
derivetional uun-ira:qfr I and 2. for example, he discusses sentences |ike
"Mary ot the arrows didn'? hit the fergei" and "The target wasn't hit bv many
of the ariows™, claiming that tThe ditfereace In inferpretation can he account-
2d for by «hat he cails o ditference in scope, which boits down to the question
of whether the gizpmert (n quasfion is invida the VP or not. 1f he were 1o
arovige some reascnable cutput for his rdiss, then his scops—-ditfarence pro-
poca!l wmight be made to maich, up with Thoss subcases of constraint | where L!
is in subjeot position and T is dominated by YP. The overlan is oue to the
fact inot the subject NP p*mﬂeae ¥i*. However, there are certain crucial
ceses whicn decide batwean caastraint | and Tthe exiended Jackendoff proposal,
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namely, cases whare the two elements ir question are both in the VF. Since
they would not differ in VP-scoupe, tne Jackendoff prcposal wou'ld predict that
rhe relative order of the eluments should rot affect the meaning. Constraint
!, nowever, weould predict a meauing difference just as in The other caces,
where the 'eftmoct element in Ehd!iuh structure commanced the other element in
semaptic representation. We have alrceGy seen scine exampies of cases iike
This,

(50) a. John talxed o few girls about many problens.
6. John talked abolT ! many problems 1o ‘ex alris

(513 a. i tsiked to few giris about oniy those prohlems.
b. | talked about oniy these problems to few girls.

.

These sentences show the meaning difference predicted by constraint 1, but not
by Jackendoff's scope-differcnce proposel. Uther examples inveive adverbs

like carefu!lly, quickly, and ;Tupif_y which he claims occur withlin The scope
ot the VP when they have a mannar interpretation (as opposed to sentence sd-
verbs like evidently, which be says have sentence-scope ang are not wiihin the
VE). Since Jacnendotf permits some adverbs ilie stupidiy to have bcth VP-scope
and sentence-scope with difiering interpret aﬂnons, T all of ‘the following exam-
ples will contain the sentence adverb gevidentiy just Yo force the VF=-scope in-
t+aipretation for the oiher adverbs, since a8 sentence may contair. only one sen—
tence &dverd.

el
o
=
o
-+
4
-

|
k
.J<

{5z) a. John

e s!iced bagei guickly.
b. Joha evi 1

iced the
wick iced the bagel ﬁarpful ly.
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(£3) =a. Jonhrn evident!y had varcz"ly slicad few bag !:.
b. Jonhn evidant!lyv hat sticea few DELEIa cGre 1y .

(54) a. John evide
2yid

ntly ha¢ stupiaiv given nons of his money away
b. Jonn T

l
iy had civsl none of his money a-ay siupicdiy.

cach of 1re palrs of under!ined vords wouid be within the scope of the VP ac-
LOTC!HQ to jackerdoif, and <o, according to his theory, the (2) anc (B) sen-
jerces snould pe synonymous. They obvicusly ars net, and the difference In
their mezning ic predicied by consirzint . Thus, cons straint | handlies a
renge of cases that Jackendott's scope-difference proposel inherentiy caanct
handle.

Eut Jdachken
order To genear
need a phrase~
followed 5y a quantitier x vet - N:“} 3 )., The reaing of the NEG relative to
Tha coantifier would be given by his sentence-scope iaterpreiation rule, since
"ot wany® is gart of The ;ube*T "net manv arrcws"™ in the above sentence.

3ot{'s gr”pObo is inadeguate ir ancther resaecf as weli. in
te o SLHTGH»c like "ot many arrows hit tne target” he would
Jructure ruie expanding Delterminer as an optioral negative

¥

This interprefalion rute mzkss ro usc ov the fact 1haet nof nappens te procece
matj in this exencle (and iz irterpreted as conmanding Tﬂﬁl’ since Jacken-
ISF{ s jatersreraTion rule wouid depenc ip this case on subiect {senilance-
SoLpa) posiTion, NOT ik .Nfi‘lp‘?iif? arder oF negeTive and cuantitier, Thus,
in Jeckandofi s treavwent, i1 is an accicent “her NCv rappens to precese The
grantifier with Tnis m~‘n.nq Jac>endnff 5 SCOPE YU wou ld give exactly the
same resuit if the NEG ted foiiowes The quantifier within the scublect, that is,

it the inpossible *mauy oot arrows existed.  Thus, Jackenooft's phrese~structure

*
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_rule putting the NEG in front of the cuantifier misses the fact vhat this or-

cer is explzined by constraint I. ‘ .

Cn the whole 1 would say that the discussion of surface and intermediate
structure interpretation rules found in Chcmsky L1062, Jackendoff ([33]) and
Partee ([55]) do not deal with the real Issues. As we have seen, such rules
are equivalent 1o transformations pilus globzl derivational constraints, given

. the assumption fhat semantic representations can be given in terms of phrase-

rarkers. We know that fransformations are reeced in any theory of grammar,
and we kncw that giobal derivational constfrainie are aiso neeced on indepen-
dent grounds, as in rule ordering, Ross' constrainte ([65])), R. lakoii's re-

‘dundancy rules ([247), Harold King's contraction cases ([38]), and the myriad
_of other cases discussed in Lakoff [43]. Thus, surface -and intermeciate

structure interpretation rules are simply examples of derivationst constraints,
local and clobal, which are needed independentiy. The real issues raised in
such works are (i) Can seman¥ic representation be giver -in. terms of phrase-
markers or a notaticnal veriant? (i) |s there a level of 'deep structure!
following lexical insertion and preceding all cyclic rules? and (iii) What
are the constrainTs that hcld at the levels of shallow structure and surface
structure? These are empirica! questions. (i) is discussed in Lakoff (forth-
coming), where it is shown Thet, ¥o +he |imited extent to which we krow any-
thing abouT semantic representations, they can be given in terms of phrase-
markers. (ii) was discussed in the previous section, and will be. ciscussed
more thoroughty in The fcllowing seciion. (iii) has been discussed in some
detail by Perimutter (5€) and Ross ([651). 11 seems Fc¢ me that mary of the
regularities concerning nominal izations that have been ncted by Chomsky and

. ofher low-fevel regularities noted by Jackendoff ([331) and Emonds ([141) are

insfances ¢t consiraints on shallow or surface structure.
4. Autenomous and Arbifrary Syntax
A field is defined by certain questions. For example,

(i) What are the regularities that govern which linear soquences of words
and morphewes of a language are permissible and which sequences are not?

(ii) What are the rGQQIaEines by which the surface forms: of utterances are
paired with their meanings? B

Early transfcrmaiional grammar, as initiated by Harris ([281,0[29]) and devel-
oped by Chomsky ([83,[911, make the assumption that (i) could be answered ade-
quately without also answering (il), and ‘that the study of syntax was the at-
tempt to answer (i). This assumption cetined & tield which might well be cal-
led 'autoncmous syntex!, since it assumed that grammatical regularities could

be completely characterized without recourse tc meaning. Thus, early trans-

tormational grammar was a natural outgrowth of American structural iinguistics,
cince. it was concerned primarily with discovering the regularities governing
the distribution of suirface forms. : '
However, The main reason for the development of inferest in fransformo-
tional gremmar was not merely that i+ led tc the ciscovery of previcusly un-

tormulated and unformulab!erdisfribdfiona1 regularities; but primarily that,
through the .study of -disiributional reguiarities, transformational grammer
provided insights into the semantic organization of language and -into the re-
lationships between surface forms and their meanings. 1 transformational
grammar had rot led to such insights-=if its underlying syntactic structures
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had turned ouT to be fotelly arbitrary or no more revealing of semantic orge-
nization +than surface structures--then the {ield would certainly, and Justi-
tiably, nave been consideraa sull. [t may seem somewhat paradoxical, or per-
haps miraculous, that the most imporfant results To come out of a field that
assumed ‘hat grammar was independent of meaning should be those that provided
insights as “o how surfecs grammatical structure was related to meaning. in-
tensive investigation into transformafionul grammar in The years since 1965
has shown why transformationai grammar led to such imsights. The reason is
that the ciudy of The distridbution of words and morphemes (s inextricably
bound up with the study of mearings and how surface forms are related o their
meanings. Since 19€5, empirical evidence ras turned up which seems to show
this conclusively. Some of 4his evidence will be discussed below. Conse~
quant!y, & thorougn~geing attempt to answer {1 will inevitably result in pro-
viding answers to (ii). The intensive study of tronsformational grammar has
led 1o +he abandonmnent of the autonomous syntax position, and with it, the
establ ishment of a tield defirad by the clalm thet (i) cannct be answered in
full without simultaneousiy answering (ii), at least in cart. This tield has
ccme to be cailed 'generative cemantics'.

To abandon the autnomous syntax position is to claim that there is a con-
+inuum batween syntax and semzntics. The basic theory has been formuiated 1o
enable us to make this aotion precise, and to enable us to begin to formulate
empirical lv chserved reguiacitics which could not be formuleted in a theory of
autcnomous syninx. Ferhaps the empiricail issues <an be defined mors sharply
by considering the basic thecry vis-a-vis cther conceptions of transformeticnal
grangar. Supacse one were 1o resirict the basic theory in the totlowing way.
Let PR, TOP, I, .... in SR be nuli. Limit global derivational constraints to
those which specify rule order. Limit focal derivational constraints to Those
specitying elamentary transformations, es discussed in Aspects. Assume that
all jexica' imsertion transformations apply in a block. The resulting restric-
ted version of the pasic theory is what Chomsky in [10] describes as a version

£ +he “stangarc thecry™.

Of course, rot ali versions of the ftheory of grammar thav have been assum-
ed by researchers in transformetional grammar are restricted versions of the
pesin thesry, nor versions of the standard theory. For exampie. the theory of
grammar outlined in Aspects of the Theory of Syntax {52 is not a version of
either the basic theory or 1he s+arndarg Theory. The principal place where the
theary of Aspects deviates from the standard theory and the pas!c theory is in
itz assumpTion of +he inclusion of & acn-null Katz-Fodor semantic component,
in particular, their coreption of semantic readings as being made up of amai-
gamated paths,™ which are sirings cf semantic markars and of svmbols which are
supposad 1o suggest tociean operaf!ons.g They nowhere say that readings are
to be dafined as phrase-markers made up of the same nonterminal nodes as syn-
tactic phrase-markers, nor do they say that projection rules are operations
mapping phrase-markers oato phrase-markers, and | am sure That no one could
legitimately read such an interpretation into their discussion of amalgamated
paths and Bouiean operations on markers. Thus a derivation of a sentence,
inciuding the derivation of its semantic reading, would be represented In The

Aspects theory a5 8 3equerce Ap,..-<+sAn,Pp,..-.-..Pp, where the Pi's are

phrase-markers defined as In tie basic theory and the stendard theory while
the A;'c zre amalgamated paths of markers, which are not defined in either the
basic”thecrv or the standard theory. (Chamsky (U101, p. 12) says "Suppose
further that we regard S as itself a phrase-marker In some "semantically prim-
itive" notation....Suppose now that In forming £, we construct Py, which is,
ir fact, the semantic representation § of the sentence." In ailowing for
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semantic representations to be phrase-markers, not amzligamaied paths, Chomsky
is ruting oui a nonpul!l Katz-Fodor semantic component in h‘ new “standard
theory".) In the Aspects mode! it Is assumea that the Py's are defined by well-
formedness constrainfs (base rules). It iz not ossuied, thet either the Pp's
(surface structuresl or +he Ay's {(semartic FEOulﬁgb) are constrained by any
adgitional welli-formedness candu.lons, ra1her it is assumed +hat they are com-
pletely characterized by the applicar-on of transformations and- projeciion

rutes to the base structures.
Tnus, the Aspects theory diffeirs in an impofran» reéperl fron tne basic

theory and the sfTanderd theory in the definifion of 2@ derivation.

(1), (8) Aspects theory: Am,.,t.w,,,..,.;ﬂ.,AQ,P4,f.,..-.,.,f,.}.Pn

(b) S-!- ﬂdafﬁ“ .i.heury.' ‘L}I’"""-"‘Q.".'."'~."’Pi’."...“‘...’.'P!‘"

- . A
, i _ | |
semantic , deep surface
represent aTson - s+ru¢Ture- s*ruc*ura

The Aspects tinedry a assumes that cemantic ledo;ﬁgs are forma| ob;ecfh oi 3 very
different sort than syatactic phrase-rarwers and thal piroj lection rules are
formn! operations cf a very diiferert sort than gremmetical transformations.
Cne. of the most |mer1anT innovaticns of generallve semantics; -perhaps the
most fundamental one since all the others rest on it, has peen the claim that
semantic representations and syntaciic phrage-markers are formal obJecrs of the
same kind, anZ that there exist no- prOJer# on-rules; but only grammatical
+i-ansformeticns. In his 6:*"us ion of his new “standard theory", Chomsky has
therefore adopted without justification cne of the most fundamental inrnova-
tions made by the hasic *heory.

he "stagdzrg theory is a considerable !nnovstion over the Aspects ‘theo-
vty in this sense, since it raprasenﬂa ah topiicit rejeciion of Katzian seman-
tics and since +he difference between having analgama Ted pa .hg and phrase-
markers as semantic repre,rn*afssns is crucial Tor Chomesky's claim that there

exist surface structure interpretation rules. Suppose this were a clain That
there are rules Tba*'map sur:eve structures onto amalgamated paths coniaining
strings of semantic markers and symbois for Booiean operations. If It were,

then such rules would be ‘urNal ogerations which are ¢f an enfirely different
rature +than grammaticz! franstormations. Then such rules could not have those
propertiss of grammatical fraznsformations That depend crucially on the fact
that borh the inpuT and output of the ‘fransformations are phrase-maikers. But
it has ceen sﬁown {Lakoff, [427) that, st teast in thé case of surface inter-
pretation ruies for quantifiers and negetives proposed by Partees ([55]) and
Jackendotf ({331}, such interpretation rules nust obey Rosc' constraints on
movement Transformations (Rees, [65]). Since Ross' constraints depend cru-
¢ially on doth the input and output of the rules in question both belng
phrase-markers (c¥. the account of the noordinate siructure constraint in

§ |3, i+ can bs demonstratad that, if tie outputs of surface interpretaiion
rules are not phrase-markers, then the surface int ferpretation rule proposals

for handling quantifiers and negation are simply incorrect. Thus, although
- Chomgky dcesn't give any reascns for adopTing this innovation of gensrative

semantics, his doing 56 is censistent with his views concerncng the esxistence
of surface =+ruufure riies of semantic interpretation. '

The assumption that there existe 3 leve! of desp structuirs, in the sense
of either the Aspects or standard +theories defines two possibie versions of
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the auvtonomous syn+ax position: to my knuwiedqe. these ora the only two that
have teen serious'y considered i1 the contexit of iransformarionzi grammar. We
have already seen in § 2 that there Is evidence against CIbY.  in wnz* folicws,
| will discuss just a few of the wide range of cases that indicate that both
the Aspects and standard-theory versions of the autonomous syntax position are
open to very serious doubt.

Though Chomsky ¢oes not mention the cycie In his discussion of the stan-
dard theory., wa saw in section 2 shove that it interacts crucially with the
claim of the standard iheory that ali lexical insertion rulea occur in a
hlock, since it i{s shown tThat there can he no level of ‘desp stcuciure' if
such is detined as feliowing all iexica! insertion rules and preceding ail up-
ward-toward-the-surfacs cyclic rules. The argument of section 2 also showed
that there exist some czses of post-transformationa! jexical insertion, as was
conjectured tv McCawlev 'r4a]’ and Gruber ([231). Postal ([58]) has found a
rather remarkable case to confirm McCawiey'ls conjecture. Postal considers
centences iike John s*rikes me as being like a gorilla with no teeth and John
remindgs me of & aorilla with nc teeth. e notes that hoth sentences invelve
a8 perceptich on my pari of a similerity between John and a gorilia with no
teeth. This is fairly obvious, since a sentence !ike John remnnds me of a
gorilla with no teeth, fhough ! don't perceive any similarlty between Jonn and
a gorilla with no teeth i contradictory. Postal suggests That an adequate
semantic regresentaticn for remind in this sense would involve 3t ieast *wo
elemen*ary predicates, on of percenticn and one of simiiarity. Schematically,
Sl sirikes 10 as being Jlike © and SU remincs IC of O would have to contain a
representation |ike:

(2) 10 [perceive] (53U [simila-] G J

where {perceive] is a two-place predicate relating 10 and (SU [simitar] © )
and [similar] is a8 two-place predicate relating S and 0. (2) might be repre-
sented as {3),
13) S
..”'ﬂ. T
.—-’/ - ; \\‘\‘.

L : S————

Ni? v {0

| ! b

i i

10 [percéive] S

e ’P‘\

A ! :
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Postal suggests +hat the semantic representation could be treiated To the sur-
face structurs by the ind epnrdanfly reeded rules of subject |a|s|"g and psych=-
mevement, nlus McCawley's rule of predicate !Ifting (McCawley, 1.4281). Subject-
raising weuld produce (4).

Si [simit
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(4)

[simitar] 0
Psych-movement would yield (5).

(%)

Sl ] z
c

| S [perclive] IL x : ;/////,\\\\\\\\\
. , : , - :

[similarj

Predicate 1ifting would yiald (6).

(6)

NP

SL. '[percéf:;;//\\f\\\g l%

[similar]

o

Remind would substitute for [ [PERCEIVE] [SIMILAR] ye A The question to be
asked is whether there is any fransformational evidence for such a derivation.
In other words, is there any transformational rule which™in general wouid ap-
ply only to sentences with a form like (3), which also appiy To remind sen-
tences. The existence of such a rule would require that remind sentences be
given undertying syntactic structures |ike (3), which reflect The meaning of
"such sentences. Otherwise, ftwo such ruies vould be necessary~-one for sentences
‘with structures |ike (3) and one for reming sentences.”
Pc;?di has discovered Just such 3 rule. It is +he rule that deletes sub-

- jects in sentences iike:

(7) To shave onesslf is to forture onese{f.

LA
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(8) Shaving oneself is (like) torturing oneseif.

Postal observes that the rule applies freely if the subject is the impersonal
cne (or the impersonal you). However, thare are other, rather resfricted cir-
cumstances where this rule can apply, nameiy, when the clause where the dele-
tion takes piace is & complement Of a verb of saying or thinking and when the
NPs fo be deleted are corefarential to the subject cf that verd of saying or
thinking.

(9) Bill! says that to shave[ himself|{ is 4o torture himself}.
*herself} *herself

110) Bill feels that shaving| himself is (like) torturing/ himself .
[*¥themselves ¥themselves

The presance of 1he refiexive indicates what the deleted NP was. Sen-
toences Jika (1!} show That this rule does not apply in relative clauses In ad-
dition to complements, and (12) shows that it does not apply if the deleted
NPs are identical only to the sublect of a verb of saying or thinkirg more
than one sentence up.

(11 *Bii) knows a gir! who thinks that shaving himself is like torturing
himself,

(12) *Mary says that Bill thinks thai shaving herself is torturing berself.

Postal notes that this rule also appl!ies in the cases of remind sentences.

(13} Shaving] himself} reminds John of torturing| himselfi.
¥herself} *hersel f

it remind is derived from a structure like {3), then this fact follows automat-
icatly, since (%) contains a complement and a verb of thinking. 1f (13) is not
derived from a structure !ike (3), ihen 2 separate rule would be needed to ac-
count for (13). But that weuld be only half of the difficulty. Recall that
the general rule applies when the NPs 1to be dJeieted are subjects of the next
highest verb of saying or thinking and the clause in question is a ccmplement
of +that verb, as in (9) and (10). However, this is nct True in the case of

reming.
(14) *Mary says that shaving herself reminds Bill of torturing herself.

{f remind is analyzed as having an underlying structure iike {(3), this fact
follcws automatically from the general ruie, since then Mary would not be the
subject of the next-highest verb of saying or thinking, but rather the subject
of the verb two sentences up, as in (12). Thus, if remind is analyzed as hav-
ing an underlying syntactic structure like that of (3),; ore need only state the
general rule given above. I[f remind, on the other hand, is analyzed as having
a deep structure like its surface structure, with no complement construction

as in (3), then one would (i) have to have an extra rule just for remind (fo
account for (13)), and (ii} one would have to make remind an excepticn To the
general ruile (to account tor (14)}. Thus, there Is a rather strong transforma-
tiona! argument for dJderiving remind sentences as Postal suggests, which re~
quires lexicai insertion to take place following upward-toward-the-surface cy-
clic rules iike subject~raising and psych-movement. This is but one of a
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considerable number of arguments given for such an analysis by Postal [s8].
Pastal's claims about remind, if correct, provide crucial evidence of one
sort against ths existence of a level of deep structure in the sense of both
the 'standard theory! and the Aspects thecry, since such 2 level could be main-
tained only by giving up lingulistically <significant generalizations. This
would be similar to the argument made by Halle ([26]) against phonemic repre-
sentation. Another such argument has bsen advanced by McCawiey, [49]. Mc~-
Cawley discusses the phenomenon of respectively-sentences, rejecting the claim
that respectively-sentences are derived from sentence conjunction. Chomsky,
in [10], gives a particularly clear description of the position McCawley re-
Jects. Chomsky discusses the feliowing examples. The angle~bracketed numbers
correspond to Chomsky's numbering. The square-bracketed numbers are McCawley's;
where McCawley gives no number, the page is |isted. Note that not all the ex-
ampies nave square-bracketed numbers or page references, since Chomsky gives
more sentences than McCawliey does. <9>; <10>, <15>, and <18> are Chomsky's
examples, not McCawley's.

{
[p. 164-57 8> Ax:Xx {John, Harry{ [x love's x's wifel
1 J
<9~ John loves John's wife and Harry loves Harry's wife.

<10> John and Harry love John's wife and Harry's wife,
respectively.

C142] <1!> John and Harry love their respactive wives.

{1647 <]2> Ax:x € m [x love's x's wife]

C149] <i{3> Those men love their respective wives.

[i59] <i4> That man{x) loves Mary and that man(y) ioves Allce.

<!15> Thet man{x) and that manly) love Mary and Alice
respectively.

[isel <i6> Thase men love Mary and Alice respectively.
1597 <17> That man{x) foves Mary and that man(x} loves Alice.

<i8- That manix) and thai mani{x} love Mary and Alice
respectively.

Ci57] <19> That man loves Mary and Allice.

Chomsky's recensiructicn of position McCawley rejects is given in a diagram
which he numbers <20>.
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¢ R R' _,.
<20> €8> —+ <Q> m> <|D> ~——> <!i>
I'
(2 e i3>
R R
<i4> —>» <| 5> L <6

.. R

C
<}7> ==+ <18» —= <{G>

R' is the ruie that converts respectively To respective in the appropriate
cases, and C is a rule coenjunction collepsing. i, R, and R' are the crucial
part of Cromsky's reconstruction of the argument. | and 1! are not mentioned
by McCawley at all, and are entireiy due to Chomsky. R is what Chomsky refers
to as the "respectively~transformaticn™ as it is discussed in the transforma-
tional literature. Such a ruie would map <9> into <10>, <14> into <i5>, and
<17> into <I8>. On pages 163 and 164, McCawliey shows that grammars incorpo-
rating a rule such as R are inadequate because of their inability to hendie
sentences containing both piurals and respectively. He then remarks (p. 164):

Thus, in order To explain 141-149, it will be necessary 1o
change the formulation of the respectiveiy fransformation so es to
make it applicable 1o cuses where there is nc conjunction but there
are plural noun phrases, or rather, noun phrases with sei indices:
pluraiia tantum dc not+ allow resceciiveiy unless they have a set
index, so that

156. The scissors are raspectively sharp and blunt.

can only be interpreied as a reference to fwc pairs of scissors and
not to a single pair of scissors.

VMcCawiey Then gees cn t¢ outline what he thinks an adeguate rule for stat-

ing the ccrrect generalization involved in respectively sentences might 1ook
tike. (Incidentally, Chomsky descrites <20> as the position McCawley ezccepis
rather than the one he rejects. He then proceeds to point out, as did McCawley,

that such a position is untenable because of its inadequate handling of plurals.
On +he basisz of this, he claims To have discredited McCawley's position in par-
ticular and generative semantics in general, though in fact he had described
neither.)

McCawley gives a rather interesting argument. He begins his discussion of
what an adequatc account of the respectively phencmens might be like as follows
{pp. 164-5).

...The coriect fecrmulation of the respectively transformation must
thus invoive a set index. That, of course, is natura! in view of
the fact that the effect of the transformation is to 'distribute’
a universat quantifier: the sentences involved can all be repre-
sented as involving 2 universal guantifier, and the result of the
respectively transformation is something in which a reflex of the
set over which the quantifier ranges appears in place of occur-
rences of the variable which was bound by that quantifier.

He then continues;:

...For example, the semantic representation of 149 is something
p -~
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jike x ¢ M [x loves x's vife], where M is the set of men in question,
and 142 can be assigned the sementic represenfaficn\f

x e Oy ,%,i
[x toves x's wifel, where x| corresponds Yo John and X2 ?o:Harrx
the resulting sentence has Those men or John and Harry in place of
one occurrence of the bound variable, and the corresponding pro-
nominal form they in place of the other occurrence. Morecover, vife
takes a plural form, since affer the respectively fransformaiion
+he noun phrase which it heads has for its index the set of ail
wives corresponding To any x in the set in question. The differ-
ence between 142 and 145 is that the function which appears in
the formuta that the quantifier in 142 binds is one which is part
of the speaker's linguistic competence (f(x) = x's wife), whereas
that in 145 is one created ad hoc for the sentence in question
(f{x}) = Mary, f(xp) = Alice).

Basically, Mcuaw'ef is saying the following. The sentences John and Harry
love their respective wives and Those men love thelr respective wives have cer-
tain Things in common semantically which can be revealed by a common schema for

semantic representation, namely,

(15) . \f [x loves x's wife]
X e M

The differences between the twe sentences come in The specification of the set
M. In the former case, M is given by the enumeration of its elements, John
and Harry, whereas in +he latter case, M would be specified by a descrnp?1oq
of the class (the members each have ths proper+|e> of being & man). Given
that these two sentences have a common form, McCawicy notes that "the result
of the respectively itransformation is something in wihich a reflex of the set
over which the aquantifier ranges appears in place of the occurrences of the
variable which was bound by that quantifier." Note that he has not proposed a
rule; rather, he has mede the observation thal given tne opan sentence in the

above expression

{16) X joves x's wife

the surface form of the respec1ive!y sentences is of essentially this form
with the nonanaphcrlc x's filled in in the appropriate fashion--by a descrip-
tion (those men) if the set was defined by a description and by a conjunction
(John and Harry) if tho set was given bv enumsration. McCawley does not pro-
pose a characterization of the necessary operation. He merely points out that
there is a generalization to be steted here, and some such unitary operation is
needed o state ifT.

Now McCawley turns to 8 more interesting case, namely, John and Harry love
Mary and Alice respectively. He notes that the form of (15) is not sufficient-
ty genera! fo represent this sentence, and obssrves that there dces exist a
irore general schema in Terms of which +this sentence and the other *wo can be
represented.

(17) V [x toves f(x)]
. X € M
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In cases like (153, f{x) Is specified generally in terms of the variable which
binds the open senterice, that is, f(x) = x's wife. In cases |like the one men~
tioned above, the function is specified by an enumerailon of its values for
each of +he members of the set M over which it ranges, that is, f(x)) = Mary
and f{xp) = Alice, where M = {XT,xz}. hs before, McCawley notes that ali three
respectively sentences have the surface form of the open santence,

(18) x loves #{x)

where x and £(x) have been filled in as specified. Again there is & general-
ization to be captured, and McCawley suggests that in an adequate grammar there
should be a unitary operation that would capture it, though he proposes no such
operation.

He then makes the following conciusion.

! conclude from these considerations that the class of repre-
sentations which functions as input to the respectively transforma-~
tion invelves not merely set indices but aiso quantifiers and thus
consists of what one would normaily be more inclined to cali seman-
Tic representations than syntactic representations.

Recal! That he is arguing against the Aspects theory, not against the
standard theory, and in the tollcwing paragraph, he goes on to propose what
the standard theory, but not the Aspects theory, assumes, namely, that semantic
representations are given in terms of phrase-markers. In the Aspects Theory,
it is assumed that semantic representations and phrase-markers are very differ-
ent Kinds of objects, and McCawley goes on to suggest that if there is & uni-
tary operation relating semantic cbjects like (17) to the phrase-markers repre-
senting respectively sentences and if, as Postal has suggested, ordinary con-
junction reduction (which is assumed to map phrasc-markers onic phrase-markers,
is just a special cose of respectively formetion (see pages 166~7), then re-
spectively formation must be a rule that maps phrase-markers into phrase marke
ers, and hence semantic representations Iike (17) musts be given in terms of
phrase-marksrs. If McCawley's argument goes through, then it would follow that
+he concapt of deep siructure given by the Aspecis theory (though not necessar-
ily that of the "standard theory") would be wrong because of its Inadequate
conceprt of semantic representation as amaligamated paths. Chomsky's claim in
[10] +hat McCawley has not proposed anything new in This paper is based on an
equivocation in his use of the term "deep siructure" and ccllapses when the
equivocation is removed. With respect to the issue of whether or not semantic
representations are given by phrase markers, the notion of "deep structure’in
the Aspects theory is drastically different than the notion of 'deep structure®
in +he "standard theory"; thus, It should be clear that McCawley's argument, If
correct, would indeed provide a Halle-type argument agalnst the Aspects notion
of "deep structure", as was McCawley's intent.

But McCawley's proposal is interesting from another point of view as well,
for he has claimed that the requirement that one must state fully genreral rules
for relating semsntic representations to surface structures may have an effect
en the choice of adequate semantic representations. In particular, he claims
+that an adequate semantic representation for respectively senfences must have
a form esssentially squivatent to (17). Such @ claim is open to legitimate dis-
cussion, and whether i+ turns cut uitimately to be rignt or wrong, it raises
an issue which is important not only for linguistics but for other fieids as
well. Take, for example, the field of logic. Logic, before Frege, wes the
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study of the forms of vaiid arguments as They cccurred in natural language. In
the twentieth century, logic has for the most part become the study of formal
deductive systems with only tenuous itinks to natural language, although Ther?
is a recent trend which snows a return to the traditiona! concerns of loglc., 2
in such logical systems, even the latter sort, the oniy constraints on what the
logical form of a given sentence can he are given by the role of that sentence
in valid argumenis. From the gensrative semantic point of view, the semantic
representation of a sentence is a representation of its inherent logical form,
as determined not cnly by the requirements of logic, but also by purely Iin~
guistic considerations, for examgple, the requirement that |inguisticaily sig-
nificant generalizations be stated. Thus, it seems to me that generailve se-
mantics provides an empirical check on various proposals concerning logical
form, and can be said in This sense T0 define a branch of logic which might
appropriately be called "natural logic".

The imposition of linguistic constrainits on the study of logical form has
some very interesting consequences. For example, McCawley (in a public lecture
at M.1.7., spring 1968) made the foilowing observations: Performetive sen-
fences can be conjoined but not disjoined.

(19) a. | order you fo leave ard | promise t¢ give you ten dollars.
b. *!| order you to jeave or | promise to give you Ten dollars.

This is also frue of performative utierances without overt performative verbs.

(20) 2. To ha!l with Lyndon Johnson and o hell with Richard Nixon.
b. *To hell with Lyndon Johnson or to hell with Richard Nixon.

The same is fTrue when conjunction reduction has applied.
(21) &a. To hell with Lyndon Johnson and Richard Nixon.
b. *To hell with Lyndon Johnscn or Richard Nixon.

McCawiey Then observes that universal quantifiers pettern in these cases |lke
conjunctions and existential quantifiers like disjunctions.

(22) a. To hell with everyone.
b. *To hel! with comecne.

Ross has pointed out That the same is frue of vocatives.

{(23) a. John and Bill, the pizza has arrived.
b. *Jjohn or Bill, the pizza has arrived.

(24) a. (Hey) everybedy, the pizze hzs arrived.
b. *(Hey} somebody, the pizza has arrived.

McCawley peoints cut that it is no accident thar exisf?gfiai quantifiers rather
than universal guantifiers pattern iike disjunctions,'” given their meanings.
McCawley argues that if general rules governing the syniactic phenomena of
(19) - (24) are to be stated, then one mus® develop, ior rhe sake of stating
rules of grammar in general form, a svstem of representation which treats uni-
versal quantifiers and conjunctions as a single unified phencmenon, and corre-
spongingly for existential quantifiers and disjunctions.

Further evidence for this has beor pointed out by Paul Postal (personal
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communication). It is weil~known that repeated coreferential noun phrases are
excluded in conjunctions and disjunctions. Thus, (25 and (26) are ill-formed.
he i ‘S‘
(25) a. *Harry;, Sam, and | are tali.
Harryy)

b. *Harry, I, Max, and | are tall.

‘ . he. }
(26) @a. *Either Harry;, Sam, or { ! will win.

LHarryij
b, *Either Harry, |, Max, or | will win.

Postal notes that conjunctions with everyone and disjunctions with somsone act
the same way.

(27) *Everyone and Sam left.

(285 *Someone or Sam left, !4
{27) and (28) are excluded if Sam is assumed 1o be a member of the set over
which everyone and someone range, though of course not, If other as :umpfiows
are made. Postal points out +that this is the same phenomenon as occurs in (25)
and (26), namely, conjuncts and disjuincts may not be repeated. If there is to
be a single general rule covering all of these cases, then the rule must be
staTted in scmc notation which freats quantifiers and conjuncticns as a single
unified phenomenon.

A further argument along these lines has been provided by Robin Lakoff.
I+ has [ong bsen known +that in comparatvive constructions a conjunciion may be
expressed by a cisjunction. Thus the meaning of {25) may be expressed by (30).

(29} Sam likes lox more than herring and whitefish.
(30) Sam likes lox more than herring or whitefish.

(Of coursa, (30) aiso has a normal disjunctive reading.) Lot us assume that
there is a transformation changing and to or in such comparative constructions.
Lakoff notas that tho same phenomencn occurs with guantifiers.

{31 Sem likes canned sardines more Than egverything his wife cocks.
{(37) Sam |ikes canned sardines mcre +han anxfhiqi his wifa cooks.

Tne meaning of (31) can be expressed by (32), In which any replaces every.
Again, as she argues, we have the same phenomenon in both cases, and there
shouid be a single genera! rule to cover both. Thus, the same transformation
that maps and into or must also map every into some/aqx This can only be
done if there is a single unified notation for represent ing quantifiers and
conjunctions.

These facts aisc provide evidence of the sort brought up by Postal in his
discussion of remind, evidence showing that indicates *hat certain transforma-
tions must precede the insertion of certain lexical items. Consider prefer,
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which means iike mcre thaa.

(33} Sam likes lox more Than herring.
(34) Sam prefers lox to herring.

As we saw in (29) - (32} above, end optionzlly changes *o or and every Yo any
in the Than-clause of comparative constructions. The same thing happens in
the corresponding place in prefer consiructions, nemely, in the to-phrase fol-
lowing prefor.

(34) Sam prefers lox to herring and whitefish.

(35) Sam prefers lox t¢ herring or whitefish.

(36) Sam prefers canned sardines to everything his wife cooks.
(377 Sam prefers canned sardines 1o anything his wife cooks.

If prefer is inserted for |ike-more after the application of the transformation
mapping conjunctions into disjunctions, then the tact that this mapping takes
place in the to-phrase following prefer tol lows as an automatic conseguence of
the meaning of orafgr. Otherwise, FFis phenomenon musT be treated in an ad

hoc fashion, which wou!d be 1o make the claim that these facts are unrelated

To what happens in comparative constructions.

Further evidence for such a derivation of prefer comes from facts concern-~
ing the "stranding” of prepcsitions. The preposition to may, in the genera)
case, be either "stranded" or moved aiong when The ob ject of the preposition
is questioned or relativized.

(38) a. Who did Jchn give the book to?
b. To whom did John give the book?

{39) a. %ho is Max similar to?
b. To whom is Max similar?

(40) a. What city did you travel to?
b. To what city did you fravel?

The preposition than, on the other nand, must be stranded, and may move along
only in certain archaic-sounding constructions like (43).

(41) a. What does Sam like bagels more than?
b, *Than what does Sam |lke bagels more?

(42) a. Who is Sam taller than?
b. *Than whom is Sam taller?

(43) 7?God is that than which nothing is greater.

The preposition to following prefer does not work |ike ordinary occurrences of
to, but instead works just !ike than: it must be stranded where than is

sTranded and may move along in just those archaic-sounding constructions where
than may. '
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(44 a. Whal does Sam prefer bagels 1o?
b. *To what does Sam prefer bagels?

(45) 17God is that to which | prefer only bagels.

Uniess orafer Is derived from |ike-more, these facts cannot be handled in a
unified way, and the correlation must be considered accidental. Such facts
seem to provide even more evidence against the Aspects conception of deep
structure.

A particularly strong argument for post~transformational lexical inser-
+ion has been made by David Perimutter, on the basis of certain facts concern-
ing adjective and participle agreement in Spanish. There, as in many lan-
guages, adjectives and participles agree with their derived subjects in gender
and number. For exampie, s

(45) Hi padre es perseguidc porr mi madre.
Ny father is being pursued (masc. sg.) by my mother.

Thus it is obvious that the rule of adjective-participie agreement must follow
passivization. Now consider The sentences:

(47 a. Mi madre es rica y mi padre es rico.
My mother is rich (tem. sg.) and my father Is rich (masc. sg.).

b. Mi madre y mi paadre son ricos.
My mother and my father are rich (masc. pl.).

c. Mis padres son rices.
My parents are rich (masc. pl.).

When an adjective has a conjoined subject with itwo different genders and that
adjective is predicated of both members of the conjuncticns, <ihen the adjective
is in the masculine plural. This is also true if the subject is a plural noun
which is understood as referring to persons of different natural! gender, as in
(4T ¢). The cases in (&7 are typical of the situation where a single adjec~
tive is predicated of fwoc persons. Now consider (48}, where iwo different
adjectives are predicated of two different persons. Adjectives of opposite
msaning have been chosen so that both cannot be undersicod as being predicaled
of both persons at once.

(48) a. Mi madre es aita y mi padre es bajo.
My mother is tall (fem. sg.) and my father is short (masc. sg.).

This parallels {47 a). |In such cases there is a corresponding respectively-
construction.

(48) b. Mi madre y mi padre son respectivamente zlta y bgjo.
My mother and my father are tall (fem. sg.) and short (masc. sg.)
[respectively].

Note that the adjectives are in the singulcr, each agreeing with the noun
phrase that is its derived subject in the unreduced sentence. Masculine plur-
al agreement parallei to (47 b) is impossibie, :
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(48) b'. *Mi madre y mi padre son respectivamente altos y bajos.
*My mother and ny father are 1al! (masc. pl.} and short (masc. pi.)
respectively.

In such cases adjectives cannot agree with the entire conjoined noun
phrase, but only with ths individual noun phrases making up the conjunction.
Now censider the case with the plural noun of mixed gender.

(48) c. Mis padras son respectivamenie alta y bajo.
My parents are tat! (fem. sg.) and short (masc. sg.) respectively.

(48) c'. *Mis padres son respectivamente altos y bajos.
¥My parents are tali (masc. pl.) and short (masc. pl.) respectively.

The plural noun of mixed gender works exactly llike the corresponding conjunction:
plural adjective agreement is limpossible: +he adjectives must agree with the
singular noun phrases that they are predicated of. However, in (48 c), thers
is no such conjunction after iexical insertion. There is only a singlie noun,
which is grammatically masculine plural, but which is understood semanticaily
as being a conjunction of +wo singular noun phrases of different natural gen-
der: male parent an¢ femaie parent. The adjectives of (48 c) agree netr with
the single~laxical-item plural noun, but wiih the component noun phrases that
constitute its meaning. This would be impossible if agreement applied after
lexical insertion, since The singular noun phrases with which the two adjec-
tives agree are not present after the lexical inserticn of "padres". Thus,

if there is a general agreement trancformation in the syntax of Spanish, i+t
must apply before the insertion of the lexical Item "padres". Moreover, ve
know that such a fransformaficn must apply to syntactic (net semantic) repre-
santations tor two reasons (i) agreement is based on grammatical gender,
not natural gender, though nafural gender will determine grdmmafncal gender in
a certain limited range of cases; (ii) agreement applies 1o derived, not un-
derlying subjects (e.g., the output of passivization). Thus the lexical in-
sertion of "padres" must have followed the syntactic agreement transformation,
which in turn foliows passive, wnich is @ cyclic rule. Thus, it is faise that
all lexical inserticn must precede all upwerd-toward-the-surface cyclic rules,
a result which is in accord with all of the above-mentioned resuits and which
seams to provide clear and incontrovaertible evidence against the concept of
‘deep structure! in both the Aspects and the standard theorles.

Since the claim thet & leval of deep srructure exists in natural languages
requires that it exist in all diatects of all naturai languages, such a cleaim
can be disproved by the existence of cne dialect of one natural! language which
cannct have such a level. The above examples are from one such dialect of
Spanish. However, since these facts ara nct true for all Spanish speakers,
variations should be discussed. Jome speakers find respectively sentences ct
the sort discussed above stilted, and, although they understand them, they
would never use any such senTences in their normal speech. Tc my knowledge,
no speakers fird (A8 p'Y 2and (48 '), where both antonymous adjectives ara
piural, To be grammaticol at ail. However, some spealers also tind (48 b) and
(48 c), where the adjactives have mixed genders 1o be unacceptatie. 1 their
place, they must have both adjectives in the mascuiine singular: Mi madre y
mi padre son respectivamente alto y bajo (in place of (agb) ) anc Mis padres
son _respectivamente alio y bajo (in place of (48 ¢) ). Here toc, plural NPs
act like conjoined singuiar NPs. What is interesting about this dialect is
that the gender agreement is determined by +he gender of the derived conjoined




(50) a. ¥*! waat to know where he went.
b. 1| want to know where did he go.

¥ there is no request for information, inversion dgoes nct occur, sven with
the same verbs.

(51) a. Bill told me where he went.
t. *Bi)l fcld me where did he go.
(52) a. | know where he went.

b. ¥! know where did he go.

This phenomenon, fhough it does not occur in standard English, does have
its counterpart therc in cases like:

(53) Where did he go, | want fo know.
(54} *Where did he go, | know.

{55) Where did he go, fell me.

(56) *Where did he go, tell Harry.

In this dialect, even such a late syntactic rule as subject-auxiliary~inver-
sion, must be stated not in terms of superficial syntactic structure hut in
terms of the meaning of the sentence; that is, if the generalization 1s to be
captured the subject-auxiliary inversion rule must have in its structural in-
dex the information that the sentence in question describes or is a request
for informaticn. This is obvicusiy impossibie to state in either the Aspects
or “standard" thecries.

Given the rather considerable array of evidence against the existence of
a leve! of 'deep s*tructure' following all lexicai insertion and preceding all
upward-toward-the-surface cyclic rules, it is rather remarkable that virtually
no argumsnts have ever been given for the existence of such a levei., The
arquments that one finds in works of the Aspects vintage will usually cite
pairs of sentences |ike "John ordered Harry o leave" and "Johr expected Harry
to leave," show that they have very different propervies, and claim that such
properties can be accounted for by assuming some ‘higher' jevel of representa-
+ion reflecting the different meanings of the sentences ("order" is a three-
piace predicate; "expect" is a two-place predicate). Such arguments do seem
to show that a 'higher! or ‘'more abstract' level of representation than sur-
face structure exists, but they do not show that tihis level is distinct from
the level of semantic representation. In particuiar, such arguments do not
show +hat any infermediate leve! of 'desp structure' as defined in the precise
senze given above exists. 11 was simply assumed in Aspects that +this ‘higher!
level contalned all lexical items and preceded all transformations: no argu-
ments were given.

The only attempt to provide such an argument that 1 have been able to
tind is rather recent one. Chomsky ([10) cites the context

(57) " Bill realized that the bank robber was .
and considers *the seniences formed by inserting

(58) John's uncie
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ang

{59) The person who is the brother of John's mother or father or the husband
of the sisier of John's mother or father.

into the blank in (57}, He claims theT fthese ssntences would have different
semantic representations, and this claim is based on the further claim that
"what ore Lelieves, reatizes, efc., depends not cnly on the proposition expres-~
sed, but also on some aspects of the form in which it i% expressed." These
claims are nct obviously true, and have bsen disputed. But let us assume for
the sake of argument that Chomsky is right in this matter. Chomsky does not
propose any account of semantic representation to account for such facts. He
does, however, suggest (albeit with reservations and without argument) that
sich examples refute any theory of grammar without a ievel of "deep structure”,
but not a theory with such ¢ level. Hs continues,

Do considerations of this sort refute the standard theory as well?
The example just cited ic insufficient to refuie the standard theo-
ry, since [(57) - (59)] differ in deep structure, and it is at
least conceivablie that '"realize" and similar ttems can be defined
so as to fake account oi this difference. --page 29

But this iz a non sequitur, aven given Chomsky's assumptions. (57) - {(59) would
show, under Chomsky's assumptions, only that truth values of sentences dapernd
in part cn the particular phonological form in which semantic information is
expressed. It dces not follow that the correlation between phonrologica! forms
and the corresponding semantic information must be made at a single leve! of
grammar, 3and certainly not at a level preceding all cyclic rules. It only
tollows that such correlations must be made at some point or other in +he de-
rivations defined by a grammar. So long as such correlations are made some-
where in the gremmar, "it is at icast conceivable that "realize" and similar
items can be defined so as to take account of" (57) - (59). Of course, this
is not saying much, since anything that pretends to be a grammar must at the
very least show how semantic information correlates with phonociocgical form.
All that Chomsky's argument shows is that his exampies do not refute any the-
cry of grammar that defines the correlations belween semantic information and
phonalogical form, that is, any *heory of grammar at all.

This is, ac far as | know, the piresent stete of the evidence in favor of
the existence of a level of 'deep structure' which contains all iexical items
and precedes all cyclic rules. Since the burden of proof must fall on someone
who proposes a leve! of 'deep struciure', there ic at present no gcod reason
to believe in the existence of such a level and a number of good reasons not
to. This of course does not mean that there is no intermediate level at all
beiwsen semantic representations and surface structures. In fact, as we have
seen, it is noT unreasonable to believe that there exists a level of 'shallow
structure', perhaps following all cyclic rules. | +hink it is fair to say
that at present there is a reascnable amount cf evidence discenfirming +he
autoncmous syntax position and none positively confirming it. This Is, of
course, not strange, since virtually no effort has gone into trying to prove
that the autonomous syntax position is correct.

Going hand-in-hand with the position of autonomous syntax is what we might
call The position of 'arbitrary syntax'. We might define the arbitrary syntax
posivion as follows: Suppose there is in a language a construction which bears
a meaning which is not given simply by the meanings of the lexical items in the
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sentence (e.g., the English question, or the imperative). The question arises
as to what the underlying structure of a sentence with such a 'constructional
meaning' shoutd be. Since the meaning of the construction must appear in its
semantic representation (P), in the standard +heory) and since this meaning is
represented in terms of a phrase-marker (at least in +he standard theory), one
natural proposal might be that the 'deep structure' phrase-marker of the sen—
+ence contain the semantic representation corresponding to the construction
directly. Cail this the Thatura!l syntax' position. The arbitrary syntax posi-
+ion is the antithesis of this. it states that the deep structure correspond-
ing to a construction of the sort described never contains the phrase struciure
contiguration of the meaning of the senience directly. Instead, the deep
structure corresponding fo The configuration must contain some arbitrary mark-
er. Consider the English imperative as an example. The meaning of the impera-
t+ive construction in a sentence like Ccme here must be given in terms of a 3-
piace predicate relating the speaker, The addressee, and a sentence describing
+ha action to be performed, as expressed overtly in +he sentence | order you fo
come here. Any adequate theory of semantic representation must say at least
This much aboul the meaning of Come here. The arbitrary syntax position would
maintain in this case that the 'deep structure' of Come here would not contain
such a 3-place predicate, but would instead contain an arbitrary merker. in
recent studies such a marker has been given the mnemonic IMP, which may tend
+o hide its arbitrariness. A good name to reveal its true arbitrary nature
would be IRVING. Under the arbitrary syntax position, the deep structure of
Come here would contain IRVING. !

T is possible to show in certain instances that +he arbitrary syntax po-
sition is incorrect. One of the most telling arguments to this effect has
been given by Robin Lakoff in Abstract Synfax and Latin Comp |ementation [44].

The Lakoff argument concerns the distribution of The Latin subjunctive
and of two morphemes indicating sentence negaTion. She begins by considering
the Latin sentence:

(60) Venias. {(Form: 2nd person singular subjunctive of venio, 'to come')

(60) is an example of what is called an "irdependent subjunctive in Latin,
and it is at least three ways ambiguous, as shown in 61).

(61) (i} Come! | order you to come.
{(i1) May you come! | want you fo come.
(iii) You may come. It Is possible that you wiltl come.

There is also in Latin a dependent subjunctive which functions as a complemen-
+izer with verbs of certain meaning classes. Some typical exampies are:

(62) (i) Impero ut venias. 'l order you fo come'!
(ii) Volo ut venias. 'I want you to come!
(iii) Potest fieri ut venias. 'i+ is possible that you wiil come*

She argues that the sentences of (62) shonld have underlyina structures rougnly
like (63).
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side a compiement structure, that i's, one of the form
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as subjunctive, given the meaning-class of the next-highest verb.

Lakoff then suggests that it might nct be an accident ihat the senfence
of (80}, which is odd in thet it has a subjunctive in the main clause, has the
same range of meanings as the sentences of (62}, where the normal rule of sub-
junctive complementation for verbs of thoce meanings has applied. She proposes
that if it were hypothesized that (6Q) had three underlying structures just
like those in (63}, except that in the place of the real predicates impero,
volo, and potest fieri there were 'abstract predicates', or noniexical predi-
Cates bearing The corresponding meanings, then the subjunctive in (60) would be
derived by the same, independently motivated, rule that derives the embedded
subjunctives of (62). Since the structures of (63) ieflect the meanings of the
+hree senses of (60), such a solution would provide an explanation of why @
subjunctive should show up in a main clause with just those meanings. But the
arbitrary syntax position wouid rule out such an explanation. in terms of the
arbitrary syntax position, (60) would have three different deep structures, all
of them with venio as the main verb and with no compliement constructions. The
difference between the three deep structures could only be given by arbitrary
symbols, for exampie, MARCUS, PUBLIUS, AND JULIUS (they migh? be given mnemon-
ics tike IMP, VOL, and POSS, though such wouid be formally equivalent to three
arbitrary nemes.). In such a theory, the three deep structures for (5C) would

he:
S
////‘{\\V
MARCUS NP

(64} (i)

{or (MP) I l
tu vén-
(ii) g
-f”if‘\\\\
PUBLTGg””/”” NP \\\\‘\\\"v
(or VOL) ! ,
ft vin-
(iti) S
,,,f”'f/”[\\\\‘*\\\\\\\‘~
JUuLTus NP v
(or POSS) | !
TL vin-

There would thern have to be a rule stating +hat verts become subjunctive in
the envircnment

{MARcus }
(65) PUBL.IUS NP
IJULiUS ‘

or equiva’'ently,
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tNP ] ,
VoL 7 oNP
POSSI '

Such a rule would be entirely different than the rule That accounts for the
subjunctives in (62), and having twc such different rules is to make the claim
that the appearance of the subjunctive in (6Q) is entirely unrelated to the ap-
pearance of the subjunctive in (62}, and that the fact that the same endings
show up is s fortuitous sccident. To claim that it is not a fortuitous acci~
dent is fo claim that the arbitrary syntax position is wrong in this respect.!9
takoFf then goes on to discuss negatives. In Latin, sentence negation may
be expressed by one of two morphemes, ng and non. These are, of course, in._
compiementary distribution, and she shows thai in sententia! complements there
ic a completely genera! rule governing their distribution: re occurs in object
complements where the verb inside the complement is subjunctive; ron occurs
elsewhere, 2.g., in nonsubjunctive compiements and in subject compiements where
the main vert is subjunctive. For exampie, fhe negatives corresponding to (62)
would be (66): The sentences of (67) would be ungrammaticai in Latin. Ut is

optional before ne.

(66) (i) impero {(ut) ne venias. ' order you not 1o come'
(ii) Vcio (ut) ne venias. '} want you not tc come'
{iii) Potest tieri ut non vanias. "1+ is possible *that you won't coms'
{(67) (i) *impero ut non venias.

(i1) *Volo ut non veniss.
(i1i) ?¥Potast fieri (ut) ne venias.

In main-clauses without subjunclive main verbs we find non, not pe, just as in
the corresgonding complement clauses. B8ut in main clauses ¢ith subjuncrive
main verbs, namely, cases |ike (60), referred to as 'lindependent subjunctives?,
we find both ne and non. Thet is, both Ne venias and Non verias are grazmmati-
cal in LaTin. Hownver, they do not mean tThe same thing. Tasir feanings are
diciributed as in (G68).

(68) (i) Ne venias, 'Don't coma! | order you not to come!
(ii} Ne venias. tMay you not come. | want you nor to come'
- y y -
{1ii) Non venias. 'You may not come. 1 is possible that you won't
come’

R et

The distribution of meanings and negatives in (68) corresponds exactly to the
distribution in (66). Lakoff arques that this oo is no accident. GShe notes
+hat if the underiying siructures for (68) are those of (82), with the appro-
priate abstract predicates, then the distribution of negatives in (68} foilows
+he ordinary rules specifying the occurrence of ne in object comp lements, not
subject complements. This would explain the facts of (68). lowever, if the
deep structures of {(60) are those of (64), Then an entirely different rule
would have 1o be stated, namely: In main clauses with subjunctive main verbs
the negative appears as ne if either MARCUS (or IMP) or PURLIUS (or VOL) s
present, and non otherwise. Such a rule wculd be entirely different from the
rule for negafives inside cocmpliements, and to have iwo such different rules is
to make the claim that +here is no generalization governing the distribution of
negatives in (68) and (68), and that the fact that the distribution of forms
correiates with the distribution of meanings in these cases is a fortuitous
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accident. Tfo say that it is not an accident ias To say that any theory which
rules out abstract predicates and forces such rules to be stated instead in
+erms of arbitrary markers |ike MARCUS, !RVING, @, and !MP is wrong, since
linguistically significant generalizations cannot be stated in such a Theory.

Now consider what the semantic representations of the three sernses of
(60) would look like. Sense (i), which is an order, would invelve a three-
place predicate, specifying the person doing the ordering, the person to whom
the order is directed, and the proposition representing the order tc be carried
out. If one conceives of semantic representation as being given along the
lines suggested in Lakoff ([43]) such a semantic representation would look es-
sentially like (63 i). Similarly, sense (ii) of (6C) expresses a desire, and
so its semantic representation would have to contain a Two-place predicate in-
dicating the person doing the desiring and the proposition expressing the con-
tent of the desire. That is, it would essenfially have the siruciure of
(63 ii). Sense (iii) of (60) expresses a possibilily, and sc wouid have in
its semantic representation a one-place predicate containing a proposition, as
in (63 iii)., 1In short, i semantic representations are givean as in Lakoff
{{43]), then the semantic struciures are exactly the structures required for
the formulation of general rules infroducing the subjunctive complementizer
and ne in Latin. This seems to me to support the claim that semantic repre-
sentations are given in terms of syntactic phrase markers, rather than, say,
the amalgamated paths c¢f the Aspects theorv. |t alsc seems to support the
generative semantics position that there is no clear dis*inction between syn-
tactic phenomena and semantic phenomena. One might, of course, claim that the
Ferms "syntactic phenomena” and "sementic phenomenz" are sufficiently vague so
as render such a statement meaningless. But | think that there are enough
clear cases of “syntectic phenomsna" to give the claim substance. |1 seems to
me that if anything falls under the purview of a field called "syntax" the
rules determining the distribution of grammatical morphemes do. To claim that
such rules ara not "syntactic prenomena" ceems to me to remove all content
from the term "syntax". Thuc the general rules determining the distritution
of the two negative morphemes ne and non in Latin and the subjunctive morpheme
in Latin should be "syntactic phenomena” if there are any "syntactic phenomena"
at all. Yet, as we have seen, the genera! rules for stating such distributions
must be given in terms of structures that reflect the meaning of the sentence
rather than the surface grammar of the sentence.

From the fact that the arbitrary syntax positicn is wrong, it doess not
necessarily foilow that the natural synfax position is right. It is logically
possible to hoid a 'mixed' position, to the effect that for some such construc-
Tions there must be arbitrary markers and {or others not. However, since se-
mantic representations for such constructions must be given independentiy in
any adequate theory of grammar, the strongest claim that one could make to |im-
I+ the class of possible grammars would be to adopt the natural syntax position
and to say that there are no arbitrary markers of the sort discussed above. |t
is conceivable that this is too strong a claim, but it is perhaps the most rea-
sonable position to hold cn methedologica!l grounds, for it requires independent
Justificatien to be given for choosing each proposed arbitrory marker over the
independently motivated cemaniic representation. 7To my knowledge, no such jus-
tification nas ever becn given for any arbitrary marker, though of course it
remains an open question as tc whether any is possible. In the absence of any
such justitication, we will make The strongest claim, namely, that there exist
no such markers.

't should be noted that this is a departure from the methodological assump-
tions made by researchers in traznsformationsl! grammar around 1965, when Aspects
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was published. At that time it had been realized that linguistic theory had
to make precise claims as to the nature of semantic representations and Their
relationship to syntax, but existence of semantic representations continved to
be iargely ignored in syntactic investigations since it was assumed that syn-
tax was autonomous. Moreover, in Katz and Postal 1361 and Aspects, a prece-
dent had been sst for The use of arbitrary markers, though That precedent was
never justified. Given such 2 precedent, it was widely assumed that any devi-
ation from the use of arbitrary markers required justification. However, as
sooh as one recogrizes that (i) semaniic represeantations are required, [nde-
pendent of any assumpiions about ithe naiure of granmar, and tnat they can be
represented in terms of phrase-markers and (ii) +hat the autonomous syntax
position is open to serious guestion, then the methodological guestion as to
what needs +o be justified changes. Frem this peint of view, arbitrary mark—
ers must be assumed not to exist untit They are shown to be necessery, and the
autonomous syntax position can no longer be assumed, but rather must be proved.

Lakoff's argument for the existence of abstract predicates was one of the
earliest solid arguments not only against arbitrary synfex but also for the
claim that the iliocutionary force of a sentence is to be represented in under-
lying syntactic struciure by the presence of a performative verb, real or ab-
stract. She has more recently (R. Lakoff, [45]) provided strong arguments for
+he existence of an abstract parformative verb of supposing in Engiish. Argu-
ments of essentially the same form have been provided by Ross (Ce6]y for the
existence of an abstract verb of saying in each declarative sentence of Engiish.
Thus, the Importance of the argument given above for Latin goes tar boyond what
i+ es+ablishes in +that particular case, since it provides a form of syntactic
argumentation in terms of which further empirical evidence for abtstract predi-
cataes, performative or otherwise, can be gatheres. The bpasic argument is sim~
ple enough:

if the seme syntactic pheromena That occur In sentences with certain overt
verbs occur in sentences withcut those verbs, and if Those sentences are under-
stood as though those verbs were There, +hen we conclude {1} e rule has to be
stated in the cases where the reai vorbs occur; (21 sincs the same phencmeacn
occurs with the coresponding understood verbs, then Thera should be a single
general rule to cover betn cases; {3) since we know what the rule looks like
in the case cf rea! verbs, and since the same rule must apply, then tho sen-
tences with understood verbs inust have 2 structure sufficiently |ike that of
+hose with the overt verbs so that the same general rule can apply ‘o bofh.

i one wishes fo avoid the consequances of the Lakoff argumeni and of
other similar arguments, therc are two possitle ways out. First, one can deny
+hat the form of the argument is valid. Second, cne can claim Thut the gene-
ralization is spurious. Let us start with the first way out. Arguments of -the
above form are central *o generative grammar. The empirical foundations of the
field rest to @ very iarge extent on arguments of just this form. Take for
example the argument that imperative constructions in English are not subject-

ess in underlying structure, and thai they in fact have second person subjJects.
The sort of evidence on which this claim rests Is the following:

{*me fmysclf }
(69) | shaved iyou *yoursel f
thim t*himself
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{me *myself }
(70) You shaved {*you yourse! )
{him j *himsel{)
etc.
me | *mysel f ]
(71) Shave {*you yourself
him #*himself
|
(72) 1'11 go home, won't {¥*you
*he

¥
(73) You'll go home, won't {you}

*he
efe.
*i
(74) Go home, won't Yyou
*he

The argument is simple enough. {n sentences with overt subjects, we find re~
flexive pronouns in object position just In case the subjects and objects are
coreferential, and ronreflexive pronouns just in case the subjects and objects
are noncoreferential. We hypothesize that there is a rule of reflexivization
which reflexivizes object pronouns that are coreferential with their subjects.
Simitarly, in tag guestions, we find that as a general principle the pronominal
form of the subject of the main clause occurs as the subject of the tag. In
imperative sentences we find that & second person subject is understood and
that a second person reflexive, but no other, shows up in object position, and
that a second person nonreflexive pronoun is excluded In cbject pesition. Sim—
ilarly, we find that the tags for imperative sentences contain second person
subjects. We assume thet all this is no accident. In order to be able to con-
clude that Imperatives have underliying second person subjects, we need o be
able to argue as follows:

I¥ the same syniactic phenomena that occur in sentences with certain overt
subjects cccur in sentences withoul those subjects, and if those sentences are
understood as though those subjects were there, then we conclude (|} & rule
has to be stated in the cases where the overt subjects occur; (2) since The
same phenomenon occurs with the corresponding undersiood subjects, then thera
should be a single general ruie to cover both cases; (2) since we know what
the rule looks like in the case of real subjects, and since the same rule mwust
apply, then the sentences with the understood subjects must have a structure
sufficiontly like that of those with the overt subjects so that the same gene-
ral rule can apply tc both.

tf arguncnts of this form are not valid, then one carnot conclude on the
basis of evidence iike *the above that imperative sentences have underlying
second person subjects, or any subjects at all. A considerabie number of the
results of transformationsl grammar are based on arguments of just this form.
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If this form of argument is judged to be invalid, then these results must aill
ba considered invalld. f This form of argument is valid, then the results of
H. takoff ([447,[45]) and Ross ([66]) concerning the existence of abstract per-
formative verbs must be considered valid, since they are based on arguments of
the same form. A consistent approach to empirical syntactic evidence requires
+hat abstract performative verbs be accepted or that all results based on ar-
guments of +his form be thrown out. Whether much would be left of the field

of +ransformational grammar if this were done is not certain. )

Another way out thel is open to doubters is o claim that the genera!iza-
+jon is spurious. For example, ons cen claim that the occurrence of a second
person refiexive in Shave yourself has nothing whatever to do with the occur-
rence of the saccond person refliexive propoun in You will shave yourself, and
that the fact +hat the imperative paradigms of (7i) and (74) above happen To
match up with the second person subject paradigms of (70) and (73) is simply
an accident. 1f +he correspondence is accidental, then there is nc need 1o
state a single general rule-~in fact, to do so would be wrong. And so it
would be wrong to cenclude *that imperative sentences have underlying subjects.
I+ someone Takes a position like this in tho face of evidence like the above,
rational argument ceases.

Lst us take another example, the original Halle-~type argument. Suppose a
diehard structural linguist wanted fo maintain that there was a level of taxo-
nomic phonemics in the face of the argument given against such a position by
Halie ([26]) (cf. Chomsky's discussion in Fodor and Katz, [16], p. 100}. Halle
points cut that there is in Russian a rule that makes obstruents voiced when
followed by a voiced obstrueat. He then observes that if there is a level of
+axonomic phonemics, this general ruie cannot be stated, but must be broken up
into two rules, the first relating morphophonemic to phonemic representation
(1) obstruents except for c, & and x become voiced before volced obstruents,
and the second relating phonemic to phenotic representation (2) ¢, & apd x be-
come voiced bafore voiced obstruents. As Chomsky states in his discussion,
"the only effact of assuming that there is a taxcnomic phonemic level is to
maka it impossible to state the generaiization." The diehard structuralist
could simply say that the generalization was spurious, that there really wers
+wo rules., and that there was no reason for him fo give up taxonomic phonemics.
In such a case, rational argument is impossible. It is just as rationa! fo be-
lieve in taxonomic phonemics on these grounds as It would be to maintain the
arbitrary or autenomous syniax positions in the face of the examples discussed
apove.

I+ should be noted in conclusion, that transtormational grammar has in its
theoretical apparatus a formal device for expressing the claim thet a generali-
zation does not exist. That formal device is expressed by the curly-bracket
notation. The curly-bracket notation is used to list a disjunction of environ-
ments in which a rule applies. The implicit claim made by the use of this no-
tation is that the items on the list (the elements of the disjunction) do not
share any propertics reievant to the operation of the rule. From the methodo-
logical point of view, curly-brackets are an admission of defeat, since they
say that no general ruje exists and that we are reduced Vo simply listing the
cases where a rule applies.

Let us take an example. Suppose one wanted 1o deny that Imperative sen-
tences have underiying subjects. One would still hzve to state & rule accouni-
ing for the fact thet the oniy reflexive pronouns that can occur in the same
clause as the main verb ot an imperative sentence are second-person rcflexive
pronouns. A natural way To state this is by the use of curty-brackets. Thus,
such a person might propose the foliowing reflexivization ruie:
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IMP
SD3 NPy - X = NP,

| -2~ 3
(79) {4REFL]
SC: ! -2 - [+PROJ
Conditions: a) | cormmands 3 and 3 commands |.
b) If | = IMP, then 3 ic second person. :
c) If 1 = NPy, then NP, is coreferential with NP2

Such a rule makes a claim about the nonexistence of a generalization. It
claims, in effect that the occurrence of yourselt in Shave yourself has nothing
to do with the occurrence of yourseif in You will shave yourself, since the
former would arise because of the present of an IMP marker, while the latier
would arise due to the occurrence of & coreferential NP. This, of course, is
a claim 1o the effect that it is an accident that this construction, which al-
lows only second person reflexives, happens to be understood as though it had
a second person subject.

This formalism for denying the existence of a generaiization could, of
course, also be used in the case of the Latin examples cited above. Suppose
one wated to claim that the distribution of ne and nSn with independent sub-
Jjunctives had nothing to do with the distribution of né and nSn with dependent
subjunctives. Then one might attempt (sloppily) to write a rule like the fol-
lowing to account for the occurrence of né.

NP V (NP)
_ SD: IMP\} - [(ut) - ndn - NPV X ]
VoL > - [+SuBJ]
(76)
I - 2 - 3 - 4
SC: i - 2 -ne - 4

Such a rule would make the claim that the occurrence of né in N& venlas has
nothing to do with the occurrence of né in Imperd né venias. The former would
arise due to the presence of IMP or VOL, while The latter would arise due to
the presence of a verb that takes an object compiement. The fact that IMP and
VCL happen to mean the same thing as verbs that take object complements would
have to be considered an sccident.

An equivalent formalism for denying the existence of generslizations is
the assignment ¢f an arbitrary feature in a disjunctive environment. For exam-
ple, suppose that instead of deriving n& by (76), we broke (76) up into two
parts: (i) A ruie assigning the arbiTrary feature [+iRVING] as follows:

NPV (NP)
SD: IMPY ¢ - [ (nGn) - v - X 7]
(77) {VOL [+susd]
SC: i - 2 - 3 - 4
C+HIRVING]

(1i) A rule changing non *o nd in sentences with [+IRVING] verbs.

T e e it e e et e e ey
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S0: X -~ nln - NP - v - Y
[+iRVING]
(78)
! - 2 - 3 - 4 - 9
SC: { - npg ~ 3 - A - 5

———

One might claim then that one had a completely general rule predicting the oc-
currence of nd: né occurs with [+IRVING] verbs. As shouid be cbvious, assign-
ing arbitrary feafures in This fashion is just another way of claiming that nc
general rule can be stated.

An excellent exampie of the use of such a feature-assignment occurs in
Kiima's important paper "Negation in English® (in Fodor and Katz [i161) in the
discussion of the feature AFFECT (p. 313 ff.). Klima notes that two rules oc-
cur in certain disjunctive envirorments (negatives, questions, only, if, before,
than, lest), which seem vagusly to have something semantically in common. Not
being able to provide a precise semantic description of what these environments
have in common, he sets up a number of rules which introduce the Ygrammatico-
semantic feature® AFFECT, whose meaning is not explicated, in just those envi-
ronments where the ruies apply. He then provides a igeneral" formulation of
the rujes in terms of the feature AFFECT. ie has, oi course, told us no more
than +hat the rufes apply in some disjunctive list of environments, those fo
which the arbitrary feature AFFECT has been assigned. If these environments
do have something in common semanticaliy (and ! think Kiima was right in sug-
qesting that they do), then the generai formutation of these rules awaits our
understanding of just what, preciseiy, they do have in common.

Another example is given by Chomsky (L8], p. 39). In his anzlysis of the
auxitiary in tnglish, Chomsky says (the rumbering is nig]e

(29) {ii) Let Af stand for any of the affixes past, S, &, en, ing.
let Vv stand for an M or V, or have of be ..... . Then:

Af ¥y — v+ AL

Note that 'v' does not stand for ‘the category 'verb', which is represanted by
the capital letter 'V'. 'v' and 'W' in this framework are entirely different
symbols having nothing whaTever in common, as different as &' and 'Z°.

Af and v ere arbifrary rames and might equaily weil have been caltled SAM
and PEDRO, since they have no semantic or universal syatactic significance. in
(29) (i1, Chomsky is stating two rules assigning arbitrary names to disjunc~
tive lists of elements, and one rule which inverts the eiements +o which those
names have been assigned. Since assigning arbitrary features like [AFFECT] is
equivalent to assigning arbitrary names, (29) (ii) can be stated equivalentiy
in terms of feature-assignmenrt rules. The following rules say exactly the same
thing as (29 (ii).

SD: X - -
thave?

b
(79) -
2

sc: I - 2 =3
T+PEDRO]
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[+5AM]

Sh: X [+sAM] -~ [+PEDRCY -~ Y

1

@h t - 2 - 5 - 4
sC: 1 - 3 - 2+ ¥ - 4

Such a sequence of rules, in effect, makes the claim that there is nc general
principle governing tha inversion of affixes and verbs. Ail that can be done
is to give two lists, assign arbitrary names to the lists, and state the inver-
sion rule in terms of the arbitrary nemes.

This, of course, is an absurd claim. There should be a general rule for
the inversion of affixes and verbs. What should be saic¢ is that there is a
universal syntactic category 'verb', of which M, V, have, and be are instances,
and correspendingly, that there is a subcategory Tauxiliary verb' of which M
(modals such as will, can, etc.), have, and be are instances. One wouid also
necd a general characterization of fhe notion 'affix' rather than just a [ist.
The rule would then state that 'affixes’ and 'verbs' invert. But this is not
what (29} (ii) says. In the Syntactic Structures framework, M, V, have, and
be are not all instances of the universal synfactic category Tverb'. They are
entirely different entities, having ro more in common Than Adverb, S, windmill,
and Into. Since the same process applies to all of them, it is impossible to
state this process in a nontiiviel uniform way unless M, V, have, and be are
instances of fhe same universal category 'verb', which is what chomsky's anal-
ysis denies.20 0Of course, it is possible To state this process in a frivial
uniform way, as in (81).

On the whole, | would say thet the major insights of transformational
grammar have not come about through embracing rutes like {75), which claim that
general statements do not exist, but through eschewing such rules wherever pos-
sible and seeking out general principles. Devices like curly-brackets may be
useful as heuristics when one is frying to organize data at an early stage of
ones work, but they are not something to be proud cf. Each time cne gives a
disjunctive iist of the environments where a rule applies, one is making a
claim that there are no fully general principles determining the application
of that rule. Over The years, curly-brackets have had e tendency to disappear
as insights were gained into the nature of the phenomena being described. !t
may well be the case That they will turn out to be no more Than artifacis of
the methodological necessity of having to organize data in some preliminary
fashion and of the rheoretical assumption that syntax is outonomous and arbi-

trary.
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Footnotes

{Generotive semartics is an outgrowih of fransformationai grammer as de-
veloped by Herris, Chomsky, Lees, Klima, Posval, snd others. The generative.
semantics pusition was arrived at through an attempt on the part of such lin-
guists as Postal, Fillmors, Ross, McCawiey, Bach, R. Lakoff, Perimutter, my-
self, and others to zpply consistently The methodology of *ransformational
grammar o an ever-increasing body of data. We have noi all reached the same
conclusions, and those presented here are only my own. However, | think it is
fair fo say thal there has developed in recent years a genera! consensus in
this group that semantics plays a centrai role in syntax. The generative se-
mantics position is, in essence, that syntax and semantics cannot be separated
and that the role of transtormations, and of derivaticral constraints in gene-
ral, is to relate semantic representations and surface siructures. As is The
case of X generative grammar, the Term "generative" should be Taken to mean
"compiete and precise".

An earlier version of part of this paper has appesred in Binnick et al.
[4]. The present paper is an early drait of some chapters of a book in pro-
gress to be called Generative Semantics [43]. [ would iike Vo thank R. T.
Lakoff, 4. D. McCawtey, D. M, Perlmuiter, P. M. Postal, and J. R. Ross tfor
lengthy and informative discussions ocul of which mosT of The material discus-

sed here deveioped. | would also like to thank Drs. McCawley, Postal, and
Ross for reading an ear!ier draft of this manuscript and suggesting many im-
provements. Any mistakes are, cf course, my own. | would also like to take

this opportunity to expraess my gratitude To Professor Susumu Kunc of Harvard
University, whc has done much over the past several years to make my research
pessible. The work was supported in part by grant GS-1934 from The National
Science Foundation to Harvard Universiiy.

25ome readers may have received an incorrect impression of The basic the-
ory with regard to this issue from the confusing discussion of directionality
by Chomsky [10]. Chomsky does not claim In that article that any advocates of
+he basic theory have ever said that directionality matiers in any way. How-
ever, Chomsky's odd use of guotation marks and technical terms in that paver
has led some readers o beiieve that he had made such a mistaken claim. A
close reading of Chomsky's paper should clarify matters. On page 2%, Chomsky
3a3ys:

...Let us consider cnce again the problem of consiructing a "seman-
tically~-based" theory of generative grammar that is a genuine alfer-
native to the standard theory.

He then outiines a theory, in example (32}, containing S (& semantic repre-
senfation) and P (& phonetic representation), and he correctly nctes vhat it
makes no sense to speak of the 'direction! of a derivation from S to P or P o
S. He concludes, on The sam2 page:

Consequently, it is senseless to propose as an aiternative to
{32) 3 "“semantica!lly-based” conception of grammar in which S is
"selected first" and Then mapped onto the surface structure Py
and ultimaiely P.
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Here he gives 'directicnaiity' as The defining chzracteristic of what he calls
a "'semantically-based? theory of grammar'. His next two seniences are (page
ez

26):

Consider once again a theory such as that proposed by McCawley in
which Py is identified with S and condition (3) is drepped so that
"deep structure" is undefined. Let us consider again how we might
proceed to differentiate this formulation-~let us cail it "seman-
tical ly-bssed grammar"--from the standard tnheory.

Having first used "'semantica!ly-based' theory of grammar" as a technical
term for +he 'directicnality' position, he then uses "'semaniicailly-based
grammar'" as a new technical term to describe McCawley's position. Of course,
McCaw!ey has never advocated the 'directicnaiity’ positicn and Chomsky has not
said that he has. But one can see how such a bewildering use of +echnical
+erms might tead readers 1o such a misvTaken conclusion. The only person that
Chomsky cites as being a supporter of the ‘directionality! position is Chefe
{77, who has never been an advocate of ths basic theory. However, Chomsky does
not cite any page references, and in reading through Chafe's paper, | have been
dnable to find any claim to the eifect that directionality has empirical conse-
quences.

3)+ should be noted at the outset that ail of the sentences discussed in
this section are subject fo dialect variation. At least one-third of the
speakers | have encountered find (1) and (2) both ambiguous. The sentences to
be discussed in the remainder of the section are subject to even greater vari-
ation, especially when factors like stiess and intonation are studied close!y.

The data | will present below correspend to what | fake to be the majority dia-
lect. | take note of cases where my speech differs from that dialect, and a
more thorough discussion of dialect differences will be given in the foliowing

section, after the discussion of the general constraints. It is especially
important to remember throughout this section that the argument to be presented
depends on the existence of a single dialect for which vhe data presented are
correct. it is not even important that the dialect described Dy these datva ba
the majority dialect, though. so far as ! can tell, it is.

41 don't mean to suggest that P) wouid look like fhis in detaii. The cru-
cial point here is the relative height of many and few. For a detailed discus-
sion, see Lakoff [43].

[
2| have ignored the role of stress in this discussion, though it is of
course important for many speakers. Many people find that (i)

(i) Many men read few booOKs.

where few has exirz heavy stress can mean The books that many men read are faw.
Thus, The general principle here seems 0 be that where The asymmetric command
ralation is iost in derived structure, ihen either one or another of what
Langacker calls 'primecy relations' must take over. One which | wouid propose
is the relation 'has much heavier stress than'; the other is the relation
tprecedes'. These reiations seem to form a hierarchy with respect o this
phenomenon in such dialects:

|. Commands (but is not commanded by)
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2. Has much heavier stress than

3. Precedes

¥ one quantifier commands but is not commanded by another in surface struc~
ture, then it commands in underlying structure. if neither commands but is

not commanded by the other in surface structure, then the one with heavier
stress commands in deep structure. And if neither has much heavier stress,
then The one that precedes in surface structure commands in underlying struc-
ture. Letting C4 = G! has much heavier siress than Q2, the constraint for such
a dialect could be stated as fcllows, though the notation is not an optimum one
for stating such a hierarchy: '

]
P1/CI D (Pa/Cz D (P/Ca Y Pr/C3) )

Since the dialect with this condition Is in the minority so far as | have been
able fo tell from a very smal! amount of study, | will confine myself *o the
norma| dialect In The remainder of the discussion. : . - .

,6Though these facts seem to hold for the majority of speakers i have
asked, they by no means hold for all. There is even orie speaker | have found
for whom the crucial case discussed here does not hold. This speaker ¥inds
that dissuade does not work like persuads ‘not with respect to ambiguities. For
him, (42a) can mean not only (39), but also There 'werse many girls that | dis~

suaded Bill from dating, even when (42a) does not contain stress on many. This

spauwer seems fo have a constraint that holds just at vhe level of surface
structure, and not at the !evel of shailow structure or above. Interestingly
enough, the same speaker hes The No-doubie-negative constraint discussed below
in the same form as the majority of other speakers, only for him it holds at
surface structure, not shallow structure. ‘For him, (51) below is ungrammati-
cal, but (54) is gremmatical. Perlmutter has suggested that such variation in.
the .constraints is due To the fact that children learning thelir native language
are not preserited with sufficient data fo ‘allow them to determine ai which
level of the grammar various censtraints hoid, or exactlly which classes of
items obey which constraints. Other cases of such variation are discusséd in
the foliowing section. ' K

7 assume that either arises as follows. The underiying structure of a
disjuriction is: SR . . . |

(i)

of
The ruls of ggycopyfng yields:
Giiy s
;///,,/’f’ /" \\\\\"~54

.',,5\ RS s'

L



Then the leftmost or chenges to either. ln inltial position in a sentence,
either opiionaliy daletes. Al! or's except the last opiionally delete. And
works in a similar fashion.

8see Fodor and Katz ([161), p. 503 ff.
SSee Fodor and Katz ({161}, p. S3l #f.

10The "standard theory" is quite different in thic respect from the theory
assumed by Jackendoff ([3%]), who insists upon making no assumptions whatever
about the nature of semantic represerntation. Moreover, it is not clear that
Chomsky ever seriously mainitained the "ctandard theory' as described in the
passage quoted, since the main innovations of +that theory--allowing semantic
representations to bte given in terms of phrase-markers (and thus ruling out
Katzian semantics), allowing prelexical Transformations, and allowing lexical
semantic readings to be given as sutstructures of derived phrase-markers--were
only made in *he context of an argument Yo the effect that these innovations
made by McCawlev ([48]) and cthers were not new, but were simply variants of
the Y“standasrd Thcury' Since Chomsky does pot attempt to justify this Innova-
tion, and since ne dces not mention It ocutside the contexi of this argument,
it is not clear thatl he ever took such an account of the standard theory seri-

ously in fact, it is not clear tharn anyone has ever heid the "stendard theo-
ry". Nonetheless, this theory is useivi for pinpoinfing certain importent is-
sues In the theory of gremmar, and we wil! use iT for *this purpose in subse-

quent discussion.

it should be observed, inciderially, that arguments like Fcstal's do not
depend on complete syncnymy (as in the case of remind and perceive-cimilar)
bui only on the inclusion of mesaning. As long as the remind sentences contaln
the meaning of (9), the appropriate rules would apply and the argument would go
through. |f it should turn out tc be the case that remind contzins exira ele-
ments of meaning in aodition to (9), it would pe irretevant to Postfal's argu-
ment. A mistake of This sort was made in an otherwise excellent paper by De-
Rijk ([1301), who consldered axainples 1ike John forget X and John ceased 1o know

X, with respect to the proposal made by McCawley, (L4E1. DeRijk correctiy

notes that if X = his native language, nonsynonymous sentences result. He con-
cludes that for rget could not be derived from an underlying structure containing
the meaning of cease to wnow. It would be true to ay that forgef cannot be

derived from an underlying strusture containing orly the meaning of cease to
5:31, since fo"g°1 means to cease to know due to a change in the mental state
of The subject. But McCawiey's conjecture, like Postal's argument, oniy re-
quires that the meaning of cease to know only be contained in the meaning of
forget, which it is.

'2For a small (and arb’Trarily chosen) szample of such works see Reichenbach
[62], Prior [59] ~ [61], Geach [ig) - [22], Montague [51], Parsons [53], [547,
Hintikka [30], [317], bavidson (127, Todd 651, Castatieda [ 5], Féilesdal [17],
Reschar [631, [64], Belnap [3], Keenan [37], and Kaplen [ 35].

'>Ihe simiiarities between universal quantifiers and conjunctions on the
one hand and existential quantifiers and disjunctions on the other hand have
been recognized at least since Pierce, and various notations have been concoct-
ed to reflect these similarities. Thus, universal quantification and conjunc-
tion might be represented as in (] a) and sxistential quantification and

)
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disjunction as in (1 b).
(1 @ GY /\ £x
, -y

(i) Pleeee Py

(b} (i)

(i) \/ Pleee--Py

Such a simifarity of notation makes clear part of the obvious relationship be-
tween the quantifier equivalence of (1} 8) and DeMorgan's Law (1l b).

(n &) n /\ szz—:\/& fx
X

X

(b) 4] A P!"‘-."Pn E\/"l Pl,..'.""Pn

In the case where X ranges over a finite sef (ll a) says the same thing as
(11 b). Yet despite the similarity in notetion, The (ii} cases in (i) are not
represented as special cases of the (i}'s and {1} a) and (l| b) are fwo dis~
tincl statements. There is no known notational system in which the (ii)'s are
special cases of the (i)'s and in which ()} a) and (1] b) can be stated as a
single equivalence, though it seems that the same thing is going on in (1 a)
ang (11 b).

i+ should also be clear 1har McCawley's observations are not unrelated to
the fact that performative verbs cannot be negated and still remain performa-
tive. ("1 do not order you to go" is not an order.) Since a conJuncflon ot
negatives is equivalent to the negative of a disjunction, by DeMorgan's Laws,
it would seem That an adequate account of McCawley's observations should show
how the impossibility of disjunctions of performatives fcilows from tihe impos-
sibitity of negatives of performatives.

fx

e

'4Nofe, however, that sentences like the following are possible:

Someone and Sam left.

Will everyone or just Sam come 1o {he party?

IZAt+ the UGCLA conference on historical linguistics, January, 1969.

16The same facts obtain for the aufhor s. native (Northern New Jersey) dia-

lect. Curme (113, p. 183) observes that the same phenomenon occurs in popular
Irish English.
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F'The originai ergument was grought up by 8, Mates, 'Synonymity', in Mean-

ing and inferpretation, Berkeley, 1950, pp. 20i-20¢. Replies were made by A.
Church, !Intensiona! lsomorphism and ldentity of Batief', Philosophical Studies,
5, 1954, pp. 85-73 and by W. Seliars, ‘'Putnem on Syponymity and Belief', Anal-
sis 15, i95%, pp. 117-20. 1 find it hard to see how cne coutd know the mean-
Tng of the expression "man whe has never been mar-ied"” and the meaning of the
expression "bacheler™, and how one couid betieve the proposition expressed by
"john is a bachelor® without alsc helieviag the proposition expressed by "John
is a man who has never been married”. | could see how one, upon hearing theose
sentencss, might have perceptual or processing difficulties and so might not be
able o figure cut which propositions correspond to which sentences. Butl in
the normai sense of beileve and realize, one believes or realizes propositions
expressed by sentences, not sontences themselves., There is, of course, another
sense of believe which means roughly have blind faith in the truin cf. in This
sense, a specker may fai! to understand o sentence at ail, but may believe
whatever propesition is supposed To be expressed by +ha+ santence, e.g., ncod
is good." In thic sense, one may 'beiieve' all and only those sentences which
have been uttered in a Southern accent by a military officer over the rank of
colonel, who has red hair and is smoking @ ciger at the Time of The utterance.
Thus, any aspect ot phonetic or contextual difference may matter for This sense
ot +he meaning of 'believe'. [f one wants to consider such facts as part of
the theory of meaning, ones thecry of meaning will have To coincide with ones
Theory of language use.

»
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'Brhe arbitrary syntax position originated in the practice of Katz and
Postal [36], and has been adopied by many investigators since then. It is
interesting that Keiz and Postal considered 2 position very cluse to the natu-
ral syntax position and saw that i1 had advantages over the descriptive prac-
tice that they decided Yo adopt. As they say on page 149, fn 9:

On +he basis of (41) - (44) olus The fact that There are no sen—
tences |ike ¥| request that you want to go, *| request that you hope
to be famous, a case can be made for deriving imperatives syntacti-

cally from sentences of the form ! Verbrequesf that you will Main Verb

by dropping at least the first three elements. This would account
not enly for (41}-(44) but also for the facts represented in (35)-
{40). Such a derivation wouid permit dispensing with | and its
reading RIM would simplify the semantic component by eTiminating
one entry. It would also eliminate from the syniax all the reces-
sary heavy selectional restrictions on | and the rules that must
introduce this element. Although we do not adopt this description
here, it certainly deserves turther study.

9cwamples like this also occur in English. Compare
(i} Ah, to bo able to insult my boss!
(ii} Ah, being able to insuli my boss!
(i) prosupposes that the sgeaker is not able to insult his boss, while (if)
presupposes that he is abie to insult his boss. R. Lakoff nas ctserved that
ct

this fo!lows from the fact pointed out by Kiparsky and Kiparsky [39] that fac-
tive verbs take poss-ing complementizers, while for-to compiementizers occur

-
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only with nenfactive verbs., Since (i) expresses a wish and (ii}, a liking, the
occurrence of the compiementizers could be predicted if absiract verbs bearing
those meanings were hypofhns:zed as occuirring in The underlying syntaciic struc-
ture of these sentences. As in The Latin exemples, The distribuiion of the

comp lementizing morphemes depends on the meaning of the understood predicates.

20Ross [671 has given an analysis of auxiliaries as instances of the cate-
gory ‘verb!, in terms of which general rules mentioning M, V, have, and be can
be stated as gereral rules, rather Than as notational Vartanfs “of lists. More-
over, according to Ross' analysis, the rule of affix-verb inversion can be
eliminated in favor of ‘the independentiy needed rule of complementizer place~

ment.
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