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ABSTRACT OF THE DISSERTATION

Optimal Conditions for a Cryptochrome Based Magnetic Compass

By

Shawn Strausser

Doctor of Philosophy in Physics

University of California, Irvine, 2022

Professor Thorsten Ritz, Chair

European robins can detect the direction of the Earth’s magnetic field, forming an internal

compass which aids them in migration and other navigational tasks. The physical basis of

this magnetic sense arises from a light-initiated chemical reaction which proceeds through a

magnetically sensitive radical-pair intermediate. The pathway of this reaction is sensitive to

Earth strength fields, with the products encoding directional information. The photoreceptor

cryptochrome has been suggested as a magnetic receptor, owing to its ability to form radical

pairs in response to light absorption. However, numerous challenges remain in establishing

cryptochrome as the molecular basis of magnetoreception.

Thermal noise causes the positions of the radicals to fluctuate, affecting the magnetic en-

vironment and therefore the reaction pathway. Using model calculations, we show that a

magnetic compass based on cryptochrome is robust to thermal fluctuations, and that its

performance improves, becoming more robust to other sources of noise.

Motivated by this result we investigate the limits of its performance by determining the

optimal radical pairs. Using a genetic based algorithm we show: (1) the simplest radical-

pair system possible exhibits a high degree of sensitivity and (2) the radical pair formed on

cryptochrome is nearly optimal.
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Since the magnetic compass is light-dependent, it has been challenging to understand how

night-migration is possible, given the low-light conditions. Furthermore, behavioral exper-

iments have demonstrated that if the light intensity is too high or low (i.e. exhibits a

functional window), the magnetic compass no longer works. Using a suggested photocycle

for cryptochrome we show: (1) a magnetic compass based on cryptochrome performs better

under low-light conditions and (2) the functional window can be understood as a consequence

of its photocycle.

Another challenge facing cryptochrome is establishing which reaction step is magnetically

sensitive. Two reactions have been proposed – the forward light-dependent step and the

‘dark’ backward reaction. Combining cryptochrome’s photocycle with a phosphorylation

binding model, we present calculations in alternating light and magnetic conditions which

support the dark reaction as being magnetically sensitive.
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Chapter 1

Introduction

Diverse organisms including European Robins and Arabidopsis Thaliana can detect the

Earth’s magnetic field to drive key biological processes, e.g., compass orientation in Euro-

pean Robins [154, 110] and growth and development in Arabidopsis Thaliana. [2, 1, 19] The

basis for this so-called ‘magnetoreception’ has been suggested to originate from a chemical

reaction proceeding through magnetically-sensitive radical-pair intermediates whose reaction

pathway (i.e. products) depends on the strength and/or orientation of an external magnetic

field, thereby encoding directional information into its reaction products. [116] This has

been suggested to form the physical basis of biological magnetic compasses, in particular

that of the European robin. [117] The protein cryptochrome has been suggested as the

magnetoreceptor, in part, due to it ability to form radical-pairs upon light-absorption. [110]

This thesis is concerned with three broad questions: (1) what is the effect of noise on the avian

magnetic compass, (2) what are the limits to its performance, and (3) what are the effects of

light-intensity on cryptochrome’s photocycle and signal transduction. For the first question

it is found that noise in some instances can improve the compass, while also allowing it to

function for shorter radical-pair lifetimes. In the second, we use model systems to investigate
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the optimal nuclear environments where it is found that the simplest conceivable radical-

pair can produce a directional yield that displays a needle-like feature, thereby providing

a ‘precise’ compass. In addition, it is found that the radical-pair based on cryptochrome

possess a nuclear structure that performs near its limits. Finally, in the third case we provide

support for cryptochrome as the magnetoreceptor by showing: (1) its signaling state displays

a biphasic response to light-intensity, consistent with experimental observations of avian

orientation, [159] and (2) the maximal response of this signalling state increases for lower-

light intensities, suggesting that it performs better under low-light conditions, consistent

with the observation that many birds migrate at night. [41, 82]

In this chapter we provide a brief overview of the literature with a focus on the experimentally

determined characteristics of the avian magnetic compass relevant for this thesis. We then

discuss the experimental results that supports the radical-pair mechanism as the basis of

magnetoreception, and how it could be realized in a biological system using cryptochrome.

Finally, we give an outline of the thesis.

1.1 Background

Birds utilize a variety of cues [148] to navigate during migration, including the sun, [60]

celestial patterns, [26, 27], landmarks, and crucially, Earth’s magnetic field. [152] Use of

a magnetic compass had been speculated before its discovery due to the need of having

a compass that works in all environmental conditions, particularly during overcast night-

migration which precludes the use of the others. [26] Research on these compasses is typically

done at the behavioral level [85, 99, 159] – during spring migration, e.g., birds experience a

strong drive to fly north. This behavior is innate (i.e. not learned), persistent, and can be

induced in laboratory settings by changing the length of day, thereby making it a reliable

source of experimental study. Furthermore, this behavior persists even when placed inside a
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cage, so that by measuring their (average) orientation, researchers can determine how their

orientation will respond to changes in external stimuli.

To test whether birds possess a magnetic compass, European robins are placed in a cage

during migratory season, in the absence of any other cues. Under the local geomagnetic

field, they will tend to orient in their seasonally appropriate migratory direction, e.g., north

in the spring. Rotating the magnetic field they experience so that magnetic-north is ro-

tated, the birds correspondingly changed their direction of flight, indicating that they can

detect and respond to changes in the magnetic field. [152] Furthermore, it was discovered

the mechanism responsible is unlike a magnetic compass based on a needle – when the hori-

zontal (or vertical) component of the field was reversed, the birds reversed their direction of

orientation. However, when both components were reversed, so that the field was inverted,

the birds oriented as they would under the original magnetic field – i.e., they are insensitive

to an inversion of the field. [154] In contrast, a handheld magnetic compass will not change

its orientation when the vertical component is flipped, and will reverse directions when the

field is inverted. Furthermore, when the inclination was equal to zero, the birds became

disoriented, further indicating they detect the inclination of the field and not the polarity.

These properties characterize the avian magnetic compass as ‘inclination-based’. Finally,

instead of distinguishing between north and south, birds distinguish between ‘poleward’ and

‘equatorward’, with help from the direction of gravity. [154]

However, in order to navigate to a location beyond direct sensory perception, both a compass

and a ‘map’ are required. In addition to providing the basis for a compass, the Earth’s

magnetic field also provides information that can form the basis of a ‘map’. Its inclination and

strength varies predictably over latitude, which has been suggested to provide a coordinate

system. [108] Magnetic maps can be used for a variety of purposes, e.g., from changing

migratory direction at an appropriate location [74, 90] to navigating toward a specific home

area. [75] Furthermore, it has been shown that sea-turtles when exposed to a magnetic
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field encountered on its migration changes its orientation accordingly. In other words, this

specific combination of orientation and field-strength act as a ‘sign-post’, signalling the turtle

to change its course.

However, in order to navigate to a location beyond direct sensory perception, both a compass

and a ‘map’ are required. Magnetic maps can be used for a variety of purposes, e.g., from

changing migratory direction at an appropriate location [74, 90] to navigating toward a

specific home area. [75] Furthermore, it has been shown that sea-turtles when exposed

to a magnetic field encountered on its migration changes its orientation accordingly. In

other words, this specific combination of orientation and field-strength act as a ‘sign-post’,

signalling the turtle to change its course. Information from the geomagnetic field, i.e., its

inclination and magnitude, can form the basis of numerous biological functions, including a

map. In addition to providing a magnetic compass, which aids in behaviors like migration and

homing, it can also be used to derive geographic position. [76] The magnetic inclination and

strength varies predictably over latitude, which has been suggested to provide a coordinate

system. [108]

An initial suggested mechanism for how birds can detect the Earth’s magnetic field relied

on light, [66] thereby prompting experiments to determine if there are any effects of light.

[155] It was discovered that light is necessary to observe migratory orientation, i.e., birds

become disoriented in complete darkness. [66, 155, 125] Numerous follow up studies have

demonstrated a bewildering array of responses to various light conditions [153, 85, 157, 151,

159, 92, 150]. In particular, it has been shown that the spectral character of the light-

source is relevant – studies using monochromatic light sources in orientation studies have

demonstrated short-wavelength light (i.e. approximately 300 – 565 nm) is required for proper

orientation, with a sharp cutoff at approximately 565nm. Additionally, it has been shown

that light-intensity within some ‘functional window’ is required, i.e., intensities that are too

high or low lead to behavioral responses different from the expected migratory orientation,
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indicating that their magnetic compass is not functioning. [158] These features appear to

be preserved across various species, suggesting the same underlying mechanism in each of

them. [144]

Taken together, these experiments suggest the mechanism responsible must be inclination-

based and light-dependent. So far, the only magnetoreception mechanism that has been

characterized definitively is in so-called ‘magnetotactic bacteria’. These bacteria are char-

acterized by specialized organelles containing chains of magnetite (iron-oxide nanoparticles)

that impart to it a permanent magnetic moment, thereby exerting a torque and aligning it

(passively) with the Earth’s magnetic field, enabling them to more easily find their preferred

oxygen environment. [13] However, it is not expected that a magnetite based compass [57]

operates in birds, as it is not inclination based or light-dependent. However, it has been

suggested to play a role in other magnetoreceptive functions, namely as the basis of a map.

[156] Furthermore, it is possible that both magnetoreceptive systems can coexist, with one

providing the basis for a ‘map’ (e.g. magnetite), [138, 88] and another the basis of a compass

(e.g. the radical pair mechanism) – both of which are required for navigation. [73, 146, 99]

Although a magnetic compass has been discovered elsewhere, e.g. mole rats [56], newts

[99] and Drosophila Melanogaster, [30] birds have remained the model organism to study

magnetoreception, in part due to the clear function of magnetoreception in migration, and

difficulties with similar systems. [98]

Numerous other mechanisms beyond magnetite have been proposed, [66, 128, 116] namely,

a light-initiated chemical reaction involving magnetically-sensitive radical-pair intermediate

whose reaction pathway can be affected by the orientation of an external magnetic field,

thereby encoding directional information into a biochemical signal. [116] That is, by chang-

ing the orientation of the external field, the products formed can be predictably changed. If

these products are biologically active, i.e., capable of initiating a signal transduction pathway,

it would then form the basis of a magnetoreception sensory system. In principle, radical-
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pairs can be formed through light-independent means, e.g. homolytic bond cleavage, so that

the radical-pair mechanism does not require light. Indeed, there has been recent evidence

which suggests a light-independent reaction step in cryptochrome as being the magnetically

sensitive step. [142] Support for the radical-pair mechanism as the basis of magnetoreception

includes: (1) it is inclination based and displays the proper symmetry, (2) is light-dependent;

in particular, radical-pairs are often formed between molecules through light-induced elec-

tron transfer, and (3) is sensitive to extremely weak magnetic fields, i.e., Earth’s, and (4)

radiofrequency magnetic fields have been shown to disrupt the avian magnetic compass,

[112, 84, 123, 134, 145, 40, 67] consistent with a radical-pair based, but not magnetite, com-

pass. [131, 161, 126] Indeed, any biochemical mechanism that responds to magnetic fields,

especially weak ones, is notable as it is difficult to explain how fields less than one Tesla

result in magnetic field effects. [127]

The above considerations suggest a photoreceptor whose photocycle involves a radical-pair,

with both the light dependent and independent reactions being suggested to form magnet-

ically sensitive radical-pairs. [142, 104] The wavelength dependence of orientation can be

understood through the absorption spectrum of the photoreceptor, as wavelengths outside

of this will not initiate the reaction. This suggests that it absorbs light with wavelengths (≈

300 – 565 nm), but not elsewhere. Numerous photoreceptor proteins satisfy this constraint,

e.g., melanopsin and phototropins, however none of them are known to form radical-pairs,

[110, 25, 33] except chlorophyll which does not exist in birds. These considerations led to the

suggestion of cryptochrome, a short-wavelength photoreceptor protein as a candidate mag-

netoreceptor, [110] owing to its absorption spectrum which closely matches the wavelength

dependence of avian orientation. Furthermore, it is highly homologous to its evolutionary

precursor, photolyase, [115, 141] which is known to form radical-pairs upon light-absorption.

The spectral properties of cryptochrome results from its bound chromophore, flavin, which

forms a radical-pair with a nearby tryptophan amino-acid residue upon light-absorption, a

necessary requirement to observe magnetic field effects. First discovered in plants, [1] cryp-
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tochrome has subsequently been found in birds, particularly in their retina, [80, 84, 91, 93, 33]

an ideal location for light-absorption. In addition, this location provides a number of ordered

structures with which cryptochrome can anchor – to function as a directional compass, it is

necessary that some degree of ordering is required, with theoretical calculations suggesting

that significant fluctuations can be tolerated. [38, 65] In addition to their proposed role

as a magnetoreceptor, cryptochromes also regulate a variety of other biological processes,

including plant growth and development, as well as light-dependent (and independent) roles

in circadian rhythms. [72, 62, 135, 32]

Cryptochromes along with photolyases form a ‘protein superfamily’, [1] characterized by a

conserved N-terminal domain which binds the chromophore flavin. [71, 79, 19, 20] Indeed,

cryptochromes are defined by their high structural similarity to photolyases, which in ad-

dition have acquired novel roles in signalling. Signalling of cryptochrome is typically done

through its C-terminal domain; variability in this domain enables binding of different protein

partners, thereby enabling a wide variety of signalling functions. [164, 169, 69] Subsequent

to light-absorption an electron transfer occurs from a nearby tryptophan residue to flavin,

[31, 167] forming a magnetically-sensitive radical-pair and leading to numerous structural

changes [96] that expose its C-terminal domain, [139, 10, 15] enabling, e.g., phosphorylation

[4, 119, 120, 86] which has been shown to correlate with its function and regulation. Other

post-translational modifications can result, e.g., dimerization, binding of metabolites (e.g.

ATP), and ubiquinitation. [106]

Numerous lines of evidence provide support for cryptochrome as a magnetoreceptor. In

Sylvia borin, cryptochrome has been shown to form radical-pairs in response to blue-light

absorption. [70, 12] Furthermore, the lifetime of this radical-pair was found to be on the

order of milliseconds, i.e., sufficiently long to initiate signal transduction. In Drosophila

Melanogaster cryptochrome, magnetic field effects have been observed in electron-transfer

reactions, [121] albeit for millitesla field strengths, about three-orders of magnitude too small.
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Photolyase from Escherichia coli was also found to be sensitive to magnetic fields, but again

under millitesla fields. [36] However, such effects appear to be incidentally related to the

flavin chromophore, and therefore sensitivity to Earth strength fields would be unexpected.

In contrast, cryptochrome has likely underwent significant evolution to detect Earth strength

magnetic fields. Similar experiments have shown sub-millitesla magnetic field effects for a

flavin-based radical pair. [28, 78] However, the above experiments investigated the effect of

the intensity of the field; to function as a compass such reactions must be sensitive to the ori-

entation of the external field. To this end, an artificial system based on a carotenoid-fullerene

radical-pair has been shown to exhibit reaction dynamics sensitive to the orientation of an

external magnetic field, providing a proof of principle that the radical-pair mechanism can

provide directional information, albeit for fields three orders of magnitude larger than the

Earth’s. [77] Finally, perhaps the most convincing result that the radical-pair mechanism un-

derlies avian magnetoreception is the demonstration of Earth-strength magnetic field effects

in the aforementioned carotenoid-fullerene system. [55] In particular, it was shown that the

response was sensitive to the inclination of the external field, consistent with a radical-pair

based compass. The reason for the lack of experiments with avian cryptochromes is in part

due to the difficulty of isolating them with flavin bound. [95, 63].

Finally, perhaps most convincing so far are the results pertaining to cryptochrome 4, [33,

168, 25, 165] in particular European robin Cry4a, (erCry4a). Numerous lines of evidence

suggest erCry4a as the magnetoreceptor: (1) it doesn’t display circadian oscillations, thereby

ruling out as being involved in circadian rhythms, [25] (2) it is up-regulated in migratory

season. [33, 100], and (3) is expressed at a higher concentration in migratory animals than

their non-migratory counterparts [33, 165]. Furthermore, erCry4a is located in the outer

segments of double cones and long-wavelength single cones, [163] providing the necessary

aforementioned orientational ordering.
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1.2 Discussion

Even with such theoretical and experimental support, conclusive evidence that cryptochrome

functions as a magnetoreceptor is still missing. Currently little is known about how it af-

fects cellular activity, and the proteins it interacts with to transduce magnetic information.

Tentatively it has been suggested that cryptochrome may interfere with the visual process,

producing patterns across the visual field that could be interpreted as north. [66, 110] To this

end it has been suggested that cryptochrome may (indirectly) affect glutamate reception; [42]

the release rate of glutamate at the cone synapse has been shown to encode light-intensity,

thereby providing a direct link between cryptochrome and the visual system. [21] Similarly

it has been shown that cryptochrome interacts directly with a potassium voltage-gated chan-

nel, thereby providing a link between cryptochrome and the cellular membrane potential –

a necessary step in any signal transduction process. Furthermore, there is a discrepancy

between the absorption spectrum of flavin and the wavelength cutoff in orientation experi-

ments. Flavin is known to have a fairly sharp cutoff at ≈ 500 nm in its abosprtion spectrum,

however behavioral experiments show that birds can orient up to ≈ 565 nm. Finally, the ef-

fects of light-intensity, in particular the observation of disorientation beyond some threshold

(≈ 1012 µmol
s m2 ), have so far been unexplained.

1.3 Outline of Thesis

In chapter 2, it is shown in detail how magnetic fields can affect chemical reactions through

the radical pair mechanism. In chapter 3 this formalism is applied to model systems to

understand how fluctuations in the hyperfine interactions affect the directionally-sensitive

reaction yield. In chapter 4 the physical limits of a radical-pair based compass are explored

by investigating which nuclear environment (i.e. hyperfine interactions) provide the ‘best’ re-
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sponse, with a comparison to the flavin-tryptophan radical-pair suggested for cryptochrome.

In chapter 5 the effects of light-intensity on cryptochrome’s photocycle, in particular its

signalling state, are explored. Here it is shown that for flavin’s photocycle, sufficiently high

light-intensities lead to disorientation by deactivating cryptochrome. Finally, in chapter 6

we combine cryptochrome’s photocycle with a simple phosphorylation binding model which

supports the proposal that the light-indepenent reaction step is magnetically sensitive.
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Chapter 2

Theory

In this chapter, we illustrate how Earth-strength magnetic fields can affect biochemical re-

actions involving radical-pair intermediates through the ‘radical-pair mechanism’, by remov-

ing degeneracies in the zero-field Hamiltonian. Such reactions proceed through short-lived,

highly reactive, intermediate radical-pairs whose chemical pathway depends on its electronic

spin-state, i.e., singlet or triplet, with at least one of these undergoing a reaction not available

to the other. The (electronic) spin-state of this radical-pair can be affected by an external

magnetic field through the Zeeman interaction, affecting which reaction pathway is taken,

thereby providing a physical basis of magnetoreception. In particular, for anisotropic hyper-

fine interactions, this effect depends on the orientation of the field, thereby providing the

basis of a magnetic compass. If the hyperfine interaction is also axial, the response to the

magnetic field will depend only on the inclination of the external field (i.e. not the polarity),

consistent with the avian magnetic compass.

First we give a brief overview of the spin-formalism and interactions that make up the

Hamiltonian. Then using the stochastic Liouville equation we describe how the yield of

such a reaction depends on the system parameters, in particular the external magnetic field,
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hyperfine interactions, and lifetime of the radical-pair. Finally we illustrate this formalism

through model calculations, namely one based on the proposed radical-pair in cryptochrome.

2.1 Background

From an energy perspective, it should be impossible for Earth-strength magnetic fields to

affect a chemical reaction. [127] However, numerous experimental [50, 23, 77, 55] and the-

oretical [22, 47] results have shown such an effect is possible. To escape the constraints

imposed by energy, it is first necessary to excite the system so that it is in a non-equilibrium

state. Indeed, typically radical-pairs are formed upon light-absorption in their singlet (but

also triplet [23, 43]) state – neither of which is in equilibrium (i.e. stationary states of the

underlying Hamiltonian dynamics). In this non-equilibrium state, small perturbations, e.g.,

from weak external fields, can alter its dynamics significantly, thereby escaping the energy

constraints imposed. [47] Magnetic field effects on reactions were first discovered in nuclear

magnetic resonance experiments, [50, 23] and later found to have their origin in reactions

involving radical-pair intermediates. [127]

2.2 Spin Dynamics

Elementary particles (e.g. electrons, protons, and neutrons), as well as systems formed from

them (e.g. atomic nuclei) all contain a purely quantum property known as spin, a form

of intrinsic angular momentum. Being a form of angular momentum, spin gives rise to a

magnetic moment, [48] causing the particle (or system of particles) to interact with magnetic

fields. In particular, this magnetic moment can interact with the Earth’s magnetic field, and

under the right conditions can form the basis of a magnetic compass. Furthermore, this

magnetic moment gives rise to its own magnetic field, which other particles with spin will

12



interact with. This spin-spin interaction, the dipolar interaction, will be shown to be the

source of directional information in the avian magnetic compass. The relationship between

the (spin) angular momentum and magnetic moment is identical to its classical counterpart:

µ⃗ = γS⃗ (2.1)

where µ is the magnetic moment, γ is the particle’s gyromagnetic ratio (e.g. for electrons

γ = geµB

h̄
where ge is the electron g-factor and is approximately two, while µB is the Bohr

magneton), and S⃗ is the (spin) angular momentum. For quantum systems, the angular

momentum becomes an operator; [114] in particular for spin-1
2
particles, these operators are

described by:

S⃗ =
h̄

2
(σxx̂+ σyŷ + σz ẑ) (2.2)

where σx =
(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, and σz =

(
1 0
0 −1

)
are the Pauli matrices. That is, the spin

angular momentum is described by a vector whose components are operators. Electrons,

protons, and neutrons are all spin-1
2
, and in general particles can only have a spin of the form

N
2
where N is any non-negative integer. A spin-n particle can exist in 2n + 1 states; for the

case of spin-1
2
this means two states, which are often referred to as ‘spin-up’ (denoted |+⟩) and

‘spin-down’ (denoted |−⟩). For a spin-1 system, e.g. the nuclei of 14N (the more abundant

isotope of nitrogen), there are three states, typically denoted as |11⟩ , |10⟩ , and |1− 1⟩ where

the first number describes the spin of the particle, and the second describes the spin measured

with respect to the z-axis. The spin operators for a spin-1 particle are: S1x = h̄√
2

(
0 1 0
1 0 1
0 1 0

)
,

S1y = h̄√
2i

(
0 1 0
−1 0 1
0 −1 0

)
, and S1z = h̄

√
2
(

1 0 0
0 0 0
0 0 −1

)
. In general the equations that describe the
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spin operators for a spin-n particle are:

〈
m′∣∣Sx

∣∣m〉 = (δm′,m+1 + δm′+1,m)
1

2

√
n(n+ 1)−m′m (2.3)〈

m′∣∣Sy

∣∣m〉 = (δm′,m+1 − δm′+1,m)
1

2i

√
n(n+ 1)−m′m (2.4)〈

m′∣∣Sz

∣∣m〉 = δm′,m (2.5)

Typically the first step in solving spin Hamiltonians is setting up the spin operators for the

system; once this is completed the Hamiltonian can be constructed, and its eigenvalues (i.e.

energy levels) and eigenvectors can be constructed, allowing one to calculate the value of

any observable of interest (e.g. position, momentum, total spin).

The state of a spin-n system is described by a 2n + 1-dimensional (complex) vector that exists

within a Hilbert space, i.e. the wavefunction, denoted |Ψ⟩; typically this abstract quantity

is represented concretely as a column vector. To represent the spin state of a particle, it is

necessary to have a ‘suitable’ basis, i.e., a set of vectors that span this Hilbert space. This

basis is not unique, and its choice often reflects the symmetry of the underlying problem. To

this end, it is necessary to find a complete set of commuting observables to uniquely specify

our state. Operators that commute can simultaneously be diagonalized – that is, there exist

an eigenbasis common to both. This basis allows us to uniquely describe our state when

degeneracies are present – e.g., if there exist two states that have the same energy, then we

cannot distinguish them based on their energy alone. What is needed is another observable

that commutes with the Hamiltonian such that each of these have a different eigenvalue

under this operator, allowing us to describe each state by a pair of eigenvalues.

For quantum systems, physical observables are represented by operators, with their eigen-

values providing the allowable values. This implies that their eigenvalues must be real,

which can be satisfied by Hermitian operator. Typically this set of eigenvalues is discrete,

in contrast to the classical case.
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In general, the time-evolution of a spin-system is governed by the Schrödinger equation:

ih̄
d |Ψ⟩
dt

= H |Ψ⟩ (2.6)

where H is the Hamiltonian describing the system. In cases where the Hamiltonian is time-

independent, as considered in this thesis, one can solve this immediately to obtain:

∣∣Ψ(t)
〉
= exp

{
−iH
h̄
t

} ∣∣ψ(0)〉 (2.7)

where the (matrix) exponential on the right-hand side is the ‘time-evolution operator’, i.e.,

the operator which describes how a state is evolved through time, and
∣∣ψ(0)〉 is the initial

state of the system. In general this matrix exponential is difficult to calculate, but can

be simplified by expressing the Hamiltonian with respect to its eigenbasis – in this basis,

the Hamiltonian will simplify to a diagonal matrix, thereby allowing one to immediately

calculate the matrix exponential (i.e. by taking the exponential of each diagonal element

separately). To find this eigenbasis one therefore must solve time-independent Schrödinger

equation:

H |Ψ⟩ = E |Ψ⟩ (2.8)

where E are the eigenvalues (i.e. allowed energies).

2.2.1 Zeeman Interaction

For a single spin-1
2
particle, an external magnetic field will cause the particle to oscillate

between its ‘spin-up’ and ‘spin-down’ states. Furthermore, the (average) spin of the particle

will precess about the field, in a manner analogouos to a gyroscope. For illustrative purposes

we consider the case of an electron, where the Hamiltonian describing the spin-evolution of
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this system is again identical to its classical counterpart:

H = −µ⃗ · B⃗ = −γS⃗ · B⃗ (2.9)

where the coordinate system is typically chosen so that the magnetic field lies along the

z-axis (i.e. B⃗ = 0, 0, Bz) so that our Hamiltonian becomes:

H = ωSz (2.10)

where ω ≡ eB
mec

where e is the charge of an electron, me its mass and c is the speed of light.

The average spin in this case is: [114]

⟨Sx⟩ (t) = ⟨Sx⟩ (0) cos(ωt)−
〈
Sy

〉
(0) sin(ωt) (2.11)〈

Sy

〉
(t) =

〈
Sy

〉
(0) cos(ωt) + ⟨Sx⟩ (0) sin(ωt) (2.12)

⟨Sz⟩ (t) = ⟨Sz⟩ (0) (2.13)

which describes a vector that precesses about the z-axis, i.e., the direction of the magnetic

field.

2.2.2 Hyperfine Interaction

The origin of the hyperfine interaction is due to the interaction between the magnetic mo-

ments of two particles possessing spin. That is, the spin of one of these particles gives rise to

a magnetic field, which the other particle interacts with through its magnetic moment (the

converse situation is identical). Typically this is considered between the electron and nearby

nuclei, i.e., the electron experiences a magnetic field due to nearby nuclei (owing to their

spins) and is considered an internal field, in contrast to the external field in the Zeeman
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interaction. The Hamiltonian for the spin component of this interaction is:

HHFI = S⃗ · A⃗ · I⃗ (2.14)

=

(
S1x S1x S1x

)
·


Axx Axy Axz

Ayx Ayy Ayz

Azx Azy Azz

 ·


I1x

I1x

I1x

 (2.15)

where A⃗ is the hyperfine tensor, i.e., a 3 × 3 matrix representing the interaction, typically

expressed in millitesla (mT). We can confirm that this interaction is indeed anisotropic,

by showing that it changes under a rotation of our coordinate system. The operator that

rotates this Hamiltonian through an angle ϕ about, e.g., the z-axis, is given by Dz(ϕ) =

exp
{
− i

h̄
Szϕ
}
. [114] Furthermore, the Hamiltonian, like any observable, will transform ac-

cording to H′ = exp
{

i
h̄
Szϕ
}
H exp

{
− i

h̄
Szϕ
}
which can shown to change the Hamiltonian.

We can perhaps see this more clearly by realizing that the Hamiltonian does not commute

with Sz so that the rotation will transform the Hamiltonian. In contrast, an isotropic hy-

perfine interaction, H = aS⃗ · I⃗ will commute with Sz and therefore not depend on the choice

of coordinate system. Axial hyperfine interactions are characterized by being unchanged

with respect to rotations about the z-axis. In their principal basis (i.e. diagonalized) they

take the form A = {a + α, a + α, a − 2α} where ‘a’ describes the isotropic part, and α the

anisotropic part.

2.2.3 System of two spin one-half particles

When there are multiple particles possessing spin, one can speak of the total spin of the

system. In this case we can take as our basis the eigenstates of the total spin operator and

its total projection along the z-axis. For a system consisting of two spin-1
2
particles, we can

express the state of the system in two different ways: (1) by referring to the spin projected
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along the z-axis of each particle (e.g. in this case our states would be described as ‘up up’,

‘up down’, etc) or (2) the total spin and its projection along the z-axis, which in this case

would be either ‘singlet’ or ‘triplet’. In either case there are four states the system can be

in – for case (2) there is one associated with singlet, and three with triplet.

The spin operators for multi-particle systems can be constructed by taking outer products

between the constituent operators. For example, in the hyperfine interaction above, the dot

product can be expanded to yield an expression containing the following term: AxxS1x ⊗ I1x

where the symbol ⊗ denotes the outer product and is often omitted for clarity. This can be

calculated as:

AxxS1x ⊗ I1x =
h̄

2

2

Axx

(
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

)
(2.16)

In addition, the operator S⃗2 represents the total spin of a system of particles and can be

simplified as follows:

S⃗2 = (S⃗1 + S⃗2)
2 = S⃗1

2
+ S⃗2

2
+ 2S⃗1 · S⃗2 (2.17)

where for clarity we have omitted the outer-products. The eigenvectors of this operator

operator are:

As we can see, three of these states (i.e. the triplet states) are degenerate (i.e have the

same eigenvalue). Therefore, in order to distinguish between them we must introduce an

additional operator which commutes with S⃗2, i.e. Sz. In this way we can uniquely specify

each state in terms of its eigenvalues of these two operators.

Any state (i.e. |ψ⟩) of a system composed of two spin-1
2
can be expressed in terms of either

the eigenbasis of S⃗2 and S⃗z or S⃗1z and S⃗2z. The first pair of operators define the so-called

‘singlet-triplet basis’, while the second pair defines the ‘product-operator basis’. The singlet-
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triplet basis is represented by {|s = 1,m = ±1, 0⟩ , |s = 0,m = 0⟩}, where the first element

in each ket describes the eigenvalue of S⃗2 and the second the eigenvalue of S⃗z (N.B. both of

these are for the total spin operators). Similarly, the product-operator basis is represented

as |++⟩ , |+−⟩ , |−+⟩ , |−−⟩ where, e.g., the first term in |+−⟩ denotes that particle 1 is in

its ‘spin-up’ state, while the second particle is in its ‘spin-down’ state, and similarly for the

others. The relationship between these two bases are given by:

|s = 1,m = 1⟩ = |++⟩ (2.18)

|s = 1,m = 0⟩ = 1√
2
(|+−⟩+ |−+⟩) (2.19)

|s = 1,m = −1⟩ = |−−⟩ (2.20)

|s = 0,m = 0⟩ = 1√
2
(|+−⟩ − |−+⟩) (2.21)

which can be compactly represented by the following matrix:

A =

( 1 0 0 0
0 1√

2
1√
2

0

0 0 0 1
0 1√

2
− 1√

2
0

)
(2.22)

i.e., this matrix converts from the product-operator basis to the singlet-triplet basis.

2.2.4 Density Operator

In the above we have only considered ‘pure states’, i.e., quantum states which can be de-

scribed completely by a single wavefunction, |ψ⟩. However, this is not the most general state

possible – one can also have ‘mixtures’ of these pure states. For example, it is often the case

that the initial state of our system is not known precisely, but instead described statistically

through a distribution. In other words, the systems are not prepared identically. We could

have an ensemble of such systems, each with an unknown initial state that evolves according

to the same Hamiltonian, and ask what the average properties of this ensemble are. In this
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situation there are two sources of uncertainty: (1) the uncertainty of our initial state, and (2)

the uncertainty imposed on its evolution due to quantum mechanics. The density operator

captures both of these effects and is defined as:

ρ̂ =
N∑
k=1

pk |ψk⟩ ⟨ψk| (2.23)

where |ψk⟩ are a collection of pure states (not necessarily orthogonal). Furthermore, ‘N’ rep-

resents the number of states under consideration and can be anything – it is not restricted

to the dimension of the Hilbert space. The ‘weights’, described by pk, represent the distri-

bution describing our state; e.g., this statistical mixture can be taken to be the Boltzmann

distribution.

To better illustrate this, suppose we have two spin-1
2
systems, one which begins in the state

|+⟩ and the other in (|+⟩+ |−⟩)/
√
2 (i.e. a superposition of ‘up’ and ‘down’). Now we can

ask what the average of, e.g., the spin in the z-direction is, ⟨Sz⟩. In this case the density

operator describing the distribution is:

ρ̂ =
1

2

1 0

0 0

+
1

2

1
2

1
2

1
2

1
2

 (2.24)

=

3
4

1
4

1
4

1
4

 (2.25)

Now that we have the density operator that describes the system we can compute ⟨Sz⟩; for

a pure state, the average of an observable, ‘A’, is given by ⟨Ψ|A|Ψ⟩, however for a mixed

state it is Tr{ρA} so that we have:

⟨Sz⟩ = Tr{ρSz} =
h̄

4
(2.26)
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Another instance where the density operator formalism is required is for ‘open systems.

Schrödinger’s equation only holds for ‘closed’ systems, i.e. systems which do not interact

with an environment – this is analogous to Newton’s laws which only hold in non-inertial

reference frames. For open quantum systems, one can extend our system of interest to

include the environment, however one cannot typically specify with certainty its state, i.e.,

it again requires a density operator approach.

2.3 Radical Pair Mechanism

A prototypical reaction scheme illustrating the basics of the radical pair mechanism (RPM) is

shown in Fig. 2.1. The process begins with light absorption by the donor molecule (D), which

triggers an electron-transfer to the acceptor molecule (A), forming a radical pair between

molecules D and A. This step is typically spin-conserving, so that the initial (electronic)

spin state of the radical pair is the same as its precursor, i.e., singlet. Once the radical-pair

is created, it will not remain in its singlet state, as it is generally not an eigenstate of the

systems Hamiltonian. Instead it will (coherently) oscillate between its singlet and triplet

states, typically due to the hyperfine interaction, although the spin-orbit interaction has

also been considered. [64]

This singlet-triplet interconversion can be understood semi-classically – each electron experi-

ences a unique magnetic field owing to their different nuclear environments. Therefore, each

electrons average spin will precess at a different rate about the resultant field due to nearby

nuclei, shown in Fig. 2.3, the effect of which is to cause the electrons to oscillate between

their singlet and triplet states. [123, 118, 127] Furthermore, if a weak external magnetic field

(i.e. weak compared to the hyperfine coupling strengths) is applied, each electron will now

precess about the resultant magnetic field that is a combination of the internal (i.e. nuclear)

and external (i.e. Earth’s) magnetic fields. In other words, the addition of an external mag-
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netic field will affect this interconversion by modifying the hyperfine induced oscillations.

Furthermore, if the hyperfine interaction is (axially) anisotropic, [133] then the effect of the

external magnetic field will depend on its orientation. In particular, the axial nature of the

hyperfine interaction implies that the effect will only depend on the inclination angle, θ, and

not the polar angle, ϕ. In this way, the ST-interconversion depends on the axial nature of

the external magnetic field, consistent with the avian magnetic compass.

Finally, competing with this interconversion process are spin-selective reactions unique to

each spin-state, described by kS, and kT. That is, the singlet and triplet states react to

form unique products, one of which is assumed to initiate an unknown signal transduction

pathway. The fraction of radicals (i.e. the yield) decaying through, e.g., the singlet-channel

will be proportional to its concentration, which in turn depends on the external magnetic

field resulting from ST-interconversion. In this way, the radical-pair mechanism transduces

the magnetic field into a biochemical signal whose concentration depends on its inclination,

forming the basis of a magnetic compass.

For illustrative purposes it is generally assumed that the decay reactions are spin-independent

(i.e. kS = kT). This uncouples the spin dynamics from the reaction dynamics, enabling a

closed form solution. The value for these rate-constants is constrained by the strength of

the external magnetic field – if the decay rate is too fast, the external magnetic field will not

have sufficient time to induce appreciable ST-interconversion. The Larmor frequency for an

Earth strength magnetic field (i.e. i.e. 50 µ T) is on the order of 10 µ s, suggesting that the

radical-pair must have a lifetime on this timescale for the external field to have an effect.

Without loss of generality we assume that the triplet state reaction pathway leads to a

biologically active product. We are interested in the fraction of radicals that decay through

this triplet channel, particularly how it depends on the fields orientation. Assuming a first
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Figure 2.1: Before light absorption, molecule D contains two electrons in a closed shell, and
are therefore in the singlet state. Upon light absorption, an electron transfers to molecule A,
forming a radical pair between them; this process is spin-conserving so that the initial state of
the radical-pair is also a singlet. The radical-pair will then undergo two competing processes:
(1) Hamiltonian driven singlet-triplet interconversion and (2) spin-selective decay from each
of the spin-states. If the interconversion step depends on the orientation of, e.g., the Earth’s
magnetic field, then so too will the products, thereby encoding directional information into
the chemical yield of the system.

order decay process, the yield of radicals decaying through this channel is given by:

ΦT =

∫ ∞

0

kTT (t) dt (2.27)

where T(t) is the fraction of radicals in the triplet state at a given time. This can be obtained

from the spin-dynamics of the system. In particular, the average number of radicals in the

triplet state is given by:

T (t) = Tr
{
QTρ(t)

}
(2.28)

where QT is the triplet-projection operator, i.e., the operator such that QT |T ⟩ = 1, while

being zero for a non-triplet (i.e. singlet) state. In general the trace of an operator A,

Tr{Aρ} =
∑

i(Aρ)ii, is the average value for that operator; when the operator is a projection

operator, this gives the average number of systems in that state.

To continue we need to explicitly solve for the density-operators spin-dynamics. Its evolution

will be due to the two aforementioned competing processes: (1) singlet-triplet interconver-
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sion, described by the systems Hamiltonian and (2) spin-selective recombination. The first

process can be described through the Schrödinger equation, while the second must be de-

scribed phenomenologically, i.e., not from first principles. [34] The reason for this is that the

Schrödinger equation cannot describe decay unless the Hamiltonian is imaginary. Therefore

the standard quantum-mechanical equations of motion are extended to capture this effect

via the stochastic Liouville equation: [61]

dρ

dt
= − i

h̄
[H, ρ]− kS

2

{
QS, ρ(t)

}
− kT

2

{
QT, ρ(t)

}
(2.29)

Where square brackets denote the commutator of the two operators, i.e. [A,B] = AB−BA

while the curly brackets denote the anti-commutator, i.e., {A,B} = AB+BA. Considering,

e.g., only the second term above describing singlet-decay, it can be shown that the singlet

population is decays according to a first-order process, i.e., ⟨S⟩ = Tr
{
Sρ(t)

}
= 1

2
(1 +

exp(−kSt). [34]

In the case where kS = kT, a formal solution can be obtained for time-independent Hamil-

tonians:

ρ(t) = exp

(
−iHt

h̄

)
ρ(0) exp

(
i
Ht
h̄

)
(2.30)

where ρ(0) is the initial state of the system, i.e. the spin-state of the nuclei and electrons. As

mentioned previously, the initial spin-state of the electrons is a singlet, while the nuclei are

assumed to be in thermal equilibrium. In other words, the density operator describing the

initial electronic spin-state is ρ(0)electronic = QS while the nuclear spin-state is ρ(0)nuclear =
1
N

where N is the number of nuclear states, and taking their outer product to from the total

density operator gives: ρ(0) = QS

N
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Plugging (2.30) into (2.28) with the appropriate initial condition yields:

T (t) =
1

N
exp{−kt}

4N∑
m=1

4N∑
n=1

QS
mnQ

T
mn cos

(
(ωm − ωn)t

)
(2.31)

where the factor of four in the summation results from the four electronic spin-states (e.g,

three triplet plus one singlet) and h̄ωm represents energy corresponding to the Hamiltonian

eigenstate |m⟩. Finally, integrating this over all times produces the desired yield:

ΦT =
1

N

4N∑
m=1

4N∑
n=1

QS
mnQ

T
mn

k2

k2 + (ωm − ωn)2
(2.32)

Care must be taken to ensure that the projection operators are expressed with respect to

the eigenbasis of the Hamiltonian for this solution to be valid.

Looking at (2.31) better illustrates the effect of the weak external magnetic field. In the

absence of an external field, and assuming there exists degeneracies in the zero-field Hamilto-

nian, these degenerate states will not oscillate (i.e. the cosine term becomes unity). The effect

of a weak external magnetic field acts by lifting these degeneracies, [16, 132] thereby increas-

ing ST-interconversion. For a singlet-born radical pair, this increase in ST-interconversion

means there will be an increase in the fraction of radicals in the triplet state, and therefore

in the triplet yield.

The results above hold for any time-independent Hamiltonian; to better illustrate the results

we consider a simple radical-pair based on a flavin-tryptophan radical pair that has been

suggested to occur in the putative magnetoreceptor cryptochrome. [110, 22, 41] This system

contains a single nuclei on each radical – on the flavin radical the nuclei is taken to be a

nitrogen-atom, which has been shown to provide the dominant contribution [22, 41]. For

the tryptophan radical the nuclei is taken as a hydrogen atom for the same reason. The

Hamiltonian for this system (and indeed any radical-pair with a single nuclei on each radical)
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is given by:

H = gµB(S⃗1 + S⃗2) · B⃗ + S⃗1 · A⃗1 · I⃗1 + S⃗2 · A⃗2 · I⃗2 (2.33)

where the first term describes the Zeeman interaction with each electron; g is the so-called

‘electron g-factor’, i.e. g = 2, and µB is the Bohr magneton. The magnetic field can be

expressed as:

B⃗ = |B|(sin(θ)x̂+ cos(θ)ẑ) (2.34)

where |B| is its magnitude and we have let ϕ = 0 owing to the axial nature of the (anisotropic)

hyperfine interaction. Continuing, the second term describes the (anisotropic) hyperfine

interaction between the electron and nuclei on radical one and similarly for the third term.

In these last two terms, S⃗i is the spin-operator for the electron on radical i. Similarly, I⃗2 for

the hydrogen nuclei is the same as it is also spin-1
2
, i.e., I⃗2 = S⃗1 = S⃗2. However, the spin-

operator for the spin-1 nitrogen is different, given by S1x = h̄√
2

(
0 1 0
1 0 1
0 1 0

)
, S1y =

h̄√
2i

(
0 1 0
−1 0 1
0 −1 0

)
,

and S1z = h̄
√
2
(

1 0 0
0 0 0
0 0 −1

)
. Finally, Ai is a 3 × 3 matrix that describes the anisotropic hyperfine

interaction. The hydrogen anisotropic hyperfine tensor is given by diag(0, 0, 1.0812)mT while

the nitrogen tensor is given by diag(-0.2, -0.2, 1.7569)mT. Finally, the lifetime of the radical

pair is taken to be 10µs. [41] Using Eq. 2.32, we can calculate the yield for this system, with

the result shown in Fig. 2.2

Note that we have ignored various terms in this simple model, including the nuclear Zee-

man interaction terms, and inter-radical interactions. In general these terms will remove

degeneracies in the zero-field Hamiltonian, which is precisely the mechanism by which the

external magnetic field effects occur. In other words, for strong inter-radical interactions

(e.g. exchange and dipolar), a weak magnetic field will not have an effect. Since the

magnetic moment of the electron is about three-orders of magnitude larger than nuclear

26



0 30 60 90 120 150 180

0.370

0.375

0.380

0.385

θ

Φ
S

Figure 2.2: Singlet yield for a flavin-tryptophan based radical pair demonstrating a high
degree of angular sensitivity. The parameters characterizing this yield are given as follows –
the flavin hyperfine interaction is diag(-0.2, -0.2, 1.7569)mT while the tryptophan hyperfine
interaction is given by diag(0, 0, 1.0812)mT. The liftime of the radical pair is taken to be
10µs.

magnetic moments, this first approximation is well-justified. Similarly, for radicals that are

sufficiently-separated in space we can likewise neglect the inter-radical interactions. For

example, the dipolar coupling between the electron of one radical with nuclei of the other

radical varies as 1
r3
. [14] Theoretical calculations suggest that a separation of > 3.5 nm

is sufficient to ignore these interactions, and furthermore that at the particular distance of

2 ± 0.2nm [24] these terms may ‘cancel’ out. Sufficiently large radical-pair separations [52]

have been suggested in the literature owing to a chain of conserved tryptophan amino-acids

which sequentially transfer the electron towards the flavin, thereby increasing the distance,

shown in Fig. 2.3. Furthermore, there is evidence that a fourth tryptophan residue is in-

volved, [87, 94, 51, 168, 160, 165] thereby further increasing the radical-separation distance,

allowing a weak magnetic field to overcome their deleterious effects.
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Figure 2.3: Flavin-tryptophan radical pair scheme. [123] Light absorption by flavin (FADH)
causes an electron-hole to transfer, along a chain of nearby tryptophan residues, resulting in
a radical-pair between FADH and Trp324. Recombination back to the ground state occurs
only from the singlet state.

2.4 Discussion

In the above we have presented a simple model that illustrates how a weak external magnetic

field can affect the spin-dynamics of a radical pair, thereby altering which reaction pathway

is taken. A number of simplifications have been made, most severely the neglect of spin

decoherence and relaxation. Their inclusion is outside the scope of this thesis, but are

briefly described for completeness sake. In general, spin-relaxation is due to the discarded

terms from the Hamiltonian whose exact description is ignored and is instead described

phenomenologically. The main source of relaxation in the system under study is due to time-

dependent modulations of the hyperfine interaction, particularly as the molecules rotate and

move in space. [29]
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Chapter 3

Yield for Fluctuating Hyperfine

Interaction

Recently it has been shown that the avian magnetic compass due to the radical pair mech-

anism is more sensitive than previously thought possible. Avoided crossings in the energy

spectrum can produce a singlet yield with a singular spike, described as a “quantum needle”.

[41] Since the compass sensitivity likely relies on the variation of the yield, this represents a

significant improvement in its performance; [97] all systems considered prior were found to

have a smoothly varying signal. While it is important that the compass be sensitive, it must

also be robust to variations of parameters in the model. Typically, these variations are due

to fluctuations in distance of the two radicals and orientation of the molecule, due to the

thermal bath, modulating any distance dependent parameters such as the hyperfine interac-

tion and decay rate. A relatively minor decrease in the decay rate, or change in the hyperfine

structure, can be enough to significantly affect the yield, and perhaps destroy the needle.

[106] In this chapter we show that fluctuations in the hyperfine interactions unexpectedly

improve the needle by increasing its depth. Furthermore, it is found that such fluctuations

provide robustness against variations in the decay rate, with minimal loss in sensitivity
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3.1 Background

Birds are known to migrate thousands of kilometers to the same location each year to breed

and search for food. [6, 82] This suggests the use of a highly precise map and compass. In

particular, the magnetic compass has been suggested [41] to have the necessary precision. It

has been found that the flavin-tryptophan radical-pair formed in cryptochrome produces a

signal with a needle-like feature, giving rise to a high degree of directional sensitivity. [41]

The origin of this needle is due to an avoided crossing in the energy spectrum with respect

to the inclination angle. Any avoided crossing is characterized by two features: (1) it’s

separation of closest approach, and (2) the angle at which these levels approach one another.

The latter can also be understood in terms of the separation of furthest approach, i.e., the

separation far away from the avoided crossing. [102]

We can understand the role of the avoided crossing as follows: as one moves away from the

angle of closest approach, the energy separation is large, little singlet-triplet interconversion

occurs, and consequently there is little change in the yield. Near the avoided crossing the

energy separation is smaller, leading to a significant change in the yield. In other words, only

a significant amount of change occurs at inclination angles near the avoided crossing, i.e., a

yield with a singular spike. Since sensory systems often detect changes in their environment

rather than absolute values, [122] this indeed represents a significant improvement.

Because the electrons that constitute the radical-pair are delocalized in space, they will in-

teract with numerous nearby nuclei. For the flavin-tryptophan radical-pair considered [41]

this includes up to 21 nuclei – however, it was found that only a few of these nuclei inter-

actions dominate. [41, 22] Therefore, one can consider instead a simplified model with only

the largest hyperfine interactions. In particular, for flavin there is a single nitrogen nuclei,

while for tryptophan a single hydrogen nuclei. In the following, we base our calculations on

this simplified system. Interestingly, this simple system was shown to produce a less promi-
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nent needle, [41] suggesting that, at least in some cases, introducing more nuclei increases

sensitivity. Finally, it was found that as the lifetime of the radical pair is decreased, the size

of the needle deteriorates rapidly, requiring at least ≈ 10µs in all cases considered to see

an appreciable signal. In the actual flavin-tryptophan radical-pair, lifetimes on the order of

milliseconds are required to observe a needle – far too long to be realized in a biological sys-

tem. Indeed, these long lifetimes are likely why it went unnoticed despite being considered

before. [22]

Although the ‘quantum-needle’ discovered displays a large directional sensitivity, it must also

be robust to variations of parameters in the model. Numerous sources of noise are present,

including fluctuations due to being in contact with a thermal bath, as well as inhomogeneity

among the cryptochrome molecules themselves. [106, 107] Cryptochrome exists in distinct

conformational states, e.g., in dimerized form, with ATP bound, and phosphorylated, with

each expected to have a unique local environment. Recently it has been shown [106] that

for some radical-pair systems, minor perturbations in the hyperfine interactions can lead

to significantly different signals. Therefore, in the following we investigate the effect of

fluctuating hyperfine parameters on the quantum needle.

In this chapter we model thermal noise by allowing the hyperfine parameters to fluctuate

according to a Gaussian distribution. The strength of this noise is taken as the variance

of the distribution – i.e., larger variances correspond to more noise. It is found that by

allowing the hyperfine parameters to vary up to 10% improves the depth of the needle, but

beyond this leads to degradation. Furthermore, such fluctuations also enable the needle to be

present for lifetimes an order of magnitude smaller than those originally considered. These

improvements are due to the fact that the flavin-tryptophan parameters are not ‘optimal’

– the noise therefore causes the system to explore more optimal sets of parameters, which

overwhelmingly dominate the average characteristics of the yield. The origin of these effects

are due to the small perturbations significantly affecting the avoided crossing distance.
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Finally, we consider the case of starting from a more optimal set of hyperfine parameters.

Indeed, it could be the case that the effect of the noise is to simply explore the parameter

space more fully and favor the optimal ones. However, it is found that starting from a

better set of parameters, introducing noise still improves the system. In particular, it is

found that here the effect of noise modestly reduces the sensitivity, however, it still provides

robustness to variations in the decay rate, allowing it to operate for lifetimes that are an

order of magnitude smaller than those previously considered. These calculations suggest

that different sets of parameters favor a ‘sensitive’ needle versus a ‘robust’ one. Indeed,

there appears to be an inherent trade-off between sensitivity and robustness.

3.2 Fluctuating Hyperfine Interaction

In the following, we model noise by allowing the hyperfine parameters to fluctuate according

to a Gaussian distribution. The (static) flavin hyperfine tensor is described by the diagonal

matrix A1 = {−0.2,−0.2, 1.7569} mT, while the tryptophan is A2 = {0, 0, 1.0812} mT.

[41, 22] Each component is now instead described through a Gaussian whose average is

equal to the static values, with larger widths (i.e. variance) of this distribution simulating

the amount of noise. To illustrate this, in Fig. 3.1(A) the distribution for A1xx is shown, with

the standard deviation chosen to be 7.8µT. This corresponds to approximately a maximal

10% change in the strength of the interaction. The smallest variance considered is 1.3µT

and corresponds to approximately a 1% change in the parameters. Each distribution is

drawn independently, and with the same variance. In each case, 1000 samples are drawn,

the singlet-yield is calculated for each, and finally these yields are then averaged to obtain

the (average) singlet yield.

The results of this process for varying standard deviations are shown in Fig. 3.1(B), where it

is found that increasing the amount of noise significantly improves the depth of the needle.
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Figure 3.1: (A) For illustrative purposes, we show the hyperfine distribution of the x-
component for a variance of 7.8×10−3 mT. (B) The yield for different hyperfine distributions;
the variance of the fluctuations are taken to be (1.3, 1.9, 3.9, 7.8)µT. To better see the plots,
they are shifted vertically by (0, -0.003, -0.006, -0.009, -0.012). Here we see clearly that
increasing noise improves the ‘sensitivity’ of the needle.

Beyond this, further increases lead to degradation. The source of this improvement lies, in

part, due to the fact that the noise is selecting more optimal hyperfine parameters. While

it is also the case that noise will select worse parameters, the effect is apparently dominated

by the better ones. In other words, the actual parameters describing the flavin-tryptophan

are not optimal, and by introducing noise, the system now explores these parameters whose

contributions dominate the averaging process. In addition to providing a larger needle,

these fluctuations also improve robustness to variations in the decay rate. That is, the

needle persists for lower lifetimes under fluctuations, as seen in Fig. 3.2. For the original

parameters, the needle disappears completely for a radical-pair lifetime of 2µs, however with

noise the needle persists even down to this short lifetime, with minimal loss in sensitivity.

It was expected that in the best case, the effect of this noise would slightly degrade the

needle, however, we have found that there is an improvement, namely through its depth.

Interestingly, these results do not hold if we impose the constraint A1xx = A1yy, suggesting

that, at least partially, the results can be understood in terms of breaking this symmetry.

Both of these results can be understood as follows – the effect of the fluctuating hyperfine
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Figure 3.2: (a) The original hyperfine parameters lead to a yield that rapidly deteriorates
as the lifetime is decreased. (b) Considering a single fluctuation (i.e. A1 = (-0.21, -0.205,
1.7569)) mT shows a yield that persists even for lower lifetimes.

interaction is to decrease the avoided crossing separation, shown in Fig. 3.3(B). In turn, this

lower energy-separation increases the singlet-triplet interconversion (2.31) frequency which

has two effects: (1) the triplet yield is increased (i.e. singlet yield is decreased) at the avoided

crossing (i.e. θ = 90◦), while simultaneously being decreased for angles away from it, and (2)

the amount of time needed for the external magnetic field to act is reduced as the frequencies

of oscillations are now increased, owing to a smaller energy separation. The approximation

of averaging the fluctuations to obtain the singlet yield is valid as long as the fluctuations

occur on a timescale much lower than the lifetime of the RP – in the next section the other

cases will be considered (i.e. fluctuations on the timescale of the RP lifetime, and much

larger).

Finally, we consider the case where we begin from a perturbed set of hyperfine parameters

that are more sensitive than the original, and consider the effect of allowing them to fluctuate.

In this case, the variance of the hyperfine parameter distributions is taken as 1µT. In this

case (see Fig. 3.4) it is found that fluctuations broaden the yield (i.e. in the top plot), thereby

reducing the sensitivity. However, it is found that the robustness still persists, providing a

needle down to radical-pair lifetimes of 2µs. The origin of this effect can again be understood

in terms of the avoided crossings – in this case, the avoided crossing distance will increase

in response to noise, causing the singlet-yield to broaden. However, the angle at which
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Figure 3.3: (A) The energy spectrum for the simplified flavin-tryptophan radical-pair, dis-
playing a number of ‘bands’. (B) Zooming in on these bands displays two avoided crossings
(only one is shown for clarity). Furthermore, the distance at their closest approach is reduced
upon introducing noise to the system.

the avoided crossings approach (i.e. the distance between the energy levels far from the

avoided crossing) are correspondingly decreased. This overall decrease, as mentioned before,

will cause the singlet-triplet interconversion frequency to increase for all angles, thereby

providing a needle for lower lifetimes.

3.3 Oscillating Hyperfine Interaction

So far we have assumed that the fluctuations occur much slower than the decay rate, allowing

us to simply average our yield over an ensemble of HF parameters. Instead, now we will

consider the case where the fluctuations vary sinusoidally and consider three limiting cases –

fluctuations that are: (1) much slower, (2) on the same timescale, and (3) much larger, than

the lifetime of the radical pair. In this case, it is assumed that each HF parameter varies

sinusoidally, each taking the form: Aijj(0) + Cijj sin 2πfijj t where i ∈ (1, 2), j ∈ (x, y) and

Cijj is the amplitude of the fluctuation. We compare these calculations with the static case.

The lifetime of the radical pair is chosen to be 10 µ s in each plot of Fig. 3.5. In the top

plot we have chosen C1xx = 1
500

mT, f1xx = 1
50
MHz, C1yy = 1

400
mT, f1yy = 1

60
MHz. This

corresponds to the case where the fluctuations are slower than the lifetime, and is analogous
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Figure 3.4: Starting from a improved set of hyperfine parameters (e.g. A1 =
diag(−1.982,−1.978, 1.7569)mT), hyperfine fluctuations are shown to improve robustness
to variations in decay rate. In the top plot the lifetime is 10µs, the middle 5µs while the
bottom is 2µs. The standard deviation of the Gaussian distribution describing the fluctua-
tions is 1µT
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to the case where we allowed the parameters to fluctuate according to a Gaussian distribution.

The sinusoidal time-dependence is chosen to approximate the Gaussian fluctuations above,

supporting our earlier approximation of drawing each HF parameter from a Gaussian and

averaging. In the middle plot, everything remains the same, except now f1xx = 1
2
MHz,

f1yy = 1
4
MHz; interestingly if f1xx = f1yy there is no change. In this case, we see that

the yield is complex, and represents an intermediate state that appears unpredictable and

undesirable. Other spikes are now present, likely disrupting the compass. Lastly, in the

bottom plot we let f1xx = 5MHz, f1yy = 6MHz so that the fluctuations occur faster than the

radical-pair lifetime. In this case, we see that the fluctuations average out and match the

static case. In the above analysis, we see that three regimes emerge: fluctuations occurring

on a time-scale smaller, larger, and comparable to the lifetime of the radical pair. We can

see that for the fluctuations in the hyperfine interaction to provide robustness, they must be

smaller than the lifetime, with similar conclusions being made elsewhere. [52]
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3.4 Discussion

In this chapter, we have shown that hyperfine fluctuations can both: (1) improve the depth

of the quantum needle and (2) improve the lifetime for which the needle persists by about an

order of magnitude. Furthermore, we have shown the source of this improvement is due to a

decrease in the avoided crossing in the energy spectrum. Finally, one could instead consider

the case of starting from a more optimal set of parameters than the one used. In this case,

there will still be improvements, however not as dramatic. In particular, there is an inherent

trade-off between the sensitivity (i.e. width of the needle) and its robustness. Starting from

a more optimal set of parameters reduces the sensitivity, while still improving the robustness.

Although counter-intuitive, this has been explored in similar systems, [52, 18, 101]
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Chapter 4

Optimal Nuclear Environment

In this chapter we use the ‘optimality’ metric to calculate the optimal hyperfine tensor for

various radical-pair systems. Specifically, we consider a radical-pair with one radical devoid

of hyperfine interactions, while the other contains one spin-1
2
nuclei where it is found that

such a system can produce a needle-like feature that persists for radical-pair lifetimes down

to 2µs. Next, we consider a flavin based radical pair and calculate the optimal partner for

the two cases of spin-1
2
and spin-1 nuclei. Here it is found that for a spin-1

2
radical-pair the

partner radical is similar to the suggested tryptophan radical. This suggests that: (1) the

optimal partner to flavin is indeed tryptophan and (2) that it operates near its limits for

this simplified system. In this chapter we use the following abbreviation: NMRP refers to a

radical pair with N nuclei on one radical, and M on the other. For example, a 10RP would

be a radical pair in which one radical contains a single nuclei, while the other contains none.
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4.1 Backgroud

Any biochemical mechanism that is magnetically sensitive is notable, as it is difficult to

explain how weak (i.e. less than 1T), can alter its rate or yield. [127] The radical pair

mechanism in particular faces numerous difficulties: spin-relaxation [29, 162], inter-radical

interactions [9], rotational disorder, [38, 65] and low-light conditions [82, 39] all pose consid-

erable difficulties to its functioning. In the case of inter-radical reactions, e.g., degeneracies

in the zero-field Hamiltonian are lifted, thereby reducing the effects of a weak external field

which acts by removing them. [132] These considerations seem to suggest that any magne-

toreceptor is therefore optimized, i.e., is both sensitive to changes in the magnetic field, and

robust to variations in system parameters, [106, 107, 11] e.g., inter-radical separation, which

induces spin-relaxation. [29]

Indeed, numerous approaches have been taken to understand the optimal system parameters

for a radical-pair based magnetoreceptor. [113, 107, 17, 111, 43, 109, 68, 7, 51] For example,

multiple approaches have considered the case where a radical is devoid of hyperfine interac-

tions, which provides a more sensitive compass. [17, 113, 111] Similarly it has been shown

that effects of rotational disorder can be overcome by model systems. [65, 38] In a different

direction, attempts have been made at increasing the sensitivity by introducing additional

components to the system, e.g., radical scavengers [51], a non-singlet initial radical-pair, [43]

and modifications to the cryptochrome reaction dynamics. [97]

Recently, a system based on a flavin-tryptophan radical-pair [22] was found to exhibit a high

degree of directional sensitivity, referred to as a ‘quantum-needle’. [41] It was suggested

that this could be the origin of the highly precise navigational abilities of migrating birds.

[82] Its origin was shown to be due to an avoided crossing in the energy spectrum and can

be understood as follows: at the avoided crossing, the energy separation is smallest, and

therefore singlet-triplet interconversion is largest. Moving away from this value the energy
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separation increases rapidly, so that the ST interconversion decreases. In effect, the avoided

crossing leads to a significant amount of ST-interconversion, and therefore magnetic sensi-

tivity, only near the avoided crossing. However, the effect requires a lifetime on the order

1000 µs (and ≈10 µs for a correspondingly simplified system) which would be difficult to

meet in any system, especially a biological one characterized by significant noise. Therefore,

it is desirable to understand if this needle-like feature can persist for shorter lifetimes. Fur-

thermore, it is not clear whether other systems display this feature or if it is unique to a

flavin-based radical-pair; of particular interest are radical-pairs with one radical devoid of

significant hyperfine interactions, which typically display high sensitivity. [17, 113] Exper-

iments with oscillating magnetic fields have demonstrated that disorientation occurs when

their frequency is at the Larmor resonance, suggesting that one of the radicals is devoid of

hyperfine interactions. [44, 130, 134, 53]

Therefore, we search the hyperfine parameter space to see whether other systems can pro-

duce such features. However, a brute-force search is too computationally expensive, and

does not lend itself to more complicated systems with multiple nuclei, spin-relaxation, and

other effects. The presence of a needle is difficult to quantify, and furthermore, may be too

restrictive. For example, such a constraint would exclude systems that contain a ‘needle-

like’ feature which could persist for short-lifetimes. Therefore, we use a proxy to describe

the performance of the system. Various metrics have been put forth including ‘anisotropy’,

[17] which measures the difference between the maximum and minimum signal values; ‘di-

rectionality’, [97] which measures the spread in the angular-distribution; and ‘optimality’

[97] which combines the previous two. However, ‘anisotropy’ does not take into account the
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spread in the yield; therefore we use optimality.

Rrelative(θ) =
Rmax −R(θ)

Rmax

(4.1)

Efficiency = max {Rrelative(θ)} (4.2)

Directionality =
⟨R(θ)⟩θ −Rmin

Rmax −Rmin

(4.3)

Optimality = Efficiency×
∣∣100%− 2×Directionality

∣∣ (4.4)

Using optimality as the function that we want to maximize, we can now use numerical

algorithms to search this space. To this end we have chosen the Nelder-Mead and differential

evolution [129] algorithms, in part because they do not require an analytical expression of

the derivative, are valid for nonlinear optimization (i.e. the case here), and can incorporate

constraints. Furthermore, differential evolution seeks to find the global optimum. With this

method we can now investigate various model systems. In the following we consider two in

particular: (1) a radical pair with one radical containing a single spin-1
2
nuclei while the other

is devoid (i.e. a 10RP) and (2) a radical-pair with one radical being based on flavin and the

other containing one nuclei (i.e. a 11RP); both the spin-1
2
and spin-1 cases are considered.

In the first case, we are interested in whether the simplest radical-pair system can display a

needle. For the second case our motivation was two-fold: (1) the partner radical to flavin has

been debated in the literature [44, 113, 124] and (2) such a solution provides a benchmark

with which to compare a flavin-tryptophan based radical-pair.
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4.2 Optimization Using Nelder-Mead and Differential

Evolution

The problem of finding a global optimum in a multi-dimensional space is computationally

difficult, so we restrict ourselves to simple systems, ignoring inter-radical interactions, spin-

relaxation, etc., as done elsewhere in the literature. Therefore, our model Hamiltonians

consist of the Zeeman and hyperfine interactions. In the system of study there are numerous

parameters that can be adjusted, e.g., the number of nuclei bound to each radical, their

spins, the lifetime of the radical pair, and the hyperfine interactions. Since we are interested

in finding systems with a ‘needle-like’ feature for short lifetimes, we restrict our search by

setting the lifetime to be 2µs. In addition, we constrain the hyperfine parameters to be

biologically feasible, i.e. ≤ |0.5| mT.

Although each method is different, they both work in a similar way: at each step in the

iteration a new candidate is proposed through a stochastic mechanism. Our implementation

of these algorithms is through the SciPy package in python. [137] For both algorithms, we

must specify a candidate solution that will be iteratively improved upon. To better search

the space, we choose 1000 random initial conditions, and run the algorithms separately for

each. That is, each hyperfine component is chosen randomly according the above constraint

(i.e. ≤ |0.5|). This also serves to reduce any potential bias that could cause the algorithm

to get stuck on a local optimum. To further improve this process, we iterate each initial

condition in the following way: when a solution is found, we then use this as the initial

condition for the next run, repeating 10 times. All other parameters of the optimization

algorithms are set to their default values. Finally, we use the Earth’s magnetic field, i.e.,

50 µ T It must also be noted that the differential evolution algorithm seeks to minimize

an objective function (i.e. optimality in our case). This can easily be modified to find the

maximum by returning the negative of our objective function.
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4.3 Optimal 10RP

To demonstrate the utility of the method described above, we will first examine the case of a

10RP to see whether a needle is possible. A similar approach was done using the anisotropy

metric, [17] which does not reflect the spread in the distribution and therefore is unlikely

to find the desired parameters. Furthermore, the hyperfine-parameters found were smaller,

which is not feasible for Earth-strength fields. [17, 110] The 10RP has also been suggested

to perform best [107] and is consistent with radiofrequency experiments. In this case we

consider the nuclei to be spin-1
2
. To run the optimization routine we must specify an initial

guess which we choose at random; when we obtain an answer, we then run routine again

using this solution as our new initial condition. This is repeated until the solution changes

by less than 1 %. Finally, this entire process is repeated for 1000 random initial conditions

to better search the parameter space.

This process yields numerous different HF-parameters that produce sharp features in the

yield with similar values for optimality – i.e., the solution is not unique. Here we showcase one

in particular which bears resemblance to flavin: A = diag(-0.242, -0.283, 0.286) mT, shown

in Fig. 4.1. This solution was found through both Nelder-Mead and differential evolution,

suggesting that it is the global optimum. Although the width of this peak is considerably

larger (i.e. less sensitive), the lifetime of the radical pair is significantly shorter. In addition,

the ‘anisotropy’ of this yield is larger. This unequivocally demonstrates that it is possible to

obtain a needle with a 10RP. Furthermore, although it persists for shorter lifetimes, albeit

with degradation, whereas the flavin-trp completely disappears for lifetimes less than 10µs.
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Figure 4.1: Singlet yield for a 10RP with spin-1
2
nuclei, hyperfine tensor diag(-0.242, -0.283,

0.286) mT, and Earth-strength magnetic field (0.05mT). For clarity, these figures have been
offset by (0, 0.02, 0.04).

4.4 Optimal flavin partner

In this section we apply the same methodology, but instead use a flavin-based RP and find

the partner radical that maximizes the optimality. First we will use the parameters from [41]

and only change the HFI of the partner radical. In this way we can see which HFI provides

the best signal, and more importantly how close a tryptophan partner is to this.

4.5 Flavin Based Radical Pair with Spin One-Half Part-

ner

In this section we consider the optimal partner to flavin, first considering the case of a spin-1
2

nuclei. This radical is actually quite similar to trp, suggesting that Trp is indeed optimal.
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Figure 4.2: Singlet yield for a flavin based 11RP with spin-1
2
nuclei, HF tensor diag(0.0066,

-0.00050, 1.92980) mT, and Earth-strength magnetic field (i.e. 0.05mT). (A) Lifetime of
radical-pair is 10 µs, (B) Lifetime of radical-pair is 2 µs. These figures have been offset by
(0, 0, 0).

Although this one appears to persist for shorter times – this is consistent with our initial

calculations that showed a small perturbation in the HFI led to robustness to variations in

the decay rate.

The origin of this improvement is the reduction of the avoided crossing distance. This is

because the smaller the distance, the more ST-interconversion. Furthermore, the values

outside of this are simultaneously large, so that the mixing is low there, and therefore the

singlet is maximized. In other words there are two effects occuring: we want the avoided

crossing distance to be very small, but also, the distance at other values to be very large. IN

this we only have appreciable ST-interconversion at a small range of values near the avoided

crossing, leading to a needle. So really what we want to compare is the difference between

the avoided crossings at 90 degrees and zero – the larger this is, the more pronounced the

needle will be. Consequently, the angle of approahc also matters, with larger angles leading
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Figure 4.3: Singlet yield for a flavin based 11RP with spin-1 nuclei, HF tensor diag(1.1630,
1.2504, -0.0407) mT, and Earth-strength magnetic field (i.e. 0.05mT). (A) Lifetime of
radical-pair is 10 µs, (B) Lifetime of radical-pair is 2 µs

to a higher directional sensitivity of the yield.

4.6 Optimal 11RP

In this section we now consider the case of a 11RP that is not flavin-based. Although the

flavin-trp based radical-pair displays a needle, the lifetime needed ( 100 µ s) is implausibly

long. Therefore, we want to find a partner radical that still mains an appreciable peak, but

for shorter lifetimes.

To determine whether there exists a set of HF parameters that produce a needle-like feature

for longer lifetimes we let B = 0.05 mT, k = (1/2) MHz, and the spin of the flavin partner

radical be 1
2
. Applying our routine to find the optimal HFI gives the diagonal matrix (0.014,

-0.00045, 1.63) mT gives the following yield: these calculations demonstrate that from the
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perspective of the singlet-yield, a flavin-trp based radical pair is not the only one capable of

producing a ‘needle’.

4.7 Conclusion

At present it is not clear how these HF parameters could be realized biologically. However,

they do provide a useful benchmark with which to measure the actual magnetoreceptor. In

this way, we find that a RP based on flavin performs remarkably well, supporting the idea

that it is indeed optimized. However, it must be kept in mind that these solutions are not

guaranteed to be optimal. It is outside the scope of this work, but the flexibility offered by

the constrained optimization approach above could be used to ask, e.g., the optimal number

of nuclei, and their spins, by constraining them to be less than a feasible number (e.g. 20

and 5, respectively). The calculations also suggest that the partner radical to flavin is a

spin-1/2 nuclei, consistent with the proposal of the hydrogen nuclei from tryptophan.
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Chapter 5

Biphasic response of flavin to

light-intensity.

Experiments with European Robins have shown that light-intensity within some ‘functional

window’ is required for their magnetic compass to function properly – light-intensities that

are too high (or low) cause the bird to become disoriented. In addition, many birds, partic-

ularly European Robins, are night-migratory. [6, 58] In this chapter we suggest that both

of these effects can be understood through flavin’s photocycle. In particular, its signaling

state (i.e. semi-reduced flavin) is known to be simultaneously activated, and deactivated, by

light through different redox reactions. This antagonistic effect of light-intensity produces a

biphasic response in the equilibrium signaling state concentration of flavin with respect to

light-intensity. This characteristic is suggested to underlie the experimentally observed func-

tional window – i.e. light-intensities above (or below) some threshold will not activate enough

cryptochrome receptors, and therefore lead to disorientation. Furthermore, the low-light lev-

els experienced during night-migration pose a difficulty for understanding the functioning of

a light-dependent magnetic compass. It is shown that when the light-intensity which pro-

duces the maximum signaling state concentration is decreased, the maximal concentration
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correspondingly increases, suggesting that this system performs better under low-light condi-

tions, thereby providing a possible explanation for night-migration. To better illustrate these

results, we couple the photocycle to a previously developed signal transduction mechanism

to calculate signal-to-noise ratios for various system parameters.

5.1 Background

Since the initial investigations of magnetoreception, it has been well known that the ambient

light source plays a crucial role. Consequently, numerous photoreceptor based mechanisms

have been proposed. [45, 46, 110] However, the interplay between light and magnetic field

effects remains poorly understood, largely due to the complex nature of the behavioral

responses observed. [157] As discussed earlier, short-wavelength light is required for the

avian magnetic compass to function properly, and this can be understood straightforwardly

through the absorption spectrum of cryptochrome. Although the effects of wavelength can

be easily understood, an understanding of the light-intensity effects so far have remained

elusive. Indeed, the nature of responses at higher light-intensities include disorientation

(i.e. random orientations), but also ‘fixed-responses’. [125, 149, 144] These fixed-responses

remain the same despite changes in environmental stimuli. Their origin, and relevance, are

unclear, although they have been suggested to be due to a compass based on magnetite.

Conceptually, the intensity of a light source can be understood as the number of photons

it contains. While the wavelength of the light source characterizes whether a molecule will

be activated, the intensity describes how many of them will be activated. From this, it

might be expected that higher light-intensities will activate more receptors, and therefore

lead to a better signal-to-noise ratio (or directional precision). However, experimentally it is

found that monochromatic light above approximately 0.016 µmol
s m2 leads to disorientation, and

similarly for sufficiently low light-intensities. This cutoff appears conserved across different
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species, suggesting that it is a characteristic of the receptor molecule. [49] In other words,

light-intensities within some ‘functional window’ are required to observe proper orientation.

One way we can understand this is by having two processes that depend on light-intensity –

one which activates cryptochrome, and one which deactivates it. These opposing processes

will overlap in some region of light-intensities where their effects are comparable, and lead

to maximal response. Outside of this, one of the processes will dominate, leading to a rise

(from the activation process), followed by a fall (from the deactivation process). Indeed, this

is the case for cryptochrome, whereby light simultaneously causes it to enter its signalling

state, and also transition out of it.

In addition to the functional-window characteristic of light-intensity, it is also well known

that many birds migrate at night, particularly European Robins which remain the best

studied organism for magnetoreception. [147] However, it remains a considerable challenge

to understand how their light-dependent magnetic compass operates under these low-light

conditions. [82, 39] Indeed, this is also likely when its functioning is more critical, i.e. under

cloud cover when other cues are unavailable. Furthermore, sea turtles have been shown to

possess a magnetic compass. Similarly, their environment, i.e. murky waters, often contains

low light levels. [74] These observations suggest that cryptochrome must be able to operate

in low-light conditions.

Indeed, Arabidopsis Cryptochrome 2 performs better under low-light conditions, albeit for

an entirely different reason. In this case, light activation causes AtCry2 to become quickly

degraded; [1] the subsequent regeneration occurs on a smaller timescale. Therefore, in the

presence of high light-intensities, most of the molecules will be degraded and unable to

receive further signals. In contrast, low-light conditions will activate a relatively smaller

fraction of the molecules, allowing others to continue to absorb light, thereby performing

better. However, this mechanism is not expected to underlie the effects observed in the

avian magnetic compass, as its signaling state monotonically decreases with increasing light
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intensities, and does not display a functional window. [1, 136]

Furthermore, experimental evidence suggests that brain-regions linked to processing mag-

netic information, i.e. Cluster N, are highly active at night. [37, 83, 166] In addition, these

regions show low neuronal activity during the day, suggesting that the light-dependent mag-

netic compass may only be used during night-time. [166] If the avian magnetic compass is

indeed the most precise compass available, [41] this would suggest night-migration is favor-

able over daytime migration. However, numerous factors drive the decision to migrate at

night, e.g., predator avoidance, and air conditions, precluding a straight-forward explana-

tion. [6] Finally, some species migrate both during the day and night, e.g., the meadow pit

(Anthus pratensis). [166] In this chapter we show, qualitatively, that the aforementioned

effects of light-intensity can be understood through cryptochrome’s photocycle.

5.2 Flavin photocycle

A proposed photocycle for Arabidopsis Thaliana cryptochrome is shown in Fig. 5.1. [15,

105] In this thesis we also assume that it describes the photocycle for European robin’s

cryptochrome. In the absence of light, flavin will exist in its oxidized form (FADox), i.e., its

initial state. [3] Upon absorption of light, FADox accepts an electron from a nearby chain

of tryptophan residues on cryptochrome (not shown), [8] resulting in a radical pair between

the now semi-reduced flavin (FADH•) and tryptophan. This radical-pair can revert back to

the ground state of flavin through recombination, with rate-constant (k1b), but only while in

the singlet state. As described previously, an external magnetic-field will cause this radical-

pair to interconvert between its singlet and triplet states, thereby slowing this back-reaction

down by causing it to enter the non-reactive triplet state. Therefore, it is expected that this

back reaction (described by k1b) is decreased in response to a magnetic field, consistent with

experiment. [142, 104] Therefore, we model the effects of the magnetic field as slowing down
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k1b
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k1(I, λ) k2(I, λ)

Figure 5.1: Flavin photocycle showing the light-dependent (k1, k2), and independent
(k1b, k2b), reactions; k1b depends on the strength and/or orientation of ambient magnetic
field. The semi-reduced state is highlighted in green to indicate that it is the biologically
active (i.e. signaling) state.

the rate-constant k1b by a constant factor, e.g. 10 %.

The electron transfer that leads to the formation of semi-reduced flavin causes a structural

re-arrangement from electrostatic effects. In particular, while in this state, cryptochrome’s

C-terminal domain unfolds, enabling, e.g., protein partners to bind. [96, 59] This process is

poorly understood, with suggestions including direct binding to a potassium-gated voltage-

channel, [164] interaction with proteins linked to glutamate reception, [42] and catalyzing

the phosphorylation of a kinase protein. [103] In the first two cases, the signal transduction

process interacts directly with proteins that affect the membrane potential and signal trans-

mission, respectively. In the last case, kinase binding could catalyze its phosphorylation;

upon unbinding, this now activated kinase can then phosphorylate another protein, thereby

propagating the signaling cascade.

The semi-reduced state can be further reduced through light-absorption to form the fully-

reduced state (FADH•−), which is biologically inactive. This state re-oxidizes through a light

(and magnetic) independent process back to the ground state, described by the rate-constant

k2b. The absorption spectra for the oxidized and semi-reduced forms of flavin are shown in

Fig. 5.2 where it can be seen that the semi-reduced spectra is red-shifted with respect to

the oxidized form, enabling it to now absorb green light.
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Figure 5.2: Absorption spectra for the oxidized (black curve) and semi-reduced (red curve)
forms of flavin.

Although light activates cryptochrome by converting flavin to its semi-reduced signaling

state, it also deactivates it by converting the semi-reduced state to the fully-reduced one,

thereby displaying an antagonistic effect. Experiments have shown that in the presence

of short-wavelength (e.g. blue) and also yellow light, birds are disoriented – this can be

understood, e.g., through cryptochrome’s photocycle whereby yellow light deactivates cryp-

tochrome, displaying an antagonistic effect to blue-light. Furthermore, this antagonistic

effect leads to a biphasic response to light intensity. This can be understood as follows –

for sufficiently small intensities, the re-oxidation reactions will dominate, leading to a small

accumulation of the signalling state. Increasing the light intensity will begin to favor the

semi-reduced state as it out-competes re-oxidation; however, for sufficiently high light inten-

sities the forward reactions will occur much faster than the back, leading to an accumulation

in the fully-reduced state. In other words, increasing the light-intensity initially leads to

more concentration in the signaling state, but at some point this effect is reversed, leading

to a decrease, i.e., a biphasic response.

We will now describe this effect quantitatively by modeling the photocycle assuming all

reactions can be described through action first order processes. The equations describing
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this system are:

d[FADox]

dt
= −k1[FADox] + k1b[FADH

•] + k2b[FADH
•−] (5.1a)

d[FADH•]

dt
= k1[FAD]− (k1b + k2)[FADH

•] (5.1b)

d[FADH•−]

dt
= k2[FADH

•]− k2b[FADH
•−] (5.1c)

Adding the equations in (5.1), integrating, and assuming that initially all of the flavin are

in their ground state (i.e. [FADH•](0) = [FADH•−](0) = 0) gives the conservation equation

([FAD](t) + [FADH•](t) + [FADH•−](t) = [FADox](0)) which reflects the fact that flavin is

only transformed through this process so that the total amount of flavin in the various redox

states summed together is equal to the initial concentration.

The light-dependent rates, k1 and k2, can be calculated from first-principles as: [81]

ki = 2.303ϵi(λ)lϕi(λ)I ≡ σiI (5.2)

where the subscript ‘i’ is one or two for the oxidized and semi-reduced states of flavin respec-

tively. Further, ϵi denotes the molar-extinction coeffcient, which measures how strongly light

is absorbed at a given wavelength, l is the path-length of the sample, ϕi is the quantum yield

which captures the effect that not all molecules that absorb light undergo the reaction of

interest – there is a ‘loss’ due to competing reactions (e.g. fluorescence, internal conversion).

This value is often less than unity, but can be larger in cases where there is amplification.

Lastly, I is the irradiance of the ambient light source. Finally, since we are focused on

the intensity dependence of this rate, we define ci in the second relation. Therefore, the

photoconversion cross-section, σ measures how well light initiates the reaction of interest

and is composed of two processes: (1) first, light must be absorbed, which is measured by

the extinction coefficient, and (2) once the light is absorbed, it must lead to the reaction of

interest, competing with, e.g., relaxation, etc. as measured by the quantum yield
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The dynamics of this system are fast on a biological timescale (i.e. obscured by diffusion)

allowing us to focus on its equilibrium state. Setting the above equations, Eq. (5.1), equal

to zero, we can solve for the equilibrium concentrations:

[FADeq](I,MFE) =
(k1b(1−MFE) + σ2I)k2bNCry

k1b(1−MFE)k2b + k2b(σ1 + σ2)I + σ1σ2I2
(5.3a)

[FADH•
eq](I,MFE) =

k2bNCryσ1I

k1b(1−MFE)k2b + k2b(σ1 + σ2)I + σ1σ2I2
(5.3b)

[FADH•−
eq ](I,MFE) =

NCryσ1σ2I
2

k2bk1b(1−MFE) + k2b(σ1 + σ2)I + σ1σ2I2
(5.3c)

The oxidized state monotonically decreases with respect to light-intensity. This is consistent,

e.g., with hypocotyl length [136]. In contrast, the light-effects on the avian compass is

biphasic. In order to have a biphasic response with respect to intensity, there must exist an

extremum in the equilibrium concentration. We will investigate each redox-state in turn by

taking the derivative with respect to intensity, setting it to zero, and solving for the intensity

to determine if this occurs at an allowable value (N.B. these equations being second order

have two solutions; only the positive ones are taken as candidates):

IoptFAD
=

−k1b(1−MFE)±
√

−k1b(1−MFE)(k2b − k1b(1−MFE))

σ2
(5.4a)

IoptFADH• =

√
k2bk1b(1−MFE)

σ1σ2
(5.4b)

IoptFADH•− = 0 (5.4c)

Looking at Eq. (5.4a), we see that in order to have the maximum occur at a positive in-

tensity requires the numerator to be positive. Simplifying this expression shows that this

only occurs under conditions that are not physically-realizable (i.e. negative rate-constants

and/or photo-conversion cross-section). Therefore, in terms of the light-intensity effects,

the oxidized state cannot be the signaling state. However, looking at (5.3a), it can be seen

that the oxidized concentration monotonically decreases with respect to light-intensity. In
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Arabidopsis, it has been shown that the hypocotyl length is inversely proportional to the

light-intensity, suggesting that the oxidized state could mediate hypocotyl elongation [136].

Similarly, it can be seen that the fully-reduced state does not display an extremum for any

set of parameters, thereby ruling it out as a candidate signalint state.

Finally, it can be seen from (5.4b) that any physically-realizable parameters will lead to an

optimal intensity that is possible, thereby providing a biphasic response. For Arabidopsis

Thaliana 2, this state has been suggested as the signaling state, albeit on different grounds.

[10] Now that we have established there is an optimal intensity for the signalling state, we can

investigate how its location affects the signaling-state equilibrium concentration. Without

loss of generality, we can solve (5.4b) for k1b and plug this into (5.3b) to obtain

[FADH•
eq](Iopt) =

k2bσ1NCry

k2b(σ1 + σ2) + 2σ1σ2Iopt
(5.5)

This shows that as we shift the location of optimal intensity to the right (i.e. increase Iopt),

the concentration of signaling-state available is correspondingly decreased. In other words,

this system performs better under lower light-intensities, consistent with the observation

that European robins migrate at night. [83] To illustrate this point better, we plot Eq. 5.5

in Fig. 5.3 for various optimal-intensity values for AtCry1 and AtCry2. Here we clearly see

that when we want our system to respond maximally for higher light-intensities, there is

a corresponding decrease in the peak signaling concentration, and also a broadening. This

broadening implies that the system becomes less sensitive to light-intensity In addition, this

effect will be wavelength-dependent through c1 and c2.
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Figure 5.3: Equilibrium concentration of the semi-reduced flavin state as a function of light-
intensity. This demonstrates that there is a peak, and that the functional window of magne-
toreception can be understood from the biphasic response. Furthermore, it is seen that when
the peak is shifted to the left (by changing σ1), the maximum correspondingly increases, sug-
gesting that a flavin based magnetic compass operates better under lower light intensities.

5.3 Weaver Model of Signal Transduction

To better illustrate the results in the last section, we will combine the photocycle with a

previously described signal transduction mechanism, [140] which we briefly describe. The

Weaver model shown in Fig. 5.4 consists of: (1) a cell that produces a ligand at a rate

which is magnetically-senitive, (2) a nearby neuron with extracellular receptors that bind

the ligand, and (3) a mechanism to remove the ligand (e.g. through passive diffusion). In this

way, the equilibrium concentration of the ligand, and therefore the number of ligand-bound

receptors (which constitutes the signal), will depend on the magnetic-field. An increase in

the magnetic-field will result in a faster rate of ligand production, and therefore a higher

number of bound receptors, which is assumed to be the signal. Competing with this binding

process are effects due to stochastic noise. Summarising, the Weaver model describes how

a cell transduces magnetic stimuli to a chemical signal which is received by another cell,
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Figure 5.4: Weaver model of signal transduction [140] containing: cells producing ligand
through a magnetically-sensitive process, and nearby nueron with receptors that bind this
ligand.

thereby completing the signal transduction.

The reactions in Fig. 5.4 are:

E + S
k(B)−−→ L (5.6a)

L + R
kf−−→ C (5.6b)

C
kr−−→ L + R (5.6c)

L
kp−−→ 0 (5.6d)

where E is the enzyme catalyzing the reaction, S is the substrate, L is the ligand, R is the

(unbound) receptor and C is the amount of bound receptors (complexes). The first equation

describes the ligand production from the substrate, the second and third describe the binding

and dissociation of the ligand with the receptor respsectively, while the fourth describes the

removal of the ligand described by the rate-constant kp (not shown in figure).
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If one assumes mass action kinetics for each of these reactions, we have the following sys-

tem of ODEs (ignoring the enzyme and substrate concentrations which are approximately

unchanged):

dL

dt
= k(B)S − kpL− kfLR + krC (5.7a)

dR

dt
= −kfLR + krC (5.7b)

dC

dt
= kfLR− krC (5.7c)

where it has been assumed that the substrate concentration is sufficiently low, so that the

ligand-production varies linearly with substrate. Adding equations 5.7b and 5.7c and inte-

grating gives the conservation equation R(t) + C(t) = R(0) + C(0) ≡ RT which reflects the

fact that the total number of receptors (i.e. bound + unbound), RT, remains unchanged.

This equation holds for all times, in particular at equilibrium. Assuming the system is in

equilibrium, and combining the conservation equation with (5.7c) allows us to solve for the

equilibrium concentration of bound receptors (C):

Ceq =
RT

1 +KD
1

Leq

(5.8)

where the dissociation constant, KD ≡ kr
kf
, has been introduced.

We can simplify further by introducing the dimensionless parameter, τ = kt so that d
dt

= k d
dτ
.

Furthermore, adding (5.7b) and (5.7c) gives a constant so that we can ignore one of them,

i.e., (5.7b) since we are concerned with the number of bound receptors:

k
dL

dτ
= kS − kpL− kfLR + krC (5.9a)

k
dC

dτ
= kfLR− krC (5.9b)

Adding (5.9a) and (5.9b) and dividing by kp gives k
kp

d(L+C)
dτ

= k
kp
S − L; now applying the
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assumption that k << kp allows us to ignore the left-hand side and obtain L = k
kp
S. The

k
kp
S term cannot be ignored since S could be large. Equation (5.8) shows how the number

of bound receptors (i.e. the signal) at equilibirum depends on the MF through the ligand

concentration. The Weaver model takes Ceq as its signal, and compares the signal produce

in the presence and absence of the GMF, i.e., S = Ceq(B = 0.5G)−Ceq(B = 0). Lastly, the

Weaver model considers noise due to the stochastic fluctuations of binding, given by Eq. 5.10

Combining these two equations allows the calculation of the signal to noise ratio.

The spin-dynamics and photocycle previously described can be combined with a signal trans-

duction model to investigate the effect of model-parameters on magnetic field effects (MFEs)

as measured by the signal to noise ratio (SNR) The noise is taken to be stochastic fluctuations

about the average number of bound receptors:

N ≡ δCop ≈
√

qop
(1 + qop)2

RT (5.10)

5.4 Combining Cryptochrome’s Photocycle WithWeaver

Model of Signal Transduction

With the Weaver model and flavin photocycle introduced, we now combine them. It is

assumed that while in the signaling state (i.e. semi-reduced flavin) a ligand is produced

through a cascade of events (beginning, e.g., with phosphorylation) described as a first-order

process, shown in Fig. 5.5. The rate this occurs is magnetically-sensitive, as can be seen in

Eq. 5.3, owing to the fact that the equilibrium concentration of semi-reduced flavin (which is

proportional to the ligand production rate) is magnetic-dependent. This is in contrast to the

Weaver model, where it was assumed that the rate-constant itself was magnetic-dependent.

Other than this, everything else remains the same, allowing us to use the equations with no

61



FADox FADH FADH -

k1b

k2b

k1(I, λ) k2(I, λ)

Figure 5.5: Cryptochrome’s photocycle combined with the Weaver model of signal transduc-
tion. While in the semi-reduced state (colored green), cryptochrome is biologically active,
undergoing a molecular binding event (e.g. phosphorylation) which leads to the production
of a ligand. This ligand binds to extracellular receptors on a nearby neuron, thereby com-
pleting the signal transduction step.

modification. Weaver’s substrate concentration corresponds to our semi-reduced state, i.e.,

S = FADH•−
eq so that our ligand concentration is L = k

kp
FADH•−

eq . Substituting into (5.8),

and calculating the signal according to S = C(B)− C(0) gives for the signal:

To calculate the signal to noise ratio, the following parameters are used: the rate at which

the ligand is produced is kl = 103, the rate at which the ligand is degraded is: kl = 104,

and the dissociation constant is kd = 10−8, chosen as in Weaver [140] so that the response

time is on the order of milliseconds, i.e., sufficiently fast for magnetic sensing. Furthermore,

the number of receptors is chosen as Rt = 106, the rate k1b is assumed to decrease by 20%

in the presence of a magnetic field, and finally the number of cryptochromes is varied over

four orders of magnitude. The result of this can be seen in Fig. 5.6 where it can be seen that

increasing the number of cryptochromes causes the optimal light intensity to be decreased.

In other words, to detect lower light intensities requires more receptors. Furthermore, the

optimal light intensity for 104 crpyotchromes occurs at a light intensity (i.e. approximately

10−8 µmol
s m2 ) which is consistent with night-migration. [6, 143] This suggests a mechanism

whereby the avian magnetic compass can function both during the day and night, i.e., by

periodically varying the number of cryptochromes present. Recently it has been argued that
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Figure 5.6: Signal to noise ratio as a function of light-intensity for various cryptochrome
concentrations. Here it is seen that the optimal light intensity decreases as the number
of cryptochrome is increased, suggesting that by varying this concentration, the magnetic
compass can function during both the day and night.

the cryptochrome responsible for magnetoreception must be expressed stably throughout

the day, as any variation indicates a role in circadian rhythms instead. [165, 164]. These

calculations suggest the opposite, that the cryptochrome responsible for magnetoreception

is varied throughout the day.

5.5 Discussion

In this chapter we have presented model calculations which couple cryptochrome’s photo-

cycle with a previously established signal transduction model. [106, 140] In particular, we

have shown that he functional window observed during behavioral experiments [143] can be

understood through cryptochrome’s photocycle. In the flavin photocycle it is not jsut the

antagonistic effect that produces the biphasic response, bu rather the interplay between all

four rate-constants. Setting k2b equal to zero shows that all flavins will eventually accumu-

late to the fully reduced – for any light intensity. Furthermore, Eq. (5.4b) shows that setting
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k1b equal to zero will put the optimal light-intensity at zero. Strictly speaking a biphasic

response will still be present, but would require negative light-intensities. Furthermore, it

is found that when the optimal light-intensity location is reduced, the peak of this curve

correspondingly gets larger. This suggests that cryptochrome operates better under low-

light conditions, providing an explanation for the observation that bird migration is often at

nighttime. [6, 58] The model developed above is fairly general, and could include, e.g., the

case of a cell producing a ligand that binds to extracellular receptors on a nearby neuron.

It could also describe molecular processes, e.g., the signalling state could catalyze a reaction

to produce a ligand which then binds to a nearby protein, where the receptors now play

the role of binding sites. Finally, it was shown that when the number of cryptochrome’s

is increased, the peak shifts to the left. Consequently, by varying the number of receptors

throughout the day, the magnetic system can adapt to the light conditions so that it operates

both during the night and day. This lifts a significant constraint imposed on cryptochrome,

i.e., that it must be expressed stably throughout the day. It has been argued that any cryp-

tochrome whose expression varies is likely involved in regulating circadian rhythms, and not

magnetoreception. [164, 165] However, our calculations instead suggest the opposite, that

the cryptochrome responsible for magnetoreception does vary throughout the day.
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Chapter 6

Kinetic Modeling of the Arabidopsis

thaliana Cryptochrome 1 Photocycle

in Alternating Light and Magnetic

Field Conditions

Cryptochrome’s photocycle contains multiple reaction steps that proceed through radical-

pair intermediates and are therefore potentially magnetically-sensitive. For example, light-

induced electron transfer results in a radical-pair between flavin and a nearby tryptophan

amino acid residue. Similarly, the light-independent reoxidation of flavin to its fully oxi-

dized state proceeds through a radical-pair reaction involving an unknown radical partner,

with suggestions including superoxide. [89] Initially, it was suggested the flavin-tryptophan

radical-pair was magnetically sensitive, [110] however, recent experiments suggest instead

the reoxidation step. [142] Using alternating light and magnetic field conditions, it was

found that when the magnetic field was applied only during the dark phase (i.e. when the

light was off), a magnetic field effect was observed. This suggests that the light-independent
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reoxidation is magnetically sensitive. Using a proposed Arabidopsis thaliana cryptochrome

photocycle, with a phosphorylation binding model as a proxy for the observation of a mag-

netic field effect, we present calculations which support the reoxidation step as necessarily

being magnetically-sensitive. Importantly, this does not rule out the photoreduction step as

also being magnetically sensitive. Furthermore, it is found that the observation of magnetic

field effects under alternating light and magnetic field conditions places constraints on the

allowable reoxidation rates, thereby allowing it to be inferred from behavioral experiments.

Finally, it is suggested that, in contrast to what was observed experimentally, a magentic

field effect is expected even in the scenario where the dark reaction is magnetically sensi-

tive and the magnetic field is only applied during the light. These results provide support

for cryptochrome being a magnetoreceptor, and crucially, that the magnetically sensitive

reaction is light-independent.

6.1 Background

A key challenge in establishing cryptochrome as a magnetoreceptor is identifying which

reaction step is magnetically sensitive. [110, 104, 35, 47] To this end, various experiments

[104, 35, 142] have been performed using alternating light and magnetic field conditions.

This paradigm has been applied to behavioral experiments using European robins, where

seasonally appropriate orientation is indicative of a magnetic field effect. Furthermore, it

has also been applied to Arabidopsis thaliana, where a magnetic field effect is observed, e.g.,

from its effect on hypocotyl length. [106, 4] The setup consists of alternating the light source

between on and off, with three protocols for applying the magnetic field: (1) during the light

period only, (2) during the dark period only, and (3) during both the light and dark period,

illustrated schematically in Fig. 6.1. In the experiments, and the calculations presented here,

a monochromatic light source of 450nm blue light is used. This simplifies the photocycle of
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Figure 6.1: The various protocols (light on and then off for all protocols): (a) no magnetic
field, (b) magnetic field only during dark (c) magnetic field only during light (d) magnetic
field during light and dark.

cryptochrome to a two-state model, shown in Fig. 6.2, as blue-light cannot fully reduce flavin

to its fully oxidized state. Experimentally, it was found that when the magnetic field was

applied only during the light, no effect was observed. However, when it was applied during

only the dark, or during both the light and dark, a magnetic field effect was observed.

To interpret these results, let us first assume that light-dependent flavin reduction (i.e. the

forward reaction in Fig. 6.2) is the magnetically sensitive step. In this case, if a magnetic

field is only applied during the dark interval, no effect is expected. This is because the

magnetically-sensitive reaction is not occurring, and therefore a magnetic field will have no

effect. Since a magnetic field effect was observed when it was applied only during the dark,

it was concluded that the reoxidation step must be magnetically sensitive. [142] However,

this does not rule out the possibility that photoreduction is also magnetically sensitive.

If instead it is assumed that reoxidation is magnetically sensitive, the situation becomes

more complicated. This is because reoxidaiton is occurring during both the light and dark

intervals, so that even if the magnetic field is applied only during the light interval, it can

still produce an effect because the magnetically-sensitive reaction step is still occurring.

In this case it is difficult to disentangle the effects of light and the magnetic field. This
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interplay between the light source and magnetic field complicates the interpretation of the

results. In particular, it was found that when the magnetic field was applied only during

the light, no effect was observed, which is inconsistent with our previous arguments. That

is, if the dark reaction is the magnetically sensitive one, applying a magnetic field only

during the light phase should, under the appropriate conditions, produce a magnetic field

effect, as magnetically sensitive radical-pairs are still being created. Our calculations suggest

the reason for this is the experimental parameters chosen, particularly the length of time

for both the light and dark intervals. Indeed, it is found that for sufficiently long light

(or dark) intervals, a magnetic field effect is expected. In summary, if the dark reaction

(i.e. light-independent) is magnetically sensitive, applying a magnetic field during the light

and/or dark is expected to produce an effect (i.e. under all three protocols). Similarly, if the

light-dependent reaction is magnetically sensitive, then applying a MF during the dark is

not expected to have an effect, while applying it during the light (and also during light and

dark), is expected to have an effect. In this chapter we present model calculations based on

Arabidopsis thaliana cryptochrome which combine its photocycle with a molecular binding

event (e.g. phosphorylation) to predict the situations where a magnetic field effect will be

observed..

6.2 Modeling Cryptochrome Kinetics and Phosphory-

lation

In the following calculations it is assumed that the effect of the magnetic field is to decrease

the rate of the magnetically sensitive reaction step, thereby altering the time spent in the

signaling state (i.e. FADH• in Fig. 6.2), or equivalently the steady-state concentrations. In

addition, it assumed that while in the signaling state, cryptochrome can undergo phospho-

rylation due to its c-terminus being exposed, [5, 167, 120, 119] thereby initiating a signal
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FADox FADH•
k1(I, λ)

k1b(B)

Pi

Figure 6.2: Photocycle for AtCry1 showing the light, and magnetic, dependent steps. The
initial oxidized flavin is photo-reduced with rate constant k1, triggering a conformational
change which leads to phosphorylation. Light independent reoxidation occurs with rate
constant k1b(B)

transduction cascade. Since the kinase responsible for catalyzing phosphorylation and its

dynamics are unknown, we assume a sigmoidal binding process to model phosphorylation.

Finally, it assumed that a magnetic field effect (e.g. seasonally appropriate orientation in

European robin’s or hypocotly length in Arabidopsis thaliana) is observed when the fraction

of cryptochrome’s that are phosphorylated exceeds some threshold, taken here to be 90%.

Assuming the reactions can be described through first order processes, the equations de-

scribing the time evolution of the chemical concentrations are given as follows:

d[FADox]

dt
= −k1(I, λ)[FADox] + k1b(B)[FADH•]

d[FADH•]

dt
= k1(I, λ)[FADox]− k1b(B)[FADH•]

Here, k1 denotes the forward, light-dependent photoreduction rate from FADox to FADH•,

and k1b denotes the back reoxidation rate in the dark. In 450 nm blue light, k1 is related to
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the photon fluence rate I450 (mol m−2 s−1) as follows: [54]

k1 = σ450 I450 = 2.3 I450 ϵ450Φ450 (6.2)

where σ450 represents the cross section for photoconversion under 450 nm blue light, which

can further be broken down into the product of the molar extinction coefficient ϵ450 and

quantum yield Φ450 at 450 nm. The photoconversion cross-section for two-state reduction

and reoxidation of AtCry1 was determined to be σ450 = 6.4×10−5 µ mol−1 m2. [105] With a

fluence rate of 60 µ mol m−2s−1 as used experimentally, [35] this leads to k1 = 4.8×10−4 s−1.

The reoxidation rate k1b was estimated to be around 0.01 s−1 for the two-state photocycle of

AtCry1. [105] However, reoxidation rates for phosphorylated AtCry1 are likely to be slower,

since the addition of phosphates will hinder the re-folding of the extended C-terminus into its

closed form. We will initially assume a reoxidation rate of k1b = 10−3 s−1 for our calculations

and then investigate the effect of changing the reoxidation rate.

As illustrated in Fig. 6.2, we assume that FADH• is the signaling state triggering the con-

formational changes in Cryptochrome leading to phosphorylation or other further signaling

steps. Because we are interested in the effects relative to the case where there is no magnetic

field, we take the difference, and integrate over time of the signaling state. We will refer to

this as the accumulated difference, denoted by ∆[FADH•], calculated as:

∆[FADH•] =

∫ tf

0

(FADH•(B)− FADH•(B = 0)) dt. (6.3)

This can be understood as the concentration of reaction products that result from phospho-

rylation in the presence of a magnetic field relative to the case where no field is applied.

Finally, the phosphorylation binding dynamics is assumed to follow a logistic curve given
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by:

pbound =
L

1 + exp
(
−k(x− xo)

) (6.4)

where xo sets the midpoint of the curve, L is the maximal value obtained, and k is the

‘growth rate’ (i.e., steepness of the curve), and x is taken as the accumulated difference

defined above. In the following calculations we follow the experimental setup whereby the

light was on for 300 seconds, followed by 600 seconds of darkness.

First, let us assume that the forward photoreduction rate (i.e. k1) is magnetically sensitive.

Experimentally, [142] a field of 500µT was used; given the size of this field (i.e. ≈ 10×

larger than Earth’s), we assume k1 decreases by 20% when the field is on. In this case,

solving Eq. 6.1 for the three magnetic protocols under alternating light conditions gives the

concentrations shown in Fig 6.3. Here it is seen that a magnetic field applied during the dark

and not at all are identical, while a magnetic field applied during the light, and during light

and dark are identical. Since this contradicts what is observed experimentally, we conclude

that photoreduction alone is not sufficient, demonstrating the consistency of our theoretical

approach.

Next, let us assume instead only the reoxidation reaction rate (i.e. k1b) is magnetically

sensitive. Using Eq. 6.1 for the three protocols we can calculate the accumulated difference

according to Eq. 6.3. The results of both of these calculations can be seen in Fig. 6.4. Finally,

using Eq. 6.4 we can calculate the fraction of cryptochrome molecules which are phospho-

rylated. It is assumed that when this exceeds 90%, a magnetic field effect is observed. In

this case, the binding parameters describing phosphorylation are chosen to match the exper-

imental observations, namely that the magnetic field applied during the dark, and during

the light and dark, produce a magnetic field effect, while the magnetic field applied only

during the light produces no effect. In other words, we impose the following constraints:
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Figure 6.3: Magnetic field effect on the FADH• concentration calculated using Eq. 6.1, as-
suming that only the forward photo-activation rate k1 is magnetic field dependent. Re-
sults are shown for the four experimental protocols described in the legend, with light
switched on in the first 300 s, and off in the following 600 s. The parameters were cho-
sen as k1 = 4.8× 10−4 s−1, k1b = 10−3 s−1, and the magnetic field was assumed to decrease
k1 by 20%

• pbound(MF during light) < 1 % of maximum.

• pbound(MF during dark) > 90 % of maximum

• pbound(MF during light and dark) > 90 % of maximum

which can be satisfied with the following parameters: L = 1, k = 7 and xo = 2.6. The

results of these calculations can be seen in Fig. 6.5, demonstrating they are consistent with

experimental observation.

However, as argued previously, it is expected that for sufficiently long light (or dark) periods,

a magnetic field effect should be observed, as the reoxidation reaction occurs during both.

To investigate this further, we now vary the light (tl) and dark (td) time periods. The

results, shown in Fig. 6.6 indeed indicate that for approximately tl > 400s and td > 1500s

it is expected that a magnetic field effect will occur in all three protocols.

Finally, to further investigate the effect of system parameters on the observance of a magnetic

field effect, we allow the reoxidation rate k1b to vary. First, we fix the dark period at 600s,
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Figure 6.4: (a) In both plots, the decay rates were chosen as k1 = 4.8× 10−4 s−1 and
k1b = 10−3 s−1, the magnetic field was assumed to only affect the back-reaction, de-
creasing k1b by 20%. The light was on in the first 300s, and off for the remaining 600s. (a)
Magnetic field effect on the FADH• concentration calculated using Eq. 6.1, assuming that
only the reoxidation rate k1b is magnetic field dependent. Results are shown for the four
experimental protocols described in the legend, with light switched on in the first 300 s, and
off in the following 600 s. (b) The accumulated difference, calculated according to 6.3 for
the three experimental protocols described in the legend.
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Figure 6.5: Phosphorylation binding curve with tl = 300s, td = 600s, k1b = 10−3 s−1,
k1 = 4.8× 10−4 s−1, the magnetic field only on the back reaction, and phosphorylation pa-
rameters described in the text.
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Figure 6.6: Phosphorylation binding as a function of tl and td with k1b = 10−3s−1, k1 =
4.8× 10−4s−1. In fig (a) td = 600s and in fig(b) tl = 300s.
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Figure 6.7: Phosphorylation binding for the three protocols, where black is the MF during
the dark, red is the MF during the light, and blue is the MF during dark and light. The
colored regions indicate where the phosphorylation is greater than 90%, and thus magnetic
field effects are present. In each case, the dark period is fixed at 600s while the light period,
and k1b are allowed to vary. Three cases for the rate k1 are considered: (a) k1 = 4.8×10−4s−1,
(b) k1 = 10−3s−1, and (c) k1 = 10−2s−1.

and allow both the reoxidation rate and light period to vary. The result of this is shown

in Fig 6.7 where it can again be seen that a magnetic field effect is observed in all three

protocols for a wide range of parameters.

Lastly, if we consider the case of allowing td and k1b to vary, as in Fig. 6.8, we again see

various regions emerge. In both situations, it appears that the MF during only the dark

places the largest restriction on the available range of k1b, which could prove to be useful to

obtain this rate. There also exists a value of k1b above which no phosphorylation can occur,

and depends on how the magnetic field is applied. For the parameters considered, varying

td depends sensitively on the values (note the difference in intensities considered between

Fig. 6.7 and Fig. 6.8) chosen compared to tl. Due to this, it may prove more useful to vary tl,

In addition, we see that there exists parameters that lead to a variety of the protocols being

observable as before, but the details are more complicated. For example, in Fig. 6.8 (a)

there is a region in which if there is a MFE observed for the MF during light only protocol,

then there is necessarily a MFE for the other two as well. The conditions under which the

MF during light only protocol leads to a MFE is much smaller compared to the other two

protocols. This lends further support to the MF during the dark as being diagnostic, since
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Figure 6.8: Phosphorylation binding for the three protocols, where black is the MF during
the dark, red is the MF during the light, and blue is the MF during dark and light. The
colored regions indicate where the phosphorylation is greater than 90%, and thus magnetic
field effects are present. In each case, the light period is fixed at 300s while the dark period,
and k1b are allowed to vary. Three cases for the rate k1 are considered: (a) k1 = 4.8×10−4s−1,
(b) k1 = 5.0× 10−4s−1, and (c) k1 = 6× 10−4s−1.

it is easier to realize experimentally as it occurs over a wider range of parameters.

However, this straightforward nature of the qualitative conclusions does not hold true if one

applies magnetic field effects during the light cycle only. [35] In this condition, one might

naively assume that observing magnetic field effects requires a magnetically sensitive step

during the forward light reaction. Here we show that this is not the case. Rather, light can

activate a population of semi-quinone states that can lead to magnetic field effects during

reoxidation after the light is turned off, provided that the dark cycle is long enough so as

to allow for these effects to accumulate sufficiently. Likewise, if the light period is long

enough, sufficient reoxidation may occur during the light cycle so that magnetic field effects

are observed when the magnetic field is applied during the light only. The dependence on the

length of light and dark periods is strongly related to the dark reoxidation rate k1b. It should

be noted that using this rate in our model does not imply necessarily that a magnetically

sensitive radical pair is formed during direct reoxidation from the Cry semiquinone state.

Rather, k1b captures the combined rate of reoxidation through all channels from the Cry

semiquinone state and could include scenarios where the majority of the Cry semiquinone

population reoxidizes directly with no magnetic field effects and a smaller part of the Cry

semiquinone population first is reduced fully and then reoxidizes with a strong magnetic field
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effect. We investigated the relationship between k1b and the length of light and dark cycles

in the three different experimental conditions. We found that there is generally a fairly sharp

upper bound for k1b beyond which no magnetic field effects can be observed if the MF is

applied only in the dark. This bound does not change significantly when light intensity is

increased or the light or dark periods are lengthened. Similarly, the range of parameters

for which magnetic field effects can be observed when the MF is only applied during light

is narrowly bound by the k1b values. This means that one could use these two protocols to

obtain information about k1b if it cannot be determined through more direct means.

6.3 Discussion

In this chapter we have presented model calculations that suggest a magnetic field effect

when it is applied only during the light, in contrast with what was observed. The source of

this inconsistency is due in part to the length of the light (and/or dark) time periods chosen.

Furthermore, our calculations present a method of determining allowable reoxidation rates

from experiments using alternating light and magnetic fields.
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[80] A. Möller, S. Sagasser, W. Wiltschko, and B. Schierwater. Retinal cryptochrome in
a migratory passerine bird: a possible transducer for the avian magnetic compass.
Naturwissenschaften, 91(12):585–588, Dec 2004.

[81] D. Moore. Kinetic treatment of photochemical reactions. International Journal of
Pharmaceutics, 63(1):R5–R7, Aug. 1990.

[82] H. Mouritsen. Long-distance navigation and magnetoreception in migratory animals.
Nature, 558(7708):50–59, Jun 2018.

[83] H. Mouritsen, G. Feenders, M. Liedvogel, K. Wada, and E. D. Jarvis. Night-vision
brain area in migratory songbirds. Proceedings of the National Academy of Sciences,
102(23):8339–8344, 2005.

[84] H. Mouritsen, U. Janssen-Bienhold, M. Liedvogel, G. Feenders, J. Stalleicken, P. Dirks,
and R. Weiler. Cryptochromes and neuronal-activity markers colocalize in the retina
of migratory birds during magnetic orientation. Proceedings of the National Academy
of Sciences, 101(39):14294–14299, 2004.
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