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ABSTRACT OF THE DISSERTATION 

 

Small Molecule Interactions in Organic and Perovskite Photovoltaics 

 

 

by 
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Doctor of Philosophy in Chemistry 
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Professor Kendall N. Houk, Chair 

 

Organic and perovskite materials have shown a remarkable promise for solar cell 

manufacturing due to scalability, low cost and flexibility of the material compared to other solar 

panel technologies. The major challenge for organic and perovskite solar cell commercialization, 

however, is whether they can perform and last as long as silicon panels, which often depends on 

the molecular properties of materials. Hence, this dissertation focuses on understanding the crucial 

role and the effect that small molecules have on the efficiency and stability of organic and 

perovskite solar cells. Chapter 1 explores the inter- and intramolecular interactions of small 

molecules in organic solar cells. The electron-withdrawing character of functional groups and 

extension of conjugation strongly contributed to the performance of organic solar cells. Chapter 2 

dives into radical formation in a novel small molecule hole-transport material for perovskite 

photovoltaics and its role in performance and stability of the device. In Chapter 3 and 4, recently 



   
iii 

designed spirofluorene-based π∙∙∙π-bonded organic framework and a spiroconjugated small 

molecule are introduced, both of which present remarkable transport properties in organic 

electronics. Chapter 5 and 6 examine the interactions between small molecules and perovskite 

quantum dots (QDs). First, a process that controls the density of small molecules on QD surface 

is developed, after which a small molecule is integrated onto the surface of QDs resulting in 

improved device performance. The focus then advances to the analysis of small molecule 

interactions with the thin-film perovskite. Chapter 7 demonstrates a kinetically-controlled and 

substrate-tolerant local epitaxial growth of formamidinium-based perovskite for thin-films using 

a cheap, versatile and simple method that improved stability and performance. Chapter 8 and 9 

delve into passivation of perovskite defects using small molecules. Theophylline, a small molecule 

found in tea, emerged to be a strong candidate for silencing the most probable defects on perovskite 

surface due to its optimal configuration relative to the surface. It was also discovered that the 

passivation of perovskite surface defects with two small molecules can have synergistic effect on 

enhancing the performance of perovskite photovoltaics. In chapter 10, interactions in formation 

kinetics of mixed-halide perovskites are systematically investigated. 
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Chapter 1. Computational Study of the Intramolecular and Intermolecular Interactions in 

Small Molecule Acceptors for Organic Photovoltaics 

1.1. Background 

Escalating demand for energy and global environmental concerns beg for a clean energy 

future. Solar energy is the most abundant, clean and inexhaustible renewable energy resource, the 

potential power of which is many times larger than the current rate of energy consumption. Solar 

cell technology is one of the finest ways to harness solar power.  

As promising solar energy-harnessing technologies, organic photovoltaics (OPVs) have 

attracted considerable attention due to their advantages of scalability, flexibility and low cost.1 

Although the power conversion efficiency (PCE) of single-junction OPVs has reached 17.6%2 in 

the last decade, in order to compete with silicon-based photovoltaics, a higher efficiency and longer 

stability in OPVs have to be realized. The photoactive active layer of OPVs commonly consists of 

the bulk-heterojunction (BHJ) architecture, where electron-acceptor and -donor are blended. The 

morphology of the active layer and the interface between both the donor and the acceptor play an 

important role in determining the stability and efficiency of the OPV.3-5 Although both effective 

donor and effective acceptor components are key for high-performance OPVs, the donor 

components have received more attention over the past decade, most commonly using fullerene 

derivatives for the acceptor layer. However, the PCE of OPVs based on fullerenes is limited since 

fullerene derivatives suffer from weak absorption in the visible and NIR regions, limited tunability 

of their electron affinities, thermal and photochemical instability and onerous purification 

methods. 

Designing a novel small molecule acceptor for BHJ cells is a complicated undertaking. A 

planar geometry with extended conjugation is typically beneficial for light absorption of the 



   
2 

molecule, but this can induce a strong aggregation that leads to excessively large domains with an 

inadequate interface between the donor and acceptor for efficient exciton dissociation. Therefore, 

a molecular design strategy, e.g., reducing the coplanarity, is desirable to introduce enough 

miscibility and solubility to the molecule. However, reducing the coplanarity of the molecule is 

typically accompanied by a reduction of the charge carrier mobility. In addition to energetics and 

absorption, the essence of molecular design is to control judiciously the molecular geometry to 

balance exciton dissociation and charge carrier transport in a BHJ blend. Hence, this chapter 

focuses on the intramolecular and intermolecular interactions resulting from features of molecular 

structure, geometry and charge transfer in small molecule acceptors, which each directly influence 

the optical properties, molecular packing and morphology. 

 

1.2. Methodology  

Conformational search was performed using MMFF force field in Schrödinger’s Maestro 

(version 11.2.014).6 Each low energy conformer of up to 10 kcal/mol was first optimized at 

B3LYP/6-31G(d) in gas phase, after which top conformer of each small molecules was re-

optimized at ωB97X-D/6-31+G(d,p) level in gas phase. Optimized structures were verified by 

frequency calculations as minima (zero imaginary frequencies) at the same level of theory. 

Dihedral angle scan was performed using the same method and basis set as re-optimization with 

36 steps of 5º increments. Ground and first excited state optimizations were performed at ωB97X-

D/6-31G(d,p) level in chloroform with integral equation formalism variant of polarizable 

continuum model (IEFPCM). 

Using the optimized structures, theoretical absorption spectra were computed using TD-

DFT at B3LYP/6-31+G(d,p) level in chloroform (IEFPCM) solved for 100 states. The spectra 
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were then generated based on rotatory strengths resulting from the TD-DFT calculation. HOMO-

LUMO energies and plots were extracted from re-optimization calculation and visualized with 

GaussView 5.7 

For the m-ITIC-OR-4Cl small molecule monomer and dimer, B3LYP/6-31G(d,p) method 

and basis set in gas phase was used for optimization, frequency, HOMO-LUMO and TD-DFT 

calculations. Optimized structures were verified by frequency calculations as minima (zero 

imaginary frequencies) at the same level of theory. In dimer optimization, the coordinates of all 

heavy atoms (except H) were frozen. 

All DFT and TD-DFT computations were performed using Gaussian09.8 All TD-DFT 

absorption spectra and oscillator strengths were plotted with Plot2 software (version 2.6.17).9 

 

1.3. Results and Discussion 

1.3.1. Intramolecular interactions 

 
 

Figure 1.1. Chemical structures of small molecule acceptors synthesized by the Yang group. The 

ICT direction is modified depending on the functional group at the branch ends of small molecule 

acceptors. ICT stands for intramolecular charge transfer, A for acceptor and D for donor. 
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Recently, the Yang group has developed small molecule acceptors (Figure 1.1) featuring a 

linear geometry consisting of A-D-A-D-A (A - acceptor, D - donor) blocks. Diketopyrrolopyrrole 

is at the core functionalized at 3- and 6-positions with electron-donating thiophenes capped with 

end groups, resulting in greater planarity of the backbone and increased - interactions. Electron-

accepting end groups were varied based on electron-withdrawing character (Figure 1.1) with a 

goal of modifying the strength and direction of the intramolecular charge transfer (ICT). 

 
 

Figure 1.2. Dihedral angle scans of C=C-C=C (highlighted in cyan color) in isolated functional 

groups. Dihedral angle scan between the functional group and the adjacent thiophene group in (A) 

TH-CHO, (B) TH-M, (C) TH-I and (D) TH-IC in its E and Z isomer forms. Inserts show chemical 

structures of isolated functional groups. Electronic energy differences between two lowest energy 

conformers, structures of which are on the graphs, are shown on top of the graphs. 
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In order to elucidate the intramolecular interactions present in the proposed small molecule 

acceptor series, at first, a conformational search followed by lowest conformer optimization were 

performed on unsubstituted D-M (ie. dicyanoethylene end groups were replaced with hydrogens). 

Meanwhile, the ethylenemalononitrile unit attached to a thiophene, TH-M, was subjected to a 

dihedral angle scan analysis (Figure 1.2B) to determine the lowest energy dihedral angle between 

the thiophene plane and the ethylene unit. The ethylenemalononitrile unit was then adjusted at 0º 

dihedral angle to the adjacent thiophene group and attached to the lowest energy conformer of 

unsubstituted D-M. The conformational search on D-CHO, D-I and D-IC and dihedral angle scan 

analysis for corresponding isolated functional groups (TH-CHO, TH-I and TH-IC) were performed 

as well, as shown in Figures 1.2A, C and B, respectively. The dihedral angle in final structures 

was then similarly adjusted. Interestingly, TH-IC was found to be unstable in its E isomer form at 

180º dihedral angle. As shown in Figure 1.2B, the structure is unable to converge between 250º 

and 280o due to steric repulsion between the thiophene and di-cyano functional groups. Hence, 

TH-IC was determined to adopt the Z isomer form and prefer it over E one by ~3.1 kcal/mol (when 

comparing the lowest energy conformers of each isomer on dihedral angle scan curve). 

 
 

Figure 1.3. Optimized structures of D-M in ground and excited states. Bond lengths and three 

dihedral angles (blue, orange and green) in D-M in optimized ground state (black) and S1 excited 

state (red). Units of bond lengths are in Angstroms. 
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In order to further characterize the ICT, the ground and S1 excited states of D-M (Figure 

1.3) were then optimized. We found that upon excitation, dihedral angles between thiophenes 

decrease and bond length alternation in the ground state decreases in the excited state. After 

successful ground state optimization, TD-DFT calculations on transition energies of D-M were 

computed and compared to experimental results (Figure 1.4) in order to investigate the trends in 

absorption maxima shifts across increasing electron-withdrawing nature of the functional end 

group. 

 
 

Figure 1.4. Absorption spectra of small molecule acceptors. (left) Experimental (in 1,1,2,2-

tetrachloroethane) and (right) theoretical absorption spectra (in chloroform) of candidate small 

molecules D-CHO (black), D-M (red), D-I (blue), D-IC (pink) and D-H (orange). 

 

Our TD-DFT absorption calculations are in good agreement with the experimental results. 

With increasing electron-withdrawing nature of the acceptor end groups, absorption red-shifts, 

both computationally and experimentally. We were also interested to find out if the red-shift was 

also due to extension of conjugation. Thus, we analyzed vinyl (D-vinyl) and vinyl-dialkynyl (D-

vinyl-dialkynyl) end groups (see Scheme 1.1 for structures and Figure 1.5 for absorption spectra) 

due to their structural similarity to the aldehyde and ethylenemalononitrile functional groups, 

respectively. Our calculations revealed that the oscillator strength maximum for the aldehyde-

functionalized small molecule (D-CHO) is almost the same as the one for the one functionalized 
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with vinyl (D-vinyl), while there is a 47 nm difference between D-vinyl-dialkynyl and D-M. This 

led us to conclude that, indeed, extension of conjugation red-shifts the absorption. However, the 

electron-withdrawing nature of the functional group is the one that plays a dominant role in red-

shifting the absorption. 

 
 

Scheme 1.1. Library of chemical structures of linear small molecule acceptors with varying 

functional groups. 

 

 
 

Figure 1.5. Computed absorption spectra of additional small molecules. (left) Theoretical 

oscillators strengths (vertical solid lines) and absorption spectra (dotted line) of D-H (orange), D-

vinyl (green) and D-vinyl-dialkynyl (purple) in chloroform; (right) table of calculated and 

experimental absorption values for all linear small molecules. Red and black arrows indicate the 

functional end groups that are similar in -systems. 
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1.3.2. Intermolecular interactions 

   In addition to diketopyrrolopyrrole-based small molecules discussed earlier, the Yang 

group has synthesized and successfully crystallized m-ITIC-OR-4Cl (Figure 1.6), a promising 

small molecule acceptor for OPVs. With a goal of assessing the intermolecular interactions (Figure 

1.6), a TD-DFT analysis was performed on a monomer and dimer of m-ITIC-OR-4Cl, as shown 

in Figure 1.7. 

 

 
 

Figure 1.6. Chemical structure (left) and crystal packing of m-ITIC-OR-4Cl (right). 

 

 
 

Figure 1.7. Computed TD-DFT absorption spectra of monomer (blue) and dimer (black) of m-

ITIC-OR-4Cl in gas phase. (A) Theoretical absorption (dotted lines) and oscillator strengths 

(vertical solid lines) with the wavelength of strongest ones indicated on top right corner and (B) 

corresponding energy levels of molecular frontier orbitals with arrows depicting the respective 

absorption of the strongest oscillator strengths. 
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Figure 1.8 shows the computed HOMO and LUMO orbitals of m-ITIC-OR-4Cl monomer 

and dimer. In the monomer, we observed an even distribution of orbitals along the conjugated 

plane, whereas upon dimerization the HOMO shifts slightly toward the core of the molecule and 

the LUMO shifts significantly toward the ends of the molecule. There is also a slight red-shift in 

absorption maxima by 10 nm upon dimerization. 

 
 

Figure 1.8. LUMO (top) and HOMO (bottom) orbitals of m-ITIC-OR-4Cl monomer (left) and 

dimer (right). Dimer has additional HOMO-1 and LUMO+1 orbitals that are degenerate to HOMO 

and LUMO orbitals. Green and blue colors indicate different phases of orbitals. 
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Chapter 2. Radical Formation in a Novel Hole-Transport Material for Perovskite Solar 

Cells 

2.1. Background 

In recent years, the emergence and rapid advancement of perovskite solar cells (PSCs) and 

their power conversion efficiencies (PCE) have attracted global attention of photovoltaic research 

community and industry. In addition to photoelectric properties, PSCs boast facile processability, 

cost-effective fabrication and scalability.1-4 Generally, PSCs consist of transparent top electrode, 

electron transport layer (ETL), perovskite active layer, hole transport layer (HTL) and bottom 

electrode. Carriers are created in the active layer after absorption of incident photons and travel 

through corresponding transport layer.  

In order to achieve high performance in PSCs, a HTL material needs to have efficient hole 

transport properties.5-6 One of the most commonly used HTLs in state-of-the-art PSCs is 2,2ʹ,7,7ʹ‐

tetrakis[N,N‐di(4methoxyphenyl)amino]‐9,9ʹ‐spirobiuorene, Spiro-MeOTAD (Figure 2.1A), due 

to its solution processability, amorphous nature, adequate energy level and high melting point.7 

The conductivity and hole mobility of Spiro-MeOTAD without dopants are very low (~10−5 S 

cm−2 and 10−4 cm2 V−1 S−1, respectively), which is destructive to performance of the PSC.5,7 In 

order to improve the mobility of HTM and consequently the performance of PSC, Spiro-MeOTAD 

is often doped with tert-butylpyridine (tBP) and lithium bis(trifluoromethanesulfonyl)imide (Li-

TFSI). tBP is known to prevent phase segregation of Spiro-OMeTAD, yielding a homogenous 

layer.9 However, addition of these dopants was found to also induce slight degradation of 

perovskite active layer over time.10 The dopants increase the hydrophilicity of the Spiro-

MeOTAD, which in turn facilitates absorption and diffusion of external moieties into the 

perovskite layer. This process damages the perovskite layer, which has inherent ionic character, 
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leading to ultimate degradation of the entire solar cell device and threat to its long-term stability.11-

14 Beside the disadvantages of dopants, high cost, poor device stability and tedious synthesis 

process12,15 overall still limit Spiro-MeOTAD’s practical applications necessitating new 

alternative materials for hole transport layer. 

 
 

Figure 2.1. Hole transport materials: (A) Spiro-OMeTAD, (B) Spiro-8Th, and (C) DPI-TPFB. 

 

Doped Spiro-8Th (Figure 2.1B), recently developed by the Yang group, is a promising 

HTM candidate for PSCs. The methoxyphenyl groups of Spiro-OMeTAD are substituted with 

thiophene in Spiro-8Th allowing for enhanced interaction with the perovskite surface and 

increased mobility overall. The 4-isopropyl-4′-methyldiphenyliodonium tetrakis-(pentafluoro-

phenyl)-borate (DPI-TPFB) was used as an organic p-dopant, offering the benefit of increased 

stability over the inorganic lithium dopants.6,16 DPI-TPFB is an ionic dopant consisting of 

iodonium-based cation (DPI) and boron-based anion (TPFB). 

 
 

Figure 2.2. Experimental EPR spectrum of Spiro-8Th measured at 298 K. 
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During sample preparation, the Yang group has noticed a sudden color change of the DPI-

TPFB solution in chlorobenzene from transparent to yellow to brown to a deep red color upon 

addition of it into the Spiro-8Th solution in chlorobenzene. This observation led to discovery of 

radical formation in the DPI-TPFB-doped Spiro-8Th, as was later confirmed by the electron 

paramagnetic resonance spectroscopy (EPR) measurement shown in Figure 2.2. 

Occurrence of radicals in HTL of PSCs has been reported before. For example, 

PEDOT:PSS, an organic polymer used in HTL, was doped with dopamine semiquinone forming 

numerous radical cations in the backbone, which in turn resulted in better charge extraction from 

the perovskite layer into the HTL.17 More notably, Sellinger et al. recently developed carbazole-

based EH44/EH44-oz HTL, where EH44 is doped with its oxidized TFSI- salt, EH44-oz.18,19 While 

EH44-based devices demonstrated noteworthy stability maintaining 94% of PCE over 1000 hours 

of continuous operation, the PCEs of these devices were generally lower than those of lithium-

doped HTLs. Moreover, a significant degradation was observed at elevated temperatures possibly 

due to EH44’s low glass transition temperature.10,18 While radical formation and stabilization are 

often mentioned as a strong contributor towards enhanced stability in aforementioned studies, the 

insights into the mechanism of radical formation in HTL of PSCs are yet to be delineated. 

We now report the design of a novel hole-transport material, Spiro-8Th, doped with organic 

ionic DPI-TPFB complex that generates radicals in the HTL leading to enhanced performance and 

stability over the commonly used Li-doped Spiro-OMeTAD. Computational studies further 

delineate the mechanism of radical formation in doped Spiro-8Th, where the electron is transferred 

from amine group of Spiro-8Th to iodonium of DPI dopant.   
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2.2. Methodology 

2.2.1. Synthesis of Spiro-8Th by the Yang group 

A mixture of 2,2′,7,7′-tetraamino-9,9′-spirobifluorene (500 mg, 1.33 mmol), NaOt-Bu 

(2.81 g, 29.2 mmol) and Pd[P(t-Bu)3]2 (136 mg, 0.27 mmol) was added to toluene (100 mL). 3-

bromothiophene (2.6 mL, 26.6 mmol) was subsequently added and the resulting mixture was 

stirred at 100 °C for 48 h under argon atmosphere. Upon cooling to room temperature, H2O (100 

mL) was added to the mixture, followed by extraction with dichloromethane (3×150 mL). The 

organic phase was dried over MgSO4 and concentrated under reduced pressure. The purification 

of the product was achieved through column chromatography (silica gel, 3:2, 

hexane/dichloromethane), yielding a faint yellow solid as the product (1.26 g, 92%), which was 

further dissolved in a small amount of dichloromethane and recrystallized in methanol. 

 

2.2.2. EPR characterization details 

EPR spectra were measured at room temperature on an EMXplus Bruker spectrometer 

equipped with an ER4119HS high sensitivity microwave resonator. The spectra were taken in two 

different configurations. In the first configuration, the samples were in the resonator, which was 

completely enclosed so that no visible light could reach the samples. In the second configuration, 

the top and front windows of the resonator were opened, and a small incandescent lamp (15 W) 

was placed close to the window, illuminating the sample with a visible light. Before taking the 

spectrum of a sample, the spectrum of the holding quartz tube was recorded to ensure that no signal 

is produced. The sample was placed in the quartz tube, which was then inserted in the center of 

the EPR resonator. Spectra were acquired using a sweep time of 30 s, sweep width of 200 G, center 

field of 3480 G, microwave power of 6.33 mW and modulation amplitude of 4.0 G. 
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2.2.3. Computational details 

All singlet structures were pre-optimized with a very tight GFN2-xTB method using xTB 

program (version 6.2)20-22 prior to conformational search. Conformational analysis of each 

structure was performed using metadynamic sampling in extended tight binding Conformer–

Rotamer Ensemble Sampling Tool (xtb CREST) program package (version 6.2).23-24 iMTD-GC 

workflow was used for conformational search algorithm with 6 kcal/mol energy and 0.5 Å RMSD 

thresholds at 298 K.   

All density functional theory (DFT) calculations were performed using Gaussian16.25 

Geometry optimization and frequency calculations of all singlets and doublets were completed 

with B3LYP method and LANL2DZ basis set for iodine and 6-31G(d) for all other atoms in the 

gas phase. Optimized structures were verified by frequency calculations as minima (zero 

imaginary frequencies) and doublets were verified to be radicals based on total spin <S2> value. 

HOMO-LUMO energies were extracted from a single-point calculation using B3LYP method and 

LANL2DZ basis set for iodine and 6-31+G(d,p) for all other atoms and plotted with GaussView 

6.0.16.26 Similarly spin density distribution and values of each atom were computed with M06-2X 

method and LANL2DZ basis set for iodine and 6-31+G(d,p) for all other atoms and plotted with 

GaussView 6.0.16. 

 

2.3. Results and Discussion 

2.3.1. Transport properties of doped Spiro-8Th and its performance and stability in 

photovoltaics 

The hole transporting ability of the hole transport materials was examined using space 

charge-limited-current (SCLC) method. Fitting the J-V curve of the hole-only devices 
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(ITO/Ag/hole transport material/Ag), the hole mobility of DPI-TPFB-doped Spiro-8th is 

determined to be 1.17×10-2 cm2 V-1 s-1 (see Table 2.1), which is significantly higher than that of 

the Li-doped Spiro-OMeTAD (6.04×10-3 cm2 V-1 s-1). 

 

Table 2.1. Hole mobilities of doped Spiro-MeOTAD and Spiro-8Th. 

 

 
 

We then fabricated the devices incorporated with either doped Spiro-8Th or doped Spiro-

OMeTAD for HTL with SnO2/FAPbI3/DPI-TPFB-doped Spiro-8Th/Au architecture, the measured 

photovoltaic parameters of which are summarized in Table 2.2. Due to higher hole mobility and 

superior charge extraction capability, distinct improvements of open-circuit voltage (Voc), short-

circuit current (Jsc) and fill-factor (FF) can be observed in the device with Spiro-8Th used as the 

HTL compared with the Li-doped Spiro-OMeTAD. This led to enhanced PCE of 22.01%. Doping 

of Spiro-OMeTAD with DPI-TPFB, on the other hand, degraded the device performance to 

15.19% most likely due to its lower mobility. 

 

Table 2.2. Photovoltaic parameters of various doped HTMs in a perovskite solar cell. 
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We also monitored the long-term thermal and photo stability of devices with either doped 

Spiro-8Th or doped Spiro-OMeTAD as HTL. In addition to enhanced photovoltaic performance, 

devices with doped Spiro-8Th showed remarkable thermal stability at 85 C under N2 gas in glove 

box (see Figure 2.3) retaining >80% of its initial PCE for over 1000 h, while reference device with 

Spiro-OMeTAD completely degraded after 400 h. A similar behavior and trend were observed in 

photo-stability studies, where devices with doped Spiro-8Th as HTL maintained >75% of its PCE 

for over 1000 h, while doped Spiro-OMeTAD one underwent through complete degradation after 

350 h.  

 
 

Figure 2.3. Long-term thermal stability of PSC devices with DPI-TPFB-doped Spiro-8Th and Li-

doped Spiro-OMeTAD under N2 gas in glove box at 85 C. 

 

 

2.3.2. Theoretical investigation of radical formation in doped Spiro-8Th 

Spiro-8Th, TPFB and DPI were first optimized in their singlet state (Figure 2.4). The two 

planar branches of Spiro-8Th connected via a spiro atom adopt a 90o angle to each other, as it can 

be seen from the top view, while DPI shows a bent 102o bond angle between two branches 

connected via iodonium.  
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Figure 2.4. Optimized structures of Spiro-8Th, TPFB and DPI in their singlet state using B3LYP 

method and LANL2DZ basis set for iodine and 6-31G(d) for all other atoms. 

 

 

 

 
Figure 2.5. Radical formation mechanism in doped Spiro-8Th. Electron transfer from tertiary 

amine of Spiro-8Th to DPI iodonium salt resulting in radical cation Spiro-8Th and iodyl radical 

DPI, which further decomposes into aryl radical and p-iodotoluene. 

 

We further hypothesized that the electron transfer happens from tertiary amine of Spiro-

8Th to iodonium of DPI, as shown in Figure 2.5, resulting in oxidation of Spiro-8Th into radical 
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cation and reduction of DPI iodonium salt into the iodyl radical. However, upon optimization of 

DPI iodyl radical, we found that it was short-lived and decomposed further into aryl radical and p-

iodotoluene. An overall electron transfer from Spiro-8Th to DPI and further decomposition of DPI 

iodyl radical was calculated to be thermodynamically highly favorable with electronic energy of -

10.1 kcal/mol and Gibbs free energy of -23.6 kcal/mol using DFT. The electron transfer into 

iodonium and further decomposition behavior is not unseen in the literature. Strehmel et al, for 

example, reported a similar reactivity of iodonium salts as a result of a near-infrared initiated 

radical polymerization using a sensitizer.27 

In order to further assess the feasibility of electron transfer, we computed the energy levels 

of frontier orbitals of Spiro-8Th and DPI iodonium salt (see Figure 2.6). The computed HOMO-

LUMO energies of Spiro-8Th at -1.4 and -5.0 eV, respectively, compare well with experimental 

values of -2.8 and -5.2 eV, respectively. The HOMO energy level of Spiro-8Th is only slightly 

higher than the LUMO energy level of DPI, which facilitates the favorable electron transfer from 

Spiro-8Th to the iodonium salt. 

 

 
 

Figure 2.6. Energy levels of frontier orbitals of Spiro-8Th and DPI. HOMO-LUMO energies were 

computed using B3LYP method and LANL2DZ basis set for iodine and 6-31+G(d,p) for all other 

atoms. Dashed arrow indicates electron transfer from HOMO of Spiro-8Th to LUMO of DPI. 
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Spin density distribution of radical cation Spiro-8Th, DPI iodyl radical and 

isopropylbenzene radical, a by-product of iodyl radical decomposition, were computed as well and 

are shown in Figure 2.7. The highest spin density in Spiro-8Th radical cation is located on tertiary 

amine (Figure 2.7A), which indicates the most favorable atom for oxidation, and the density is 

delocalized throughout the linear branch via conjugation. The highest spin density on iodyl radical 

is found on the iodonium atom (Figure 2.7B) that is most likely to be reduced, with the radical 

delocalized over adjacent benzenes. An additional spin density analysis was performed on a 

simplified model of DPI, namely the iodyl radical (H2I), which confirmed the electron transfer into 

the d orbital of DPI (insert of Figure 2.7B). Similarly, in isopropylbenzene radical (Figure 2.7C), 

the radical localizes on the unsaturated carbon in para position relative to the propyl group. 

 

 

Figure 2.7. Spin density distribution in Spiro-8Th and the dopant salt computed with M06-2X 

method and LANL2DZ basis set for iodine and 6-31+G(d,p) for all other atoms. Spin density 

distribution in (A) Spiro-8Th radical cation, (B) DPI iodyl radical and (C) isopropylbenzene 

radical, a by-product of DPI iodyl radical decomposition. Top relative spin density values are also 

shown, with atoms of highest spin density values in bold. An inset in (B) depicts the spin density 

of H2I that is used as a simplified model reference for DPI iodyl radical. 
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2.4. Conclusion 

Low-cost novel DPI-TPFB-doped Spiro-8Th have been designed and fabricated into 

devices for significantly improving the hole mobility of HTL and enhancing the PSC’s 

performance and stability. Devices with our Spiro-8Th formulation for HTL demonstrated 

increased PCE of 22.01% and long-term stability of retaining >80% of its initial PCE for over 

1000 h. We speculate that the enhanced performance is due to formation of radicals as a result of 

doping with DPI-TPFB dopant, while the improved stability is because of organic nature of the 

dopant. Computational efforts reveal that the radical is formed as a result of electron transfer from 

the amine group of Spiro-8Th to iodonium of DPI cation, further causing the decomposition of 

DPI cation radical. These in-depth insights into the structure of effective hole-transport material 

and its dopant formulation inspired by the electron transfer and radical formation will guide 

pathways towards further improvement and commercialization of perovskite photovoltaics. 
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Chapter 3. Noncovalent π-stacked Robust Topological Organic Framework 

3.1. Background 

The emergence of organic semiconductors has sparked development of organic solar 

cells,1-4 sensors,5-7 flexible displays8-10 and optical devices.11-13 In addition to low cost, one of the 

most attractive properties of organic electronic materials is their adjustability via facile chemical 

modifications to different device requirements. Advanced experimental and computational tools 

have been developed to provide insights into organic semiconductors’ structure–property 

relationship and consequently predict their electronic properties. However, for efficient charge 

transport in organic semiconductors, controlled large-scale assembly is one of the more critical 

aspects and is challenging to achieve. The rise of organic frameworks (OFs) has opened a path for 

determining and controlling the molecular assembly, especially in covalent OFs (COFs).14-17 The 

final COF topology can now be ascertained based on the relative geometries of raw materials. 

However, insolubility of COF and poor electrical conductivity of covalent bonds still limit COFs 

practical applications in organic electronics. Moreover, the irreversibility of covalent bonds 

deprives COF of the likelihood for self-healing using simple methods. 

It is well established that in a two-dimensional (2D) in-plane direction the transport along 

the π∙∙∙π network is considered to be a key transport mechanism in organic semiconductors, which 

would lay the foundation for high-performance devices. Moreover, with a simple heat treatment 

the noncovalent π∙∙∙π interaction is easily repairable due to its “soft” property. However, because 

of the intrinsic features of noncovalent π∙∙∙π interactions (flexible, weak and poor directionality), 

direct construction of porous framework with a permanent porosity is difficult, as the structure will 

most probably collapse after solvent removal and decompose upon heating. Thus, pure intralayer 

noncovalent π∙∙∙π interaction-constructed porous materials with an ordered structure kindle a 
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special interest. In this study, we accomplish to develop this material by increasing the π plane and 

enriching the effective overlapping area by intermolecular linking forces for a stable framework. 

Furthermore, the geometry of the middle core and the directional face-on packing of the end group 

yield a robust material with precise and predictable control.18-23 

Here, we designed a three-dimensional (3D) organic framework, called πOF, based entirely 

on the noncovalent π∙∙∙π interactions between SFIC molecules. This SFIC molecule consists of a 

biplanar conjugated cruciform-shaped spirobifluorene (SF) as the centroid core and 3-

(dicyanomethylidene)indan-1-one (IC) as a multijoint fragment connecting adjacent molecules, 

which adopts a tetragonal-disphenoid-shaped molecular conformation and self-assembles into a 

3D porous structure of πOF. In spite of the extremely labile noncovalent π∙∙∙π interactions, πOF 

presented not only extremely high surface area (981.62 m2·g–1) and supramaximal micropore (1.69 

nm) but also high thermal stability and recyclability, as shown by variable-temperature and 

recycling-test powder X-ray diffraction (PXRD) experiments. Additionally, following the heat 

treatment, πOF was able to self-heal and retrieve the parent porosity upon solvent annealing 

(methanol/chloroform) at room temperature. The activated powdered πOF demonstrated high N2 

and CO2 adsorption capacity because of its pore-rich structure. πOF-based organic-field-effect 

transistor (OFET) also showed remarkable hole and electron transport abilities, which are ascribed 

to abundant π∙∙∙π interactions in the structure. Theoretical computations suggest anisotropy in 

charge mobilities; π∙∙∙π stacking consists of a strong transfer integral and both hole and electron 

mobilities are maximized in this transport direction. 
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3.2. Methodology 

3.2.1. General procedure for synthesis of SFIC by Yang group 

2-(3-oxo-2,3-dihydro-1H-inden-1-ylidene) malononitrile (112 mg, 0.575 mmol, 12 

equivalents) and SF-CHO (100 mg, 0.048 mmol, 1 equivalent) were dissolved in CHCl3 (35 mL), 

then pyridine (1 mL) was added under argon. The mixture was then refluxed for 18 h, cooled to 

room temperature, poured into CH3OH (200 mL) and filtered. The crude product was purified with 

column chromatography using hexane/dichloromethane (1:1) as eluent to obtain pure SFIC as a 

black solid (120 mg, 90%). 

 

3.2.2. Computational details 

Atomistic morphologies and charge-transport in πOF are calculated using Molecular 

Dynamics (MD) and kinetic Monte Carlo (kMC) simulations, respectively. The supercell of SFIC 

was built from the duplications of the experimental unit-cell along a, b, c crystallographic 

directions. A supercell contained in total 576 SFIC molecules (217,152 atoms). For all MD 

simulations, AMBER software with GAFF force-fields for molecular mechanics parameters was 

employed. Partial atomic charges of πOF using RESP were obtained based on the 

Merz−Singh−Kollman (MSK) scheme from optimized geometries in the gas-phase using 

B3LYP/6-31G(d).24 In the MD simulations, the supercell was first steadily heated from 0 K to 300 

K in 2 ns, while the heavy-atom positions were restrained. The supercell was then relaxed for 2 ns 

at 300 K using a Langevin thermostat, after which a 2 ns equilibration run was performed with 

reduced restraint, with Berendsen barostat that maintained pressure at 1 atm.25 In the end, all 

heavy-atom restraints were eliminated, and a final 20 ns production run was performed. 
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For charge-transport simulations, we used incoherent transport mechanism and computed 

hole and electron mobilities from the rate-based kinetic Monte Carlo simulations based on 

localized charge approximation. The electron (A + A-  A- + A) and hole (A + A+  A+ + A) and 

transport rates were evaluated based on the non-adiabatic Marcus–Levich–Jortner (MLJ) 

expression including quantum-mechanical corrections: 

 

where Jij is the transfer integral, S is the Huang-Rhys factor, S = i/ℏ is the internal reorganization 

energy and ℏ  is the mode frequency, out is the external reorganization energy ( =in+out), and 

ΔEij = Ei - Ej is site-energy difference. A value of 200 meV is used for both ℏ  and λout.26 The 

internal reorganization energies are calculated using: λe = E0(q-) – E0(q0) + E-(q0) – E-(q-) and λh = 

E0(q+) – E0(q0) + E+(q0) – E+(q+) at B3LYP/6-31G(d) level of theory. The internal reorganization 

energies of πOF were found to be 82 meV for both electron and hole transports, which yields a 

total 282 meV of reorganization energy. The binding energies of the π∙∙∙π, x∙∙∙x and CH∙∙∙π dimers 

were calculated at B97D/6-31G(d,p) level of theory and using equation Ebind = Ec – (Ea + Eb), 

where Ec is the energy of the complex, Ea and Eb are the corresponding monomers. 

Transfer integrals for the crystal phases and disordered morphologies were evaluated using 

B3LYP/6-31G(d) of DFT and ZINDO methodology, respectively, and site-energies were 

calculated with Thole model, where RESP partial charges were calculated from MSK and atomic 

polarizabilities were reparametrized from B3LYP/6-31G(d) calculated molecular polarizabilities. 

kMC simulations were carried out for a single hole (or electron) carrier in an electric field (�⃗� ) in 

the equilibrated cell with periodic boundary conditions (resulting in a charge density of ~1023 m-

3). Electron and hole mobilities were computed from  = 𝑣 . 𝜖̂/E. All DFT calculations were carried 
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out using Gaussian0927 and all charge-transport calculations and simulations were performed using 

VOTCA package.28 

 

3.3. Results and Discussion 

3.3.1. Synthetic approach and molecular assembly 

The target monomer SFIC was synthesized by the Yang group via Knoevenagel 

condensation between SF-CHO and 3-(dicyanomethylidene)indan-1-one (IC) in 90% yield (Figure 

3.1A). The structure was confirmed with 1H NMR, 13C NMR, and high-resolution mass 

spectrometry (see ref. 29 for details). SFIC is soluble in common organic solvents such as 

chloroform, dichloromethane, chlorobenzene and ortho-dichlorobenzene at room temperature due 

to the cross-linked molecular scaffold and the branched alkyl chains. The thermal properties were 

assessed using thermal gravimetric analysis under nitrogen. SFIC exhibited high thermal stability 

with 5% weight loss at decomposition temperature of over 351 °C. From the edge of absorption 

spectra in the film, the optical bandgap was calculated to be 1.75 eV. The energy level and 

electrochemical bandgap were determined to be −5.77 eV for highest occupied molecular orbital 

(HOMO), −3.94 eV for lowest unoccupied molecular orbital (LUMO), and 1.83 eV for bandgap, 

based on the onset oxidation and reduction potentials and the difference of HOMO and LUMO, 

respectively (see ref. 29 for details). The narrow bandgap is ascribed to the strong electron 

withdrawing of end group IC lending the system ambipolar characteristics. 
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Figure 3.1. Synthetic route and crystal packing arrangement of SFIC. (A) Synthetic route with 

reaction conditions of (i) 3-(dicyanomethylidene)indan-1-one (IC, 12 equivalents) and pyridine (1 

mL) in chloroform at 70 °C with yield of 90%. (B) The single-crystal X-ray molecular structure 

[top (Left) and side (Right) view] show a tetragonaldisphenoid motif. (C) The 2D crystal assembly 

along the ac plane via π···π interactions. The directions of up and down refer to the direction of 

the N atom. (D) The molecular packing arrangement of the 3D πOF structure is consists of 2D 

π···π (ac plane) interactions and 1D CH···π (b axis) interactions. dDP and dS represent packing 

and slippage distances between layers, respectively. The alkyl chains, cyano groups, and hydrogen 

and oxygen atoms are omitted for clarity. 
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The tetragonal-disphenoid molecular conformation of SFIC was determined with XRD 

analysis of single crystals obtained by slow vapor diffusion (CHCl3/MeOH). The dimensions of 

SFIC conformer are ∼19.13 Å in width, ∼21.92 Å in length and ∼14.28 Å in height (Figure 3.1B). 

Two IC groups of the same wing are noncoplanar with a dihedral angle of 28.07°. Each 

crisscrossed SFIC molecule is linked to four adjacent SFIC molecules (which are rotated 90° with 

respect to the centroid molecule) through four pairs of π∙∙∙π interactions through antiparallel end 

groups (EGs) (Figure 3.1C). Such packing results in a 2D reticular quadrangular array which goes 

through perpendicular slipped one-dimensional (1D) stacking via two different types of CH∙∙∙π 

interactions (Figure 3.1D and Figure 3.2) of hexylbenzene side chains forming a final 3D lamellar 

structure. The orientation of SFIC molecules of adjacent 2D layers were confirmed to be identical 

and to assemble into two repeating layers with a 3.94-Å-long unidirectional slippage (between two 

parallel wings, dsp) and 5.57-Å-long bidirectional slippage (between two central carbon atoms, 

ds) (Figure 3.1D). Closer inspection of the structure reveals that four distinct SFIC molecules of 

each layer form a dimetric micropore with a diameter of 2.12 nm (Figure 3.1C) across the layer 

and a lower diameter of 1.69 nm (Figure 3.1D) between two layers due to the slippage of adjacent 

layers. 

 
 

Figure 3.2. The interlayer CH∙∙∙π interactions in πOF crystal along the b axis. 
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3.3.2. Investigation of Sorption and Porosity of SFIC-πOF. 

The as-prepared πOF exhibited high CO2 uptake capacity of 62.41 cm3·g–1 due to its highly 

porous structure and weak basicity of cyano group in SFIC (for further details on sorption 

properties of SFIC- πOF see ref. 30). The corresponding Brunauer–Emmett–Teller surface area of 

SFIC was determined to be over 981.62 m2·g–1 and pore volume of 0.44 cm3·g–1. The pore size 

distribution of πOF based on the nonlocal density functional theory (NLDFT) model exhibited a 

single peak at 1.69 nm, which is in agreement with the uniform dimetric pores of crystal packing 

structure. Porous material with supermicroporous range of 1 to 2 nm and higher surface area 

achieved in this work is a significant development that bridges the gap between mesoporous 

materials and microporous zeolites. 

The porous crystals after activation, especially when guest-free, are less stable than other 

porous materials that are linked by metal coordination bonds or dynamic covalent bonds, while 

some hydrogen-bonded porous crystals are able to keep the native crystal framework after the 

guest molecules are removed. Few of the nonclassical hydrogen-bond-constructed (C-H∙∙∙X) 

porous crystals could endure temperatures beyond 130 °C.31,32 In comparison to conventional 

hydrogen bonds, and even the nonclassical ones, π∙∙∙π interactions are far more labile. Surprisingly, 

our more-labile πOF-based on SFIC is considerably more thermally robust than the reported 

hydrogen-bonded frameworks, presenting no change up to 180 °C in variable-temperature PXRD 

patterns (see ref. 30). The structure of SFIC remained identical to that of the simulated one based 

on the single-crystal structure, with peaks at 2θ = 5.3°, 9.2°, and 11.5° assigned to (020), (031), 

and (400) lattice planes. Upon heating to 200 °C and beyond, a transition into a different crystalline 

phase is observed based on sudden change in the PXRD patterns. 
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3.3.3. Single-Crystal Transistor Characterization of SFIC-πOF. 

 
 

Figure 3.3. Single-crystal transistor (OFET) characterization of πOF. (A) The OM image of πOF 

microplates [drop-casted in CHCl3 (1 mg/mL)] self-assembled on SiO2/Si. (B and C) CPOM 

images of the single-crystal microplates of πOF. (D) The SAED patterns and its corresponding 

TEM image. (E) One-dimensional out-of-plane XRD pattern of a single crystal data. (F) A 

transistor with four electrodes probing charge transport properties along different crystal planes. 

(G) The schematic diagram of πOF micro/nanocrystal transistor. (H) P-type and (I) N-type transfer 

characteristics of four OFET devices in different crystal planes. 

 

Due to its long-range π∙∙∙π interactions, πOF presents an opportunity to expand the OF into 

organic electronics. Thus, we first prepared the single-crystal microplates of πOF by a typical drop-
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casting method in CHCl3 solution onto the SiO2/Si substrates and measured the intrinsic charge 

transport properties of πOF. Optical microscope (OM) images and bright-field TEM images (top 

left inset) of the πOF microplates with a rhomboid shape and long-range regularity are shown in 

Figure 3.3A and D. In the cross-polarized optical microscopy (CPOM) images, the change in 

crystal intensities pinpoint to the single crystal nature of the microplates (Figure 3.3B and C). In 

Figure 3.3E, the out-of-plane XRD pattern with sharp and strong multiple Bragg diffractions 

indicate highly ordered lamellar structure and the high degree of crystallinity of πOF microplates. 

Based on the data from the single-crystal structure, the two strong diffraction peaks at 2θ = 5.41° 

and 10.74° observed in the XRD analysis for the microplates (Figure 3.3E) could be attributed to 

(020) and (040) lattice planes, respectively. The out-of-plane XRD data together with SAED 

pattern (Figure 3.3D) and single-crystal XRD data (see ref. 30 for details) confirm that the πOF 

microplates are of the identical phase as in the previously obtained single crystals.  

The field-effect transistor devices based on the rhomboid microcrystal of πOF were 

prepared with an “organic ribbon mask” technique with four electrodes and channels to analyze 

the directional charge transport properties (Figure 3.3F).33 The transfer and output characteristics 

of four different crystal planes examined under ambient conditions are demonstrated in Figure 

3.1H and I (see ref. 29 for more information) and the mobility data are outlines in Table 3.1. The 

OFET device based on πOF microplates exhibit ambipolar characteristics, a simultaneous 

existence of both hole (Figure 3.3H) and electron (Figure 3.3I) charge-carrier transport behavior. 

The same directional conducting channels, 1 ↔ 2 and 3 ↔ 4 or 2 ↔ 3 and 4 ↔ 1, present similar 

mobilities (in units of square centimeters per volt per second) [μh(1−2) = 0.0705, μe(1−2) = 0.26, μh(3−4) 

= 0.089, μe(3−4) = 0.27, or μh(2−3) = 0.0676, μe(2−3) = 0.12, μh(4−1) = 0.0495, μe(4−1) = 0.13] (see Table 

3.1). Moreover, the channels of 1 ↔ 2 and 3 ↔ 4 show increased mobility over the 2 ↔ 3 and 4 
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↔ 1 channels. These results indicate that the reticular quadrangular lattice of πOF exhibits 

anisotropic properties, which are further explored using density functional theory (DFT) 

calculations. 

 

Table 3.1. Field-effect electron (e) and hole (h) mobilities of four OFET devices with different 

crystal planes. 

 

 

 

3.3.4. Mechanistic Studies of Transport: From a Computational Perspective. 

We undertook extensive theoretical calculations to gather computational insights into the 

hole/electron transport behavior in πOF. We first concentrated on the packing along (100) and 

(103) planes, which correspond to the π∙∙∙π and x∙∙∙x interactions, respectively (Figure 3.4A and 

B). Based on the first-principles calculations (Figure 3.5), it was found that the dimer binding 

energies and transfer integrals of π∙∙∙π interactions were considerably larger than those of x∙∙∙x 

because of the relatively strong π∙∙∙π binding. DFT calculated electron transfer integral (Je) of π∙∙∙π 
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in πOF is more than four times stronger than the hole transfer integral (Jh), while Jh was conversely 

stronger than Je in x∙∙∙x (Figure 3.4B). The intramolecular reorganization energies of hole (λh) and 

electron (λe) transfer were found to be identical (λh=λe=82 meV) (Figure 3.5B). Transport 

calculations implied that charge-carrier mobilities on the order of 1 cm2/Vs can be accomplished 

in a defect-free πOF. Moreover, 1) μe > μh over the π∙∙∙π plane independent of the transport 

direction can be attributed to Je > Jh along π∙∙∙π and 2) electron mobility along (100) is roughly two 

times larger than along (103) for both electron and hole mobilities, due to larger transfer integrals 

along π∙∙∙π than those along x∙∙∙x (Figure 3.5C). Both 1 and 2 are highly consistent with the OFET 

results shown in Figure 3.3.  

 

 
 

Figure 3.4. Computational characterizations of hole/electron transport. (A) Crystal packing of 

πOF used in computations. Green spheres represent alkyl chains. (B) Computed binding energies 

(in electronvolts), hole transfer (Jh), and electron transfer (Je) integrals (in millielectronvolts) (C) 

Direction-resolved hole and electron mobilities in ordered phase. (D) Atomistic morphology of the 

disordered phase. (E) Hole and electron transfer integral distributions in all transport directions. 

(F) Direction-resolved hole and electron mobilities in disordered phase. 
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Figure 3.5. Characterization of interactions in the computational model of πOF crystal structure. 

(A) Superposition of single SFIC molecule geometry obtained from X-ray measurements over the 

B3LYP/6-31G(d) gas-phase optimized one. (B) SFIC pair interactions present in the crystal 

structure and the respective B97D/6-31G(d,p)-calculated dimer binding energies. (C) A diagram 

showing electric field variation for direction-resolved transport calculations. (D) MD-equilibrated 

atomistic morphologies of πOF along three packing directions. (E) Computed site-energy 

difference distributions for hole and electron transfers based on Thole model. (F) Connectivity 

graphs in πOF based on the strength of the hole (p) and electron (n) transfer integrals. Green dots 

represent site positions. For J>1 meV the bonds are in red and for 0.1 meV < J < 1 meV range, the 

bonds are in blue. Missing bonds are less than 0.1 meV. (left column) The connectivity along a 

single π∙∙∙π plane, (right column) the connectivity for all directions. 

 

Mobility calculations in the disordered phase (Figure 3.4D and Figure 3.5D) demonstrate 

that the charge transport in πOF is susceptible against structural fluctuations originating from the 

thermal effects, ascribed to decrease in both hole and electron mobilities relative to the crystal 

phase (Figure 3.4F), despite maintaining of directional mobility and μe > μh. On the other hand, 

the mobilities along CH∙∙∙π are much lower because of missing π∙∙∙π interactions. The site-energy 
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disorder of hole transport (∆h) and electron transport (∆e), stemming from local charge–phonon 

coupling, were discovered to be similar and 60 meV (i.e., ∆h∼∆e=60 meV), as depicted in Figure 

3.5E. The nonlocal electron–phonon coupling, on the other hand, were larger than nonlocal hole–

phonon coupling (see also Figure 3.4E). Thus, computations indicate that the mobility and charge 

transport in πOF is primarily controlled by the intermolecular interactions, which highlights the 

significance of different interactions in the πOF. 

 

3.4. Conclusion 

In conclusion, we have designed a noncovalent π∙∙∙π interaction-based organic framework 

(πOF). The 3D-ordered microporous structure that is linked via these kinds of weak interactions 

demonstrates not only the supramaximal micropore and extremely high surface area but also a 

superior stability and self-healing abilities. It also presents remarkable transport properties in an 

OFET device, exhibiting distinct advantage over traditional COFs. The πOF not only expands the 

concept of porous molecular frameworks but also offers a direction toward applications of porous 

materials in organic electronics. Our study sheds light on a generation of microporous materials-

based organic electronics opening doors for strategic structural assembly for functionalities and an 

even better performance in the future. 
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Chapter 4. Chlorinated, Spiroconjugated, and Fused Extended Aromatics for 

Multifunctional Organic Electronics 

4.1. Background 

The advancements in organic semiconductors have sparked the development of flexible 

displays, organic light‐emitting diodes, organic solar cells, organic field‐effect transistors, and 

sensors. The properties of organic electronic materials could normally be adjusted rather easily via 

facile chemical modifications to accommodate the different device requirements.1-3 In light of this, 

various hybrid devices have been developed for real‐world applications. The preparation process 

of hybrid devices, however, usually involves vast variety of materials, which not only increases 

the cost but also makes the process more cumbersome. Thus, there emerges the need to explore 

multifunctional organic electronic materials to simplify the preparation process and reduce the 

cost. 

Spiro‐fused polycyclic aromatic compounds, with orthogonal π‐subsystems linked by a 

sp3‐hybridized spiro‐atom, have been extensively explored as organic electronic materials due to 

rigid 3D orthogonal configuration, good processability, excellent thermal and optical stability, and 

exclusive spiroconjugation effects.4-7 Spiroconjugation, first described by Simmons and Fukunaga 

in 1967, refers to the delocalization and bandgap alteration that occurs upon orbital interaction 

between the π systems of the two spiro‐fused planar pieces.8 The unique 3D rigid spiroconjugation 

architecture not only reduces intermolecular electronic coupling and in turn the charge 

recombination but also increases charge transport capability.9 Notably, 9,9′‐spirobifluorene, the 

most prominent class of spiroconjugated molecules, has served as a promising building block for 

the construction of functional materials in organic light‐emitting diodes (OLEDs), organic field‐

effect transistors (OFETs), and organic photovoltaics (OPV).10-18 Fused extended π‐electron 
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systems are the crucial approach to improve mobility and tune the optoelectronic properties of 

functional materials for high performance optics and electronics. However, modification of 9,9′‐

spirobifluorene has mainly focused on the singly core‐substitution at different reaction positions, 

and studies that explored extension of the spiro‐π‐systems via annulation, which could increase 

intermolecular π···π overlap area by expanded rigid spiroconjugation in the solid state, are rather 

limited.19-28 

Halogenation has been an important chemical modification means applied in constructing 

various organic semiconductors such as fluorination and chlorination.29,30 Compared to 

fluorination that has been well‐studied, the chlorination strategy has not been extensively 

investigated as the larger atomic size of chlorine results in steric effects in conjugated backbones.31 

Nonetheless, a chlorination strategy is appealing due to its ease of synthesis, greater electron 

density capacity, and lower cost. Furthermore, in comparison with fluorine, chlorine is less 

electronegative (Pauling electronegativity F: 3.98, and Cl: 3.16) but is also an inferior π donor due 

to poor overlap of C2p and Cl3p orbitals. Bao et al. also suggested that the unoccupied 3d orbitals 

of the chlorine atom are able to better accommodate delocalized π‐electrons.32 Chlorine may 

increase the solubility of conjugated systems in common organic polar solvents, due to better 

polarizability of chlorine compared to fluorine.33 

In view of the considerations discussed above, we designed a new molecule, namely SFIC‐

Cl, using a biplanar conjugated cruciform‐shaped spirobifluorene (SF) as the centroid core and 2‐

(5,6‐dichloro‐3‐oxo‐2,3‐dihydro‐1H‐inden‐1‐ylidene) malononitrile (2Cl‐IC) as a multi-joint 

fragment connecting adjacent molecules. The two fluorene units of SF adopt an orthogonal 

configuration bearing a rigid 3D structure. Since thiophene has lower resonance energy and better 

mobility than benzene, thiophene units were introduced to effectively increase the spiro π‐
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conjugated plane of each fluorene unit of SF. The 2Cl‐IC units were employed as end‐groups (EG) 

due to their propensity to form directional face‐on π∙∙∙π interactions while serving as chromophores 

widely applied in electronic devices. Meanwhile, the introduction of Cl atom not only increases 

the solubility but also significantly lowers bandgap, an important property for electronic device 

applications. Based on the enhanced π‐system, good solubility, and well‐matched energy level 

with other components applied in devices, we integrated SFIC‐Cl into OFET, OLED and OPV 

devices (see ref. 34 for details). SFIC‐Cl showed remarkable electron transport abilities in OFET 

and retained efficient radiance in a near‐infrared OLED emitting light at 700 nm. Furthermore, the 

intermolecular multi‐dimensional connection enabled the fabrication of a single component large‐

area (2×2 cm2) near‐infrared OLED by spin‐coating. SFIC‐Cl‐acceptor‐based OPV also yielded 

an excellent power conversion efficiency of 10.16%, which is attributed to a well‐matched lowest‐

energy unoccupied molecular orbital (LUMO) level with the polymer donor and good film 

morphology. 

 

4.2. Methodology 

4.2.1. Synthetic Approach 

The synthetic route to SFIC‐Cl performed by the Yang group is shown in Figure 4.1. 

Compound 1 was synthesized via four‐fold Suzuki–Miyaura coupling reaction between 2‐

bromothiophene‐3‐carboxylate and 2,2′,7,7′‐tetrakis(pinacolatoboryl)‐9,9′‐spirobi[9H‐fluorene] 

using tetrakis(triphenylphosphine)‐palladium(0) (Pd(PPh3)4) as catalyst and potassium carbonate 

(K2CO3) as base in 80% yield. Quadruple nucleophilic addition of freshly prepared 4‐(2‐

ethylhexyl)phenyl magnesium bromide to the ester groups of compound 1 led to the formation of 

benzylic alcohol 2 which was subjected to intramolecular annulation through acid‐mediated 
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Friedel–Crafts reaction to afford the fused double‐heptacyclic arene 3. For the effective reaction, 

we used the organic acid boron trifluoride diethyl etherate and archived 75% high yield. 

Subsequent compound 4 was prepared by Vilsmeier–Haack reaction of 3 using phosphoryl 

chloride (POCl3) and DMF (N,N‐dimethylformamide). The target product SFIC‐Cl was obtained 

via Knoevenagel condensation between compound 4 and 2‐(5,6‐dichloro‐3‐oxo‐2,3‐dihydro‐1H‐

inden‐1‐ylidene) malononitrile in 85% excellent yield. All of these compounds were 

unambiguously characterized by 1H NMR spectra, and 13C NMR and high‐resolution mass spectra 

were also performed for SFIC‐Cl. SFIC‐Cl is soluble in common organic solvents such as 

dichloromethane, chloroform, chlorobenzene, and ortho‐dichlorobenzene (o‐DCB) at room 

temperature due to the cross‐linked molecular scaffold and the branched alkyl chains. The thermal 

properties were evaluated by thermal gravimetric analysis (TGA) performed under nitrogen. SFIC‐

Cl possesses excellent thermal stability with decomposition temperature of 5% weight loss over 

335 °C (see ref. 35 for more information). 

 
 

Figure 4.1. Synthetic route to SFIC‐Cl. The reaction conditions were: i) Methyl 2‐

bromothiophene‐3‐carboxylate (4.5 equiv.), 2,2′,7,7′‐tetrakis(pinacolatoboryl)‐9,9′‐spirobi[9H‐

fluorene] (1.0 equiv), Pd(PPh3)4 (0.3 equiv.), K2CO3 (2 m)/THF (1:2), 95 °C, 72 h. Yield: 80%. ii) 

1‐Bromo‐4‐hexylbenzene (22 equiv.), magnesium turnings (26.4 equiv.), THF, RT to 70 °C, 20 h. 

Yield: 85%. iii) Boron trifluoride diethyl etherate (diluted by chloroform), chloroform, 70 °C, 24 

h. Yield: 75%. iv) DMF, POCl3, 0 to 90 °C, 20 h. Yield: 70%. v) 2‐(5,6‐Dichloro‐3‐oxo‐2,3‐

dihydro‐1H‐inden‐1‐ylidene) malononitrile (12 equiv.), pyridine (1 mL), chloroform, 70 °C, yield: 

85%. 
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4.2.1. Computational Details 

All DFT computations were performed with Gaussian 09.36 To probe the conformational 

freedom of SFIC-Cl, dihedral scans of model system TH-IC were performed with ωB97XD/6-

31+G(d,p) in 5 degree increments (see Figure 4.2). We found in a previous benchmarking study 

that ωB97X-D performs well for predicting torsional behavior of thiophene-based materials.37 

 
 

Figure 4.2. Potential energy surface for rotation about the highlighted C-C-C-C dihedral in E and 

Z-TH-IC. Constrained optimization of E-isomer at 252° was unable to converge due to steric 

clashes between thiophene and cyano groups. 

 

All other ground state structures were optimized using B3LYP38-41/6-31G(d). This method 

was chosen over ωB97X-D due to the size of the full SFIC-Cl system to allow for computational 

efficiency. Vibrational analysis was used to confirm stationary points as minima (no imaginary 

frequencies). B3LYP/6-31G(d) was used for TD-DFT energy calculations with the polarizable 

continuum model PCM for solvation by chloroform.42-45 In order to obtain absorption spectra for 
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each molecule, the lowest 100 excited electronic states were calculated based on the ground state 

geometry. The contributions described here have been normalized using a coefficient of ½√2. 

Electron difference density plots were obtained by subtracting the density of the ground state from 

the densities of the first and second excited states using the cubman program, as implemented in 

Gaussian. 

The dihedral angle of interest is highlighted in cyan on the molecular models shown. Each 

structure shown represents a relative energy minimum or maximum. The Z isomer of TH-IC is 

overall lower in energy than its E form. Its energy is lowest when the C-C-C-C angle is at 180°, 

and the thiophene and the double bond of the 1-indenylidine group are coplanar with a stabilizing 

S-O interaction. This conformation was used in subsequent calculations of the MF-Ph and SFIC-

Cl systems shown in Figure 4.3. 

 
 

Figure 4.3. Optimized structure of lowest energy conformer of MF-Ph and its frontier molecular 

orbitals. 

 

4.3. Results and Discussion 

In order to fully characterize the structural properties of SFIC‐Cl, we used density 

functional theory (DFT) calculations using B3LYP/6‐31G(d) method and basis set. The DFT‐

optimized lowest energy conformer of SFIC‐Cl is depicted in Figure 4.4A. This molecule has D2d 

symmetry, with the vinyl keto moieties appended at the end of each of its four hemispheres (Figure 

4.2). The conformation about the rotatable bond is consistent with the potential energy surface of 

the same dimeric piece that was calculated, where the lowest energy conformer is coplanar. A top 
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view of the optimized structure shows that the two fluorenes are exactly orthogonal, with a 90° 

angle between the two planes. 

 
 

Figure 4.4. Optimized structure of SFIC-Cl and its optical and electrochemical properties. A) 

DFT‐optimized structure of the lowest energy conformer of SFIC‐Cl (left: side view, right: top 

view). B) UV−vis absorption spectra of SFIC‐Cl in solution (CHCl3) and film. C) Cyclic 

voltammogram of SFIC‐Cl film. 

 

The UV–vis spectrum of SFIC‐Cl in chloroform and film are shown in Figure 4.4B. In 

dilute chloroform solution, SFIC‐Cl displays a broad absorption in the wavelength range 500–700 

nm with a maximum at 663 nm. Compared to the solution, the maximum of SFIC‐Cl neat film is 

redshifted by approximately 23 nm, indicative of a better molecular packing model in solid states. 

The optical bandgap of SFIC‐Cl predicted from the absorption onset is 1.68 eV. The energy level 

was investigated by electrochemical cyclic voltammetry (CV) shown in Figure 4.4C and Table 

4.1. The highest‐energy occupied molecular orbital (HOMO) and LUMO value are estimated to 
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be ‐5.85 eV and −4.07 eV from the onset oxidation and reduction potentials. The relatively low 

HOMO and LUMO energy levels are attributed to the electron‐withdrawing nature of chlorine. 

 

Table 4.1. Summary of optical and electronic properties of SFIC-Cl. 

 

 

 

To further characterize the spiroconjugation in the molecule, we visualized the frontier 

molecular orbitals (FMOs) of SFIC‐Cl, which are shown in Figure 4.5. While the HOMO‐1 is 

slightly lower in energy than the HOMO by 0.07 eV, the LUMO and LUMO+1 are exactly 

degenerate. The mixing of the HOMOs from the two halves of the molecule results from 

spiroconjugation, which derives from the S symmetry of the HOMOs of the halves, causing 

mixing.5 The HOMO and HOMO‐1 orbitals are localized in the central donor portion of the 

molecule (spiro‐fluorene). By contrast, the LUMO fragments have a symmetry with respect to the 

C2 axis and do not mix. Moreover, the degenerate LUMOs are more concentrated on the 

chlorinated rings. The FMOs of SFIC‐Cl are linear combinations of the FMOs of the monomeric 

systems MF‐Ph, depicted in Figure 4.3. 
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Figure 4.5. Frontier molecular orbitals (left) and depiction of the four lowest energy excited states 

(right) of SFIC‐Cl. 

 

 

 



   
53 

 
 

Figure 4.6. Experimental absorption spectrums (black line) and calculated line spectrum (vertical 

orange lines) of SFIC-Cl in CHCl3. 

 

To further investigate the behavior of the molecules upon excitation, we employed time‐

dependent DFT (TD‐DFT) calculations using B3LYP/6‐31G(d) with the polarizable continuum 

model for solvation by chloroform. The lowest 100 excited states were calculated in order to 

simulate the absorption profile of SFIC‐Cl. The plots of experimental absorbance and calculated 

excited states are depicted in Figure 4.5 and Figure 4.6, which correspond well to each other. The 

lowest energy excited state, which gives rise to the transition with the highest oscillator strength, 

is similar in wavelength to experimental values. We further analyzed the excited states of SFIC‐

Cl. Two strong excitations are observed at 674 and 641 nm. Each of these consists of two 

degenerate excitations (Exc 1 and Exc 2). The first set of excitations occurs at 674 nm, with 

oscillator strengths of f = 1.99. The dominant transition in Exc 1 is the HOMO→LUMO transition 

(91%) while for Exc 2, HOMO→LUMO+1 is the dominant transition (91%). The second set of 
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excitations occurs at 641 nm, with oscillator strengths of f = 0.79, and the dominant transitions for 

Exc 1 and Exc 2 are HOMO‐1→LUMO and HOMO‐1→LUMO+1, which each comprising 93% 

orbital contribution. 

 

 
 

Figure 4.7. Electron density difference plots of degenerate excitations A of SFIC‐Cl depicting 

electron density going from yellow to purple regions from different views (isodensity = 0.004). 

 

In order to analyze the charge transfer character of these molecules, we plotted electron 

density differences that occur upon excitation. Recalling our earlier discussion, the transition to 

the lowest excited state of SFIC‐Cl consists of two degenerate excitations. The electron density 

difference plots going from ground state to degenerate excited state 1 and degenerate excited state 

2 are shown in the left and middle of Figure 4.7. The yellow regions represent areas of positive 

electron density, and the purple regions represent areas of negative electron density. For degenerate 

excitation 1, the electron density travels from the donor portion of the bottom half of the molecule 

(yellow) to the outer peripheral regions of the top half of the molecule (purple). The scenario is 

reversed in degenerate excitation 2. When these two dissimilar plots are added together, the 
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difference plot shows that charge transfer occurs simultaneously across the entire molecule and 

the two halves are symmetrical (Figure 4.7). The uniform and effective charge transfer offers 

SFIC‐Cl good carrier‐transport properties. 

 

4.4. Conclusion 

In summary, we have employed fused extended spiroconjugation and chlorination to devise 

a new molecule, SFIC‐Cl. Theoretical calculations shows that spiroconjugation is effective and 

involves the HOMOs of each plane of the molecule. This offers excellent absorption, solubility, 

and energy levels owing to spiroconjugation and the chlorine atoms. Remarkable transport 

properties favoring applications in OFET, OPV, and OLED devices are also observed. These 

results demonstrate that chlorinated fused spiroconjugation provides new possibilities for 

development of high‐performance organic semiconductors for hybrid organic electronic devices. 
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Chapter 5. Designing Surface Ligand Management for Stable FAPbI3 Perovskite Quantum 

Dot-based Solar Cells 

5.1. Background 

Semiconductor colloidal quantum dots (CQDs) have emerged as promising materials for 

next-generation photovoltaic devices owing to their unique features, such as low-temperature 

processability, tunable absorption, ability to design flexible devices, and multiple exciton 

generation.1-4 A variety of semiconductor CQDs have been studied, such as PbS, PbSe, CdS, CdSe, 

and CdTe, with power-conversion efficiencies (PCEs) exceeding 10% achieved through 

development of surface chemistry.4-8 Recently, a new class of halide perovskite CQDs have been 

added to the pool of semiconductor CQDs9-11 and have shown great promise when incorporated 

into photovoltaic devices, breaking the record PCE of CQD photovoltaics.12 The halide perovskite 

materials generally have an ABX3 structure, where A is a monovalent organic cation or an alkali 

metal cation, B is a divalent cation (e.g., Pb2+, Sn2+) and X is a halide anion (e.g., Cl−, Br−, I−). 

These materials exhibit a unique combination of high absorption coefficients, long carrier diffusion 

lengths and small exciton binding energy, making perovskite CQDs competitive with conventional 

chalcogenide CQDs for efficient photovoltaic devices.13-16 Furthermore, it has been demonstrated 

that the enhanced contribution of surface energy in CQDs can stabilize the desirable cubic CsPbI3 

perovskite phase, which is thermodynamically unfavorable in bulk form at low temperature. This 

provides a new strategy of improving the stability of perovskite solar cells.9 

The ionic bonding character of the halide perovskite materials makes them sensitive to 

polar solvents, resulting in accelerated degradation of perovskite CQDs upon exposure to such 

solvents.17-19 This has posed the difficulty in dealing with the long organic ligands on the surface 

of as-synthesized perovskite CQDs, which are detrimental to carrier transport in CQD solar cells. 
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Furthermore, the relatively weaker bonding of the organic cations with inorganic cages (PbI6 

octahedra) in organic-inorganic hybrid perovskite CQDs compared with their inorganic 

counterparts20-22 causes them to be even more vulnerable to polar solvents, posing greater 

challenges to effective treatment of the ligands. Hence, only few studies on perovskite CQD solar 

cells have been reported so far, with photoactive materials limited to cesium-containing inorganic 

perovskite CQDs.9-12,23 However, the cesium-containing perovskite materials have a relatively 

larger bandgap (1.73 eV for CsPbI3) and shorter carrier lifetime compared with their organic-

inorganic hybrid counterparts, which limit further enhancement of PCE.24,25 In this regard, 

formamidium lead triiodide (FAPbI3) has the most desirable bandgap (ca. 1.5 eV) among the Pb-

based perovskite materials.26 Furthermore, the faster formation of large polaron in the organic-

inorganic hybrid perovskite than in its inorganic counterparts would make FAPbI3 CQD more 

desirable than CsPbI3 CQD in terms of charge-transporting properties.22 

Here, we introduce efficient strategies for managing the surface ligands on FAPbI3 

perovskite CQDs. Rational design of post-synthetic processes enabled effective control of ligand 

density. Because of the well-designed ligand control, FAPbI3 CQDs solar cell with an initial PCE 

of 8.38% was demonstrated for the first time without device optimization. Furthermore, despite 

poor phase stability of bulk FAPbI3,27 the FAPbI3 CQDs and devices showed superior ambient and 

operational stability over bulk FAPbI3 films and devices. 

 

5.2. Methodology 

5.2.1. Preparation of FA-oleate and Cs-oleate precursors 

0.521 g of formamidine acetate, 16 mL of octadecene (ODE) and 8 mL of oleic acid (OA) 

were added to a round-bottom flask and degassed under vacuum for 10 min at room temperature. 



   
62 

The mixture was then heated to 130 °C under N2 gas until all FA-acetate reacted with OA, yielding 

a clear solution of FA-oleate. The solution was then put under vacuum for 30 min at 45 °C. For 

the preparation of Cs-oleate precursor, 0.077 g of Cs2CO3, 308 μL of OA and 7.7 mL of ODE were 

added to a round-bottom flask and dried under vacuum for 1 h at 120 °C, and then heated to 150 

°C under N2 gas resulting in a clear solution of Cs-oleate. Both, FA-oleate and Cs-oleate precursors 

needed to be preheated to 100 °C before use. 

 

5.2.2. Synthesis of FAPbI3 CQDs 

For the synthesis of FAPbI3 CQDs, 0.860 g of PbI2 and 50 mL of ODE were added to a 3-

neck flask and degassed under vacuum for 1 h at 120 °C. 5 mL of dried oleylamine (OLA) and 10 

mL of dried OA (dried under vacuum at 120 °C for 1 h) were injected at 120 °C under N2. After 

complete dissolution of PbI2, the solution was cooled to 80 °C before swift injection of FA-acetate 

precursor. The mixture was then quickly cooled in an ice bath. For the synthesis of CsPbI3 CQDs, 

1 g of PbI2 and 50 mL of ODE were loaded into a 3-neck flask and degassed under vacuum for 1 

h at 120 °C. 5 mL of dried OLA and 5 of mL dried OA (dried under vacuum at 120 °C for 1 h) 

were injected under N2, after which the temperature was elevated to 150 °C allowing for the 

complete dissolution of PbI2. The solution was heated to 170 °C before swift injection of Cs-oleate 

precursor. After around 5 s stirring, the mixture was cooled down in an ice bath. 

 

5.2.3. Surface ligand management of FAPbI3 CQDs in solution phase 

In the first cycle of ligand treatment, 2-pentanol was added to the FAPbI3 CQDs solution 

(1:1 v:v ratio). After slight shaking, the FAPbI3 CQDs were separated by centrifugation at 8000 

rpm for 5 min. The supernatant was discarded and the FAPbI3 CQDs could be collected by 
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redispersion in a nonpolar solvent for further characterization or device fabrication. In the second 

cycle of ligand treatment, mixed ACN/toluene (1:4 v:v ratio) solvent was added to induce FAPbI3 

CQDs flocculation. The FAPbI3 CQDs were then separated by centrifugation at 8000 rpm for 2 

min. The supernatant was discarded and the FAPbI3 CQDs were re-dispersed in hexane, yielding 

FAPbI3 CQDs with reduced ligand density. The solution was centrifuged at 4000 rpm for 5 min to 

remove the excess salts and aggregated FAPbI3 nanoparticles. After storage at 4 °C for 24 h, the 

CQDs solution was centrifuged at 4000 rpm for 5 min to remove the solidified excess oleyl species 

and ODE. 

 

5.2.4. Surface ligand management of FAPbI3 CQDs in solid phase 

The CQDs solution was concentrated to around 30 mg/mL in octane for solid-state ligand 

treatment. As shown in Scheme 5.1, the CQDs were spin casted on a substrate at 2000 rpm for 30 

s, after which the CQDs film was rinsed twice by dropping EtOAc onto it while the substrate was 

spinning. This procedure was repeated multiple times to build a 150-200 nm-thick film of CQDs 

with minimized ligand density. 

 
 

Scheme 5.1. Schematic representation of device fabrication process (inset: photographs of CQDs 

film with the increasing number of layers). 
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5.2.5. Fabrication of photovoltaic devices with FAPbI3 CQDs 

Glass/indium doped tin oxide (ITO) substrates were cleaned with successive sonication in 

detergent, deionized (DI) water, acetone and 2-propanol each for 15 min, respectively. The cleaned 

substrates were further treated in ultraviolet-ozone chamber for 30 min to remove the organic 

residual and enhance the wettability. Before use, the SnO2 nanoparticle colloidal precursor solution 

was diluted with H2O to 1.5%. Final solution was spin-coated onto glass/ITO substrates at 3000 

rpm for 30 s, and then baked on a hot plate in ambient air at 150 °C for 30 min. For devices based 

on CQDs with only 1-cycle or 2-cycle ligand treatment, the CQDs solution obtained was 

concentrated in octane (to around 30 mg/mL) and spin-coated on the substrates at 2000 rpm for 30 

s, which was repeated multiple times to build a 150-200 nm-thick film of CQDs (Scheme 5.1). For 

devices based on CQDs with full steps of ligand treatment, the CQDs were deposited on the 

substrate using the procedure described above. The bulk FAPbI3 films were fabricated using the 

adduct method with modifications.28 

The adduct solution was prepared by dissolving equimolar amount of HC(NH2)2I (FAI), 

PbI2 and N-Methyl-2-pyrrolidone (NMP) in N,N-dimethylformamide (DMF). Typically, 172 mg 

of FAI, 461 mg of PbI2 and 99 mg of NMP were dissolved in 600 mg of DMF. The perovskite 

solution was spin-coated on SnO2-coated ITO glass at 4000 rpm for 20 s, to which 0.15 mL of 

diethyl ether was dropped after 10 s. The resulting adduct film was annealed at 100 oC for 1 min, 

followed by 150 oC for 10 min. The spiro-MeOTAD solution was prepared by dissolving 85.8 mg 

of spiro-MeOTAD in 1 mL of chlorobenzene, which was doped with 33.8 μl of 4-tert-butylpyridine 

and 19.3 μl of Li-TFSI (520 mg/mL in acetonitrile) solution. The spiro-MeOTAD solution was 

spin-coated on the perovskite layer at 3000 rpm for 20 s by dropping 17 μl of the solution on the 
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spinning substrate (Scheme 5.1). On top of the spiro-MeOTAD layer, ca. 100 nm-thick gold layer 

was thermally evaporated at 0.5 Å/s to be used as an electrode. 

 

5.3. Results and Discussion 

5.3.1. Morphological and structural properties of FAPbI3 CQDs. 

FAPbI3 CQDs were synthesized via a modified hot-injection method,29 yielding a nearly 

cubic-shaped ensemble with an average size of 17.7±2.5 nm (Figures 5.1A and 5.2). The 

synthesized FAPbI3 CQDs were confirmed to be cubic perovskite phase with no secondary phase 

from X-ray diffraction (XRD) measurement (Figure 5.1B).30 For comparison, the XRD pattern of 

the bulk FAPbI3 film was compared whereby hexagonal non-perovskite phase (δ phase) was 

observed.28 

 

 
 

Figure 5.1. Morphology and crystal structure of FAPbI3 CQDs. Transmission electron 

microscopic image (A) and X-ray diffraction (XRD) patterns (B) of as-synthesized FAPbI3 CQDs 

and bulk films. δ and * indicate hexagonal non-perovskite phase and PbI2, respectively. 
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Figure 5.2. Size distribution of FAPbI3 CQDs measured from Figure 5.1A. 

 

 

5.3.2. Motivation for and design of rational solvent treatment of FAPbI3 CQDs. 

The as-synthesized FAPbI3 CQDs were capped with oleic acid and oleylamine, which act 

as surface ligands that are necessary to maintain good dispersion. However, these long insulating 

ligands are detrimental to efficient charge-carrier transport because they introduce large potential 

barriers that prevent electrical coupling between the CQDs.31 Therefore, dealing with the surface 

ligands become the prerequisite to constructing efficient photovoltaic devices based on perovskite 

CQDs. Upon synthesis, the surface of perovskite CQDs is reported to be terminated by 

oleylammonium halide and oleylammonium carboxylates, which are ionically bonded to the 

perovskite surface.32 Such ionic nature of the ligand binding causes ligands to be highly loose and 

easy to completely desorb once attacked by any polar solvents. Hence, this results in difficulty to 

retain the colloidal integrity during the surface treatment.17,33 Also, the ionic binding character of 

the perovskite lattice as well as the organic component FA+ make it more challenging to retain 

perovskite structural integrity in highly polar solvents because of its weaker bonding with 

surrounding PbI6 cages than inorganic counterparts, evidenced by relatively poor thermal stability 

and higher degree of rotational motion.17 Furthermore, relatively poor phase stability of FAPbI3 
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compared with other organic-inorganic hybrid perovskites, as observed in their bulk form, would 

require more delicate post-synthetic processes. As a result, no traditional surface treatment 

technique can be applied because they involve highly polar solvents such as methanol and acetone. 

These factors motivated us to design a customized surface treatment for FAPbI3 perovskite 

CQDs.34,35 

 

 
 

Scheme 5.2. Strategy for designing rational solvent-treatment routes to manage surface ligands of 

FAPbI3 CQDs. 

 

To design a rational surface treatment process, we classified the solvents into three grades 

by their polarity (Scheme 5.2). The highly polar solvents bearing the strongest dipoles fall under 

the “grade I” category, where ionic bonds in FAPbI3 can be completely destroyed (Scheme 5.2). 

At the other end, solvents with too low polarity (grade III) will not be able to break the bond 

between the ligand and FAPbI3.34 To effectively handle the surface ligands without destroying 

CQDs, proper antisolvents with moderate polarity (grade II) should be employed. A series of 
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commonly used solvents with different polarity were tested (listed in Table 5.1). As a result, water, 

methanol, ethanol and isopropanol were classified as grade I solvents that would cause immediate 

degradation of FAPbI3 CQDs once added; chlorobenzene, toluene, octane, and hexane were 

classified as grade III solvents that are not able to remove the ligands. By avoiding grade I and 

grade III solvents, a novel surface treatment method was successfully developed such that the 

ligand density was sequentially decreased in solution and in the solid phase while maintaining the 

integrity of FAPbI3 CQDs. This was achieved by employing a set of grade II solvents with 

gradually reduced polarity in the surface treatment cycle. 

 

Table 5.1. Summary of solvents used for ligand treatment of FAPbI3 CQDs.36 The polarity of 

mixed solvent was determined by the arithmetic average of solvent polarity adjusted according to 

the volume fraction of each solvent.37 
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Figure 5.3. Gradual reduction in ligand density with surface treatment. (A) Nuclear magnetic 

resonance spectra of FAPbI3 CQDs with increasing number of surface treatment cycles in solution, 

indicating a gradual decrease of the oleyl species (right) and schematic illustration of the ligand 

density control during solution-state surface treatment (left). Molecular structure of the oleyl 

species are shown as inset. Functional groups and corresponding signals are highlighted with 

dashed yellow lines. (B) Fourier transform infrared spectra of FAPbI3 CQDs before and after solid-

state surface treatment (right) and a schematic illustration of the ligand density change and inter-

dot coupling during the solid-state surface treatment (left). C-H modes associated with oleyl 

species are highlighted with dashed yellow lines. 

 

Our surface treatment process consists of three cycles. As shown in Figure 5.3A (left), the 

first two cycles of surface treatment processes are in solution phase. In the first cycle, 2-pentanol 

was used as an antisolvent. Compared with commonly used antisolvents such as methanol, ethanol, 
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and propanol, 2-pentanol has a relatively longer alkyl chain with stronger electron-donating effect 

that can reduce the dipole of C-O bond and, thus, the polarity of the solvent.36 Additionally, 2-

pentanol is a protic solvent, which can assist in keeping FA+ protonated in FAPbI3 CQDs so as to 

maintain the ionic lattice structure of perovskite. t-Butanol was also tested and was found to induce 

flocculation of FAPbI3 CQDs without destroying them.  

However, the long-term stability of these CQDs was found to be poor, undergoing 

degradation within 12 hr. Since the polarity indices of t-butanol and 2-pentanol are similar, we 

further consider dimensions of component compatibility using the Hansen model.38 If the Hansen 

distance between PbI2 (one of the precursors of perovskite) and a chosen antisolvent is small, this 

indicates that such an antisolvent will easily dissolve PbI2 and thus, cause the degradation of 

perovskite lattice. In the case of 2-pentanol and t-butanol, the Hansen parameters are as follows: 

δD = 15.8, δP = 5.7, δH = 14.5 for t-butanol; and δD = 15.6, δP = 6.4, δH = 13.3 for 2-pentanol; where 

δD, δP and δH are dispersion, polar and hydrogen-bonding parameters, respectively. Since Hansen 

parameters of lead salts are unknown, we made an assumption, as suggested in the literature, that 

their position on the three-dimensional Hansen graph is somewhere between the positions of 

dimethylformamide and dimethyl sulfoxide because both these solvents dissolve PbI2 very 

well.39,40 In this case, t-butanol shows shorter distance to the assumed Hansen parameters of PbI2, 

indicating a stronger interaction of the t-butanol with PbI2 than that of the 2-pentanol, which might 

lead to a faster degradation of perovskite lattice. As the dispersion and polar components of the 

two solvents are similar, the stronger hydrogen bonding between t-butanol and lead salts might 

play a more important role. Interestingly, the FAPbI3 CQDs are destroyed if 2-pentanol is used 

again in the second cycle of surface treatment. This might be due to the lower ligand density on 

the surface of FAPbI3 CQDs, which exposes more of the perovskite ionic lattice to the antisolvent. 
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Hence, the CQDs cannot further “tolerate” the polarity of 2-pentanol. To maintain the integrity of 

perovskite CQDs in the second cycle of surface treatment, a different grade II antisolvent with 

slightly lower polarity should be used. Mixed solvent of acetonitrile/toluene is well known for its 

adjustable polarity by varying the volume ratio of acetonitrile and toluene. By rational control of 

its polarity, acetonitrile/toluene (Table 5.1) was used in the second cycle of surface treatment to 

further decrease the ligand density on the surface of FAPbI3 CQDs. The gradual reduction of the 

surface ligand density was monitored by nuclear magnetic resonance (NMR). As shown in Figure 

5.3A, the total concentration of oleyl species (determined by the resonance of hydrogen atoms on 

a double bond) gradually reduced with increasing cycles of surface treatment. After the first cycle 

of surface treatment, strong resonance signals from octadecene and oleyl species (at around 5.3 

ppm)41 were still detected; while after the second cycle of surface treatment these signals became 

negligible, indicating an effective removal of ligands from the surface.  

After two cycles of surface treatment in solution phase the majority of excess ligands were 

removed, while a small amount of ligands remained to maintain the colloidal integrity of FAPbI3 

CQDs. To further decrease the ligand density and thus, improve the inter-dot coupling without 

losing colloidal integrity of FAPbI3 CQDs,31 we carried out one more step of surface treatment 

during the film-formation process (Figure 5.3B, left). However, 2-pentanol and the mixed solvent 

of acetonitrile/toluene used in the first two cycles of surface treatment were not applicable in this 

step, as upon addition of them on the CQDs film the CQDs underwent immediate degradation. 

This is because after two cycles of ligand density reduction, FAPbI3 CQDs were more exposed 

and, hence, more sensitive to the polarity of both the 2-pentanol and acetonitrile/toluene mixed 

solvent. Therefore, in the solid-state surface treatment process (third cycle), ethyl acetate (EtOAc) 

with a lower polarity (Table 5.1) was employed to rinse the FAPbI3 CQD film. Additionally, the 



   
72 

shorter exposure time to antisolvent in solid-state than in solution-state surface treatment further 

minimizes the loss of CQD integrity. Fourier transform infrared spectra in Figure 5.3B (right) 

confirmed the decreased amount of the ligands in CQDs film with exposure to EtOAc. The signal 

intensity of C-H modes around 3,000 cm−1 reduced, which partially belongs to the oleyl species.9 

 

5.3.3. Photovoltaic performance of surface-treated FAPbI3 CQD-based devices. 

 
 

Figure 5.4. Photovoltaic performance of FAPbI3 CQD devices with surface treatment. (A) 

Schematic of device structure and cross-sectional scanning electron microscopic image of the 

FAPbI3 CQDs solar cell. (B) Current density-voltage (J-V) curves and (C) external quantum 

efficiency of the devices based on FAPbI3 CQDs with increasing cycles of surface treatment. 

 

Photovoltaic devices were fabricated with the FAPbI3 CQDs as a photoactive material via 

layer-by-layer deposition at room temperature (Scheme 5.1). A schematic of the device structure 

along with the corresponding scanning electron microscopic cross-section image of the device is 

shown in Figure 5.4A. To correlate the ligand density on CQDs to the photovoltaic properties of 

resulting devices, we fabricated the devices based on FAPbI3 CQDs with different cycles of surface 
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treatment. The corresponding current density-voltage (J-V) curves are shown in Figure 5.4B, 

where a gradual improvement in open-circuit voltage (VOC), short-circuit current (JSC), fill factor 

(FF) and consequently, the PCE was demonstrated with each step of the surface treatment process.  

 

Table 5.2. Photovoltaic parameters of FAPbI3 CQD solar cells with different cycles of ligand 

treatment. Short-circuit current density (JSC), open circuit voltage (VOC), fill factor (FF), power 

conversion efficiency (PCE). 

 

 
 

The photovoltaic parameters are summarized in Table 5.2. The forward scan J-V curve of 

the device after a series of the surface treatments showed a high VOC of 1.10 V, JSC of 11.83 

mA/cm2 and FF of 64.42%, yielding a PCE of 8.38%. It is worth noting that the VOC of the CQD 

device is relatively higher than that of the devices based on conventional chalcogenide CQDs.4,8 

This might be attributed to the relatively higher defect tolerance of perovskite materials, which 

make a large portion of the surface states in CQD film less detrimental to carrier transport and the 

resulting photovoltaic performance. As shown in Figure 5.4C, the devices showed an external 

quantum efficiency (EQE) onset at around 800 nm, which correlates with the onset of absorption. 

The EQE onset of the devices incorporating 1- and 2-cycle-treated films shows a slight blue shift 

compared with the one using the QD film post solid-state surface treatment. Considering that the 

absorption onset has hardly changed upon different surface treatment cycles (see ref. 42), the EQE 

of the devices at longer wavelength region might be below the resolution of our measurement setup 

due to poor charge-collection efficiency. The EQE of devices progressively increased with 

increasing numbers of ligand treatment cycles. This signifies a gradual improvement in dot-to-dot 
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coupling as a result of decreasing ligand density and, therefore, better charge collection from the 

CQD film.31 This proof-of-concept device without further optimization of the structure or process 

parameters suggests that FAPbI3 CQDs have high potential in achieving highly efficient CQD 

solar cells. 

 

5.3.4. Stability measurements of bulk FAPbI3 and surface-treated FAPbI3 CQD-based devices 

Finally, we evaluated the stability of the devices under ambient and operational conditions, 

as shown in Figures 5.5A and B. Under ambient conditions, the FAPbI3 CQD device showed 

excellent stability without any degradation in PCE for 60 days. In the case of the FAPbI3 bulk film-

based device, however, the PCE significantly degraded to 29.5% of the initial PCE, which is likely 

due to the conversion of α phase to δ phase under ambient conditions. Due to phase transition, the 

color of the device was completely bleached after 60 days, while that of the CQD device remained 

unchanged (inset of Figure 5.5A). Light stability of the devices was further explored by exposing 

the encapsulated devices to continuous illumination (90 ± 5 mW/cm2). Devices were encapsulated 

under nitrogen atmosphere and exposed under open-circuit condition, of which stabilized power 

output was periodically measured under 1-sun illumination (Figure 5.5B). The bulk FAPbI3 device 

showed a rapid initial decay followed by a slower decay with almost linear profile, which is in 

agreement with the previous report.43 Upon exposure for 226 hr, the PCEs of the devices were 

degraded to 69.1% of the initial PCEs. Surprisingly, the CQD devices showed only marginal 

degradation (1.1% of the initial PCE) after 226 hr of the exposure. The superior light stability of 

the CQD devices over bulk devices offers a possible approach to enhancing the operational 

stability of the perovskite solar cells using a QD approach. 
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Figure 5.5. Stability of CQD and bulk FAPbI3 devices and under ambient and operational 

conditions. (A) Evolution of power-conversion efficiency (PCE) of photovoltaic devices based on 

bulk FAPbI3 and FAPbI3 CQDs stored under ambient condition without encapsulation. Inset shows 

photos of the device before and after exposure. (B) Change in PCE of the encapsulated device 

under continuous illumination (90 ± 5 mW/cm2). The devices were maintained under open-circuit 

condition at room temperature (ca. 30°C ± 3°C). The error bars indicate standard deviation of the 

PCEs measured from 6 devices for each condition. 

 

 

5.4. Conclusion 

In summary, the first FAPbI3 CQD-based photovoltaic device has been achieved by 

effective control of surface ligand density using a rationally designed surface treatment process. A 

series of “grade II” solvents (with moderate polarity that can effectively reduce the ligand density, 

while maintaining the integrity of perovskite CQDs) with gradually reducing polarity were utilized 

in the process. Our proof-of-concept device showed a promising PCE exceeding 8% with a broad 

spectral response up to a near-infrared region. It is worth noting that the FAPbI3 CQD films and 

devices have shown superior ambient and operational stability over their bulk form. We believe 

that our strategy to regulate the ligand density on the surface of hybrid perovskites will provide an 

effective methodological basis for achieving highly efficient and stable perovskite CQD 

optoelectronic devices. 
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Chapter 6. A Small‐Molecule “Charge Driver” for Perovskite Quantum Dot Solar Cells 

with Efficiency Approaching 13% 

6.1. Background 

Colloidal quantum dots (CQDs) have attracted significant attention for photovoltaic 

application in recent decades due to their unique properties. Not only their immense tunability in 

bandgap, electronic states, and surface chemistry enable them to be good candidates for new 

generation solar cells,1-4 but also the multiple exciton generation phenomenon, specific to CQDs, 

opens an avenue to make full utilization of solar radiation.5-7 Recently, halide perovskite CQDs 

have emerged as a new class of CQDs for photovoltaics, offering compelling combination of the 

advantages of traditional CQDs and exceptional properties of halide perovskite materials, such as 

the desirable bandgap, high absorption coefficient, and defect tolerance.8-10 Furthermore, the 

perovskite CQDs, such as CsPbI3 and formamidinium lead iodide (FAPbI3), were reported to show 

superior phase stability over their bulk form owing to the size‐induced lattice strain and enhanced 

contribution from the surface energy.11,12 Accordingly, the CQD solar cells based on the perovskite 

material have demonstrated a great potential with a record power conversion efficiency (PCE) as 

high as 13% along with excellent operational stability.12,13 

Although perovskite materials display superior optoelectronic properties to the 

conventional semiconductors, the low charge carrier separation efficiency, which is one of the 

critical obstacles toward higher performance of traditional CQD devices, still remains in the 

perovskite CQD solar cells.14 While exciton binding energies (Eb) of bulk perovskite materials 

were measured to be as low as few millielectronvolts, facilitating spontaneous generation of free 

carriers at room temperature,15 the Eb of the perovskite CQD was estimated to be significantly 

higher (up to ten times) than that of the bulk counterparts.9,16 As a result, the photogenerated charge 
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carriers in the CQD films are subjected to be lost through recombination before being extracted to 

selective contact layers.17 Therefore, promoting effective charge separation to reduce 

recombination becomes a crucial factor for boosting the PCE of the perovskite CQD solar cells. 

In order to facilitate such charge separation process and thus reduce the charge 

recombination in conventional CQD solar cells, a lot of efforts have been developed, such as core–

shell structural design, surface ligand modification, and device structure engineering.18-23 These 

available strategies employed in the traditional CQDs devices, however, are still not compatible 

with perovskite CQD system owing to their vulnerable structural stability as well as absence of 

well‐established synthetic routes.3,8 For example, in contrast to various colloidal structures in 

chalcogenide quantum dots like type‐Ⅱ core–shell CdS/CdSe24 and CdTe/CdSe25 enabling spatial 

charge separation, no synthetic route has been developed yet for core–shell structured perovskite 

CQDs yet. Moreover, different from the versatile organic and inorganic surface functionalization 

of metal chalcogenide CQDs, the employed ligands in perovskite CQDs are limited to long‐alkyl‐

chain acids and amines and hence, restrict the opportunity to tailor the electronic properties of 

CQDs via fine tuning of surface states as commonly achieved in traditional CQDs.2,4,26,27 

Therefore, we were motivated to develop a new strategy for facilitating efficient charge carrier 

collection in perovskite CQD solar cells. Here, we developed a facile strategy that takes advantage 

of conjugated small molecules and perovskite CQD heterointerface and, as a result, provides an 

additional driving force for effective charge separation in FAPbI3 perovskite CQD solar cells. The 

champion CQD solar cell with a small molecule acting as a “charge driver” showed a promising 

PCE of 12.7%, the highest efficiency reported for FAPbI3‐CQD‐based photovoltaics, 

demonstrating a great potential of this strategy for enhancing the efficiency of perovskite CQD 

solar cells. 
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6.2. Methodology 

6.2.1. Synthesis and preparation of FAPbI3 CQDs 

FAPbI3 CQDs were synthesized as reported with modifications.12 Briefly, 0.28 g of 

formamidine acetate, 8.3 mL of octadecene (ODE) and 4.1 mL of oleic acid (OA) were added to 

a round‐bottom flask and degassed under vacuum for 20 min at room temperature. The mixture 

was then heated up under inert gas until yielding a clear solution. The solution was then put under 

vacuum for 10 min at 50 °C. FA‐oleate precursors needed to be preheated to 100 °C before use. 

0.430 g of PbI2 and 25 mL of ODE were added to another 2‐neck flask and degassed under vacuum 

for 1 h at 120 °C. 2.5 mL of pre-dried oleylamine (OLA) and 5 mL of pre-dried OA were injected 

at 120 °C under inert gas. After around 30 min, the solution was cooled to 80 °C. FA‐acetate 

precursor was then swiftly injected into PbI2 precursor under stirring. After around 15 s, the 

mixture was cooled in an ice bath. FAPbI3 CQDs were separated from crude solution by 

centrifugation at 9500 rpm for 10 min. The supernatant was discarded and the FAPbI3 CQDs were 

collected by redispersion in toluene. The CQDs were then washed twice with toluene/acetonitrile 

mixture (with a molar ratio of 4:1 and 5:1, respectively). Finally, the washed CQDs were dispersed 

in hexane and centrifuged at 4000 rpm for 2 min to remove the excess salts and aggregated FAPbI3 

nanoparticles. Before device fabrication, CQDs solution was concentrated to around 35 mg·mL−1 

in octane. 

 

6.2.2. Fabrication of FAPbI3 CQD-based devices with ITIC 

Glass/indium doped tin oxide (ITO) substrates were cleaned with successive sonication in 

detergent, deionized (DI) water, acetone and 2‐propanol each for 15 min, respectively. The cleaned 

substrates were further treated in ultraviolet‐ozone chamber for 30 min to remove the organic 
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residual and enhance the wettability. The SnO2 colloidal precursor was diluted by H2O to 1.5% 

before use. Then, the diluted solution was spin‐coated onto glass/ITO substrates at 3000 rpm for 

30 s, and baked on a hot plate in ambient air at 160 °C for 30 min. The CQDs solution obtained 

was spin‐coated on the substrates at 2000 rpm for 30 s and rinsed with pure EtOAc, or ITIC‐

saturated EtOAc solution. The ITIC‐saturated EtOAc solution was prepared by dissolving excess 

ITIC into MeOAc and stirred vigorously under room temperature. The dispersion solution was 

filtered before use. The steps of spin‐coating above were repeated multiple times to build a 200-

300 nm thick film of CQDs. The spiro‐MeOTAD solution was prepared by dissolving 85.8 mg of 

spiro‐MeOTAD in 1 mL of chlorobenzene, which was doped with 33.8 µL of 4‐tert‐butylpyridine 

and 19.3 µL of Li‐TFSI (520 mg·mL−1 in acetonitrile) solution. The spiro‐MeOTAD solution was 

spin‐coated on the perovskite layer at 3000 rpm for 20 s by dropping 17 µL of the solution on the 

spinning substrate. On top of the spiro‐MeOTAD layer, ≈100 nm thick silver layer was thermally 

evaporated at 0.5 Å·s−1 to be used as an electrode. 

 

6.3. Results and Discussion 

 

 

Scheme 6.1. FAPbI3 CQD/ITIC film fabrication (inset: chemical structure of ITIC). 
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FAPbI3‐CQD‐based photovoltaic devices were fabricated using a layer‐by‐layer deposition 

method as previously reported.12 Ethyl acetate (EtOAc) was employed as an antisolvent to remove 

the ligands on the surface of CQDs during the solid-state film treatment. A conjugated small 

molecule 2,2′‐[[6,6,12,12‐tetrakis(4‐hexylphenyl)‐6,12‐dihydrodithieno[2,3‐d:2′,3′‐d′]‐s‐

indaceno[1,2‐b:5,6‐b′]dithiophene‐2,8‐diyl]bis[methylidyne(3‐oxo‐1H‐indene‐2,1(3H)‐

diylidene)]]bis[propanedinitrile] (ITIC), chemical structure of which is shown in the inset of 

Scheme 6.1, was introduced into EtOAc that was used to rinse the CQD film (illustrated in Scheme 

6.1). While EtOAc removed the excess ligands of perovskite CQDs, ITIC in EtOAc remained in 

the CQD film forming a heterostructure. Based on this strategy, photovoltaic devices were 

fabricated with a structure of ITO/SnO2/CQDs/Spiro‐OMeTAD/Ag, cross‐sectional scanning 

electron microscopy (SEM) image of which is shown in Figure 6.1a. A dense and uniform CQD 

film with a thickness of ~300 nm was clearly observed. Current density–voltage (J–V) curves of 

the CQDs devices without and with introduction of ITIC were compared in Figure 6.1b. The best 

device without ITIC showed a PCE of 10.4% with an open‐circuit voltage (VOC) of 1.03 V, short‐

circuit current density (JSC) of 14.3 mA·cm−2, and fill factor (FF) of 70.9% (Figure 6.1b). Upon 

incorporation of the ITIC, the device PCE increased to 12.7% with VOC of 1.10 V, JSC of 

15.4 mA·cm−2, and FF of 74.8%, indicating a large improvement in device performance with ITIC.  
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Figure 6.1. Structure and performance of FAPbI3 CQD-based photovoltaic devices. a) A cross‐

sectional SEM image of the device structure. b) J–V curves of the devices based on FAPbI3 CQDs 

with and without ITIC. 

 

 

 
 

Figure 6.2. Structural and photophysical properties of FAPbI3 CQDs without and with ITIC. a) 

Transmission electron microscopy (TEM) image of as‐synthesized FAPbI3 CQDs. b) UV–visible 

absorption, c) steady‐state photoluminescence (open circles indicate measured data while solid 

lines are fitted curves) and d) TRPL spectra of FAPbI3 CQDs with (red) and without (black) ITIC. 
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Figure 6.2a shows the transmission electron microscopy (TEM) image of the as‐

synthesized FAPbI3 CQDs using a modified hot‐injection method previously reported.12 The 

CQDs were nearly monodispersed with an average size of 14 nm. High‐resolution transmission 

electron microscopy (HRTEM) shows the cubic structure of the as‐synthesized CQDs and X‐ray 

diffraction (XRD) measurement of FAPbI3 CQDs films with and without ITIC confirmed the cubic 

phase of the film in both cases (see ref. 28 for more details). The as‐fabricated films exhibited a 

superior phase stability compared with their bulk counterparts due to the surface effects in 

CQDs.11,13,29 Over a course of 5 days under ambient condition, the perovskite CQD film 

maintained its cubic phase, showing almost identical absorption spectrum before and after storage. 

In contrast, perovskite bulk film underwent an almost complete phase transformation to a “yellow” 

phase, showing a substantial decrease in absorption over visible wavelength region (see ref. 28 for 

more details). UV–vis absorption spectrum of FAPbI3 CQDs film incorporated with ITIC was 

almost identical to that of pure FAPbI3 CQDs film, suggesting that ITIC had negligible effect on 

the total absorbance of the film (Figure 6.2b). Thus, we speculated that the large improvement of 

device performance is related to a reduced charge recombination and/or enhanced charge 

collection efficiency instead of light harvesting. 

To understand the carrier dynamics and ascertain the role of ITIC, photophysical properties 

of CQDs films were further investigated. As shown in Figure 6.2c, CQDs film with ITIC showed 

strong steady state photoluminescence (PL) quenching compared with the reference sample. 

Correspondingly, the time‐resolved photoluminescence (TRPL) decay profile of FAPbI3 CQDs 

with ITIC exhibited nearly biexponential decay characteristics with much shorter relaxation time 

of 2.5 ns (Figure 6.2d) than that of the bare FAPbI3 CQDs (17.2 ns). The significantly quenched 

PL intensity and faster PL decay profile indicated the electron transfer from FAPbI3 CQDs to ITIC 
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which is commonly known as an acceptor in organic photovoltaic (OPV) devices.27,30 We posit 

that ITIC played a crucial role in charge carrier dynamics of CQDs film enhancing charge 

separation and reducing the charge recombination rate.31,32 

The charge transfer dynamics in FAPbI3 CQDs/ITIC system were further studied by 

measuring the broadband femtosecond time‐resolved transient absorption (TA) spectra (see ref. 33 

for more details). The dynamics observed in FAPbI3 CQDs with ITIC were attributed to a charge‐

transfer state which generally features long lifetime.34 Using ultraviolet photoelectron 

spectroscopy (UPS) measurement (Figure 6.3a), the conduction band edge of FAPbI3 CQD was 

determined to be -3.78 eV relative to vacuum level, which was shallower than that of ITIC (-3.83 

eV versus vacuum level), which further confirmed the electron transfer from CQD to ITIC (Figure 

6.3b).30,32 

 

 

Figure 6.3. Energy levels and charge transfer in FAPbI3 CQDs with ITIC. a) Ultraviolet 

photoelectron spectroscopy (UPS) determination of energy levels of fermi level and valence band 

maximum of FAPbI3 CQDs. b) Schematic energy diagram showing charge transfer between 

FAPbI3 CQDs and ITIC. 

 

It is worth mentioning that our device configuration was carefully designed to maximize 

the function of ITIC in charge dynamics. Taking advantage of the layer‐by‐layer deposition 
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process of CQD film, the distribution of ITIC in CQD film could be easily controlled, where ITIC 

was selectively incorporated into the part of CQD layers in the vicinity of the electron transporting 

layer (Figure 6.4a) rather than in the entire CQD layers (Figure 6.4b). For the device configuration 

where ITIC was added to all of the CQD layers, due to the direct contact of n‐type ITIC with the 

p‐type hole transporting layer, carriers extracted toward spiro‐MeOTAD were more likely to 

recombine with electrons transferred to the ITIC, resulting in a much lower Voc of 1.0 V, Jsc of 

13.2 mA·cm−2, FF of 71.8%, and PCE of 9.5% (Figure 6.4c, Supporting Information).30,35 In 

contrast, with a controlled configuration shown in Figure 6.4a, ITIC was not distributed in the top 

layers that were close to hole transporting layer. Therefore, unfavorable contact between the spiro‐

MeOTAD and ITIC and thus, carrier recombination could be strategically avoided, resulting in a 

much better device performance. This also provides another indication of the role of ITIC as a 

“charge driver” enabling the charge transfer from CQD to ITIC. 

 

 
 

Figure 6.4. Performance comparison of selective vs even distribution of ITIC in FAPbI3 CQD-

based devices. Schematic diagrams of FAPbI3 CQDs-based solar cell devices a) with and b) 

without the control of ITIC distribution. c) J-V curves of the corresponding devices with and 

without ITIC distribution control. 
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6.4. Conclusion 

In conclusion, we have developed an effective strategy using a conjugated small molecule 

ITIC serving as a “charge driver” designed to enhance the charge separation and as a result, 

improve the carrier dynamics and boost the device performance in FAPbI3 CQDs solar cells. The 

ITIC was introduced into the FAPbI3 CQDs film simultaneously while removing the original 

insulating surface ligands of the FAPbI3 CQD. Taking advantage of the layer‐by‐layer deposition 

techniques in CQD photovoltaics fabrication, the distribution of ITIC in CQD film was 

strategically controlled to boost the device efficiency up to 12.7%. Photophysical studies unraveled 

that the formation of ITIC/FAPbI3 CQD heterointerface induce an effective charge transfer from 

the CQDs to ITIC, which in turn facilitated the charge separation, and thus reduced the carrier 

recombination and improved the carrier collection efficiency. Our results have provided a new 

route to improve the performance of perovskite CQD photovoltaic devices and shed light on the 

development of other CQD‐based electronic devices. 
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Chapter 7. Solid-phase hetero epitaxial growth of -phase formamidinium perovskite 

7.1. Background 

Epitaxial growth is one of the most powerful ways to fabricate semiconducting thin films 

with low defect density and a desired orientation.1 The technique has been widely adopted to form 

semiconducting thin films for optoelectronic applications for which the defect density should be 

minimized to promote carrier transport and thus device performance. Highly crystalline 

semiconducting films including silicon, gallium nitride, gallium arsenide and two-dimensional 

materials have been successfully grown via epitaxial growth to be used in solar cells, light-emitting 

diodes (LEDs) and memory devices.2-6 However, conventional epitaxy requires a compatible 

single crystalline substrate and the growth process is performed in extremely controlled 

environments such as ultra-high vacuum and temperature. Often, the grown materials should be 

transferred from the templating substrate onto a desired substrate for device fabrication by delicate 

lift-off processes. These limit not only the price competitiveness and scalability, but also versatility 

of the process for various materials and devices. 

For instance, the epitaxial growth of metal halide perovskite thin films for used in devices 

has not yet been achievable because of (i) the absence of compatible substrates to template the 

growth of the perovskite film, and (ii) the difficulty of inducing controlled nucleation and growth 

at the surface of a templating substrate. For the former, typical transparent oxide substrates and 

other charge transporting bottom contact layers used for devices cannot direct the growth of the 

perovskite film. Single crystalline chunks of halide perovskites and epitaxially grown thin films 

on single crystal substrate have been demonstrated,7-11 but thickness-controlled layer transfer of 

the grown materials onto a desired substrate has not been successful. For the latter, inherently fast 

reaction kinetics during the typical solution process causes numerous nuclei to form in the bulk 
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solution, resulting in the growth of randomly oriented fine grains with a high density of defects. 

In light of these limitations, huge research efforts have been devoted to control the nucleation and 

growth kinetics,12,13 but accurate control over the kinetics in solution medium is still challenging. 

Recently, strategies to incorporate layered perovskites into 3D perovskites have been 

extensively studied. Owing to their enhanced stability relative to 3D perovskites and favorable 

band alignment, layered perovskites effectively passivate the grain boundaries and surface of 3D 

perovskites, resulting in enhanced performance and stability of the perovskite solar cells and 

LEDs.14-17 We present here a route to induce kinetic-controlled epitaxial crystal growth of 

formamidinium lead tri-iodide (FAPbI3) perovskite thin films by using layered perovskite 

templates. The local epitaxial growth of the FAPbI3 perovskite crystal was observed during its 

solid-state phase transformation from the hexagonal non-perovskite FAPbI3 when it is 

heterostructured with layered perovskite, whereby the growth kinetics was dependent on strain 

energy originating from the hetero-interface. Our first-principles calculations revealed a 

mechanism to engineer the conversion energy barrier between the cubic and hexagonal phases by 

a synergistic effect between strain and entropy. The slow heteroepitaxy enabled the growth of 

tenfold enlarged FAPbI3 perovskite crystals with a reduced defect density and strong preferred 

orientation. This nano-heteroepitaxy (NHE) is applicable to various substrates used for devices. 

The proof-of-concept solar cell and LED devices based on NHE–FAPbI3 showed efficiencies and 

stabilities superior to those of devices fabricated without NHE. 
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7.2. Methodology 

7.2.1. Preparation of perovskite precursor solution by Yang group 

A precursor solution for bare FAPbI3 (control) film was prepared by dissolving equimolar 

amount of HC(NH2)2I (FAI), PbI2 and N-methyl-2-pyrrolidone (NMP) in N,N-

Dimethylformamide (DMF). In a typical process, 172 mg of FAI, 461 mg of PbI2 and 99 mg of 

NMP were dissolved in 560 mg of DMF. For the films with layered perovskite, the corresponding 

FAPbI3 precursors were replaced with the same molar amount of the precursors for the layered 

perovskite. Typically, the precursor solution for 1P film was prepared by dissolving 8.2 mg of 

phenethylammonium iodide (PEAI) 166 mg of FAI, 453 mg of PbI2 and 97 mg of NMP in 560 mg 

of DMF. The precursor solution for 3P film was prepared by dissolving 16.4 mg of 

phenethylammonium iodide (PEAI), 161 mg of FAI, 446 mg of PbI2 and 95.8 mg of NMP in 

560 mg of DMF. The precursor solution for 3F film was prepared by dissolving 17.2 mg of 4-

fluoro phenethylammonium iodide (FPEAI), 161 mg of FAI, 446 mg of PbI2, and 95.8 mg of NMP 

in 560 mg of DMF. 

 

7.2.2. Fabrication of perovskite films by Yang group 

All the films were prepared inside a glove box filled with dry air (Dew point around 

−39 °C). The perovskite precursor solution was filtered with 0.2 μm pore sized PTFE syringe filter 

before use. The precursor solution was spin-coated at 4000 rpm for 20 s to which 0.15 mL of 

diethyl ether was dropped after 10 s. The resulting film was heat-treated at 150 °C for 20 min (the 

annealing time for bare FAPbI3 film was 10 min due to thermal degradation with longer annealing 

time). 
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7.2.3. DFT methods 

The DFT calculations for charge distribution were performed using Gaussian09 program 

package.18 The geometry optimizations were carried out at the B3LYP-D3 level of theory with the 

6–311++G(d,p) basis set in gas phase. The vibrational frequencies were computed at the same 

level to confirm that the optimized structures are at an energy minimum (zero imaginary 

frequencies). Electrostatic potentials on isosurfaces and atomic charges of all atoms were 

computed using B3LYP-D3 level of theory with 6–31G(d) basis set in gas phase according to 

Hirshfeld19-21 population analysis. Dipole moments were computed using the same level of theory 

according to Merz–Singh–Kollman22,23 scheme. Choice of schemes was based on preceding 

literature.24,25 The diagrams were generated using GaussView 5.26 For phase conversion energetics 

performed by the Yoon group, all the calculations are based on first-principles DFT using the 

Vienna ab initio simulation package27 with the projector augmented wave method; a generalized 

gradient approximation in the form of Perdew–Burke–Ernzerhof functional for the exchange-

correlation functional,28,29 and an energy cutoff of 400 eV is employed for all the calculations. To 

consider the van der Waals interactions, the dispersion correction by using Grimme’s DFT–D3 

scheme is considered.30 For the cubic FAPbI3, a 4 × 4 × 4 Γ-centered Monkhorst–Pack sampling 

mesh is used to get the accurate lattice constants. For the hexagonal FAPbI3 and the layered 

perovskite, the k-points sampling are 3 × 3 × 3 and 2 × 4 × 4. For surfaces, k-point mesh is taken 

to be 1 for the direction of the surface. The surfaces were modeled by a periodic slab consisting of 

at least five atomic layers, separated by at least 20 Å of vacuum in the surface normal direction. 

During our calculations, all atoms are fully relaxed until the residual forces on each atom are less 

than 0.02 eV/Å. The surface energy is defined as: 

γ =
1

2𝐴
(𝐸𝑠𝑙𝑎𝑏 − 𝑛𝜇𝑚𝑜𝑙 − 𝑚𝜇𝑃𝑏 − 𝑙𝜇𝑙  , 
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where Eslab is the total energy of the slab model with two surfaces, A is the surface area per 

unit cell, and each quantities satisfy the relations, μmol + μPb + 3μI = Ecubic for cubic phase and 

μmol + μPb + 3μI = 1/2Ehex for hexagonal phase.  

 

7.3. Results and Discussion 

7.3.1. Phase conversion kinetics 

FAPbI3 crystallizes as its equilibrium hexagonal non-perovskite phase (yellow color, δ-

phase) at room temperature, and is transformed into its cubic perovskite polymorph (black color, 

α-phase) upon annealing at 150 °C through a solid-state phase conversion process.31,32 In 

polycrystalline films, grain boundaries are at a higher energy state due to the additional 

contribution of surface (or interfacial) energy. Consequently, the grain boundaries act as 

heterogeneous nucleation sites where phase transition is first triggered. We introduced a hetero-

interface at the grain boundaries by incorporating small amounts of layered perovskites into the 

precursor solution.14,15 We varied both the amount and type of the layered perovskite to observe 

the effects of the hetero-interface (hereafter we define, control: bare FAPbI3, 1P: FAPbI3 with 

1.67 mol% of PEA2PbI4, where PEA stands for phenylethylammonium, 3P: FAPbI3 with 

3.33 mol% of PEA2PbI4, and 3F: FAPbI3 with 3.33 mol% of FPEA2PbI4, where FPEA stands for 

4-fluorophenethylammonium).  

As shown in Figure 7.1, density functional theory (DFT) calculations were used to 

investigate the charge distributions in the PEA+ and FPEA+ cations to gain insights on the 

properties of the layered perovskites incorporated with the cations. Due to the strong 

electronegativity of fluorine, a strong localized negative charge of -0.072e was observed on the 

fluorine in the FPEA cation, which is relatively higher than the positive charges being delocalized 



   
98 

on the benzene ring in the PEA cation without the fluorine (0.042e and 0.035e). We speculate that 

this localized negative charge on the fluorine will disturb the assembly of the PbI6-FPEA-FPEA-

PbI6 geometry when constructing the layered perovskite lattice due to the repulsive electrostatic 

force between the fluorines adjacent to each other in the two FPEA cations. Thus, the formation 

of the long-range ordered large crystals of layered FPEA2PbI4 perovskite will be less favorable 

than that for the layered PEA2PbI4 perovskite. Hence, we expect the hetero-interface area to 

increase in the order control < 1P < 3P < 3F. 

 
 

Figure 7.1. Charge distribution determined by density functional theory (DFT) calculation. 

Schematics showing molecular structure structure of (a) phenethylammonium cation (PEA+) and 

(b) 4-fluoro-phenethylammonium cation (FPEA+). Charge distribution of the (c), (e) PEA+ and 

(d), (f) FPEA+ molecules. (c), (d) are top and (e), (f) are cross sectional views. 

 

The layered perovskite/FAPbI3 hetero-structured films were formed by spin-coating the 

precursor solutions, and the photographs of the films as a function of annealing time are presented 

in Figure 7.2a. As-spun films were semitransparent yellowish irrespective of the added layered 
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perovskite, indicating the formation of the hexagonal δ-phase. Upon annealing at 150 °C, the color 

of the control film rapidly converted to black within a minute, whereas the color change was 

retarded with incorporation of the layered perovskites; 1P, 3P, and 3F took approximately 2, 6, 

and 8 min, respectively. The slower color change is indicative of a slower phase conversion 

process. 

 

 

Figure 7.2. Phase conversion kinetics of formamidinium lead tri-iodide (FAPbI3) perovskite with 

a hetero-interface at the grain boundaries and proof-of-concept devices. (a) Photographs of FAPbI3 

films on SnO2-coated ITO substrates with different annealing times at 150 °C. Control: bare 

FAPbI3, 1P: FAPbI3 with 1.67 mol% PEA2PbI4, 3P: FAPbI3 with 3.33 mol% PEA2PbI4, and 3F: 

FAPbI3 with 3.33 mol% FPEA2PbI4. (b) Current density–voltage (J–V) of solar cell devices based 

on a bare FAPbI3 film (control) and a FAPbI3 film with NHE. Inset of (b) shows the steady-state 

power conversion efficiencies measured at maximum power points. (c) Voltage–radiance curves 

of the light emitting diode (LED) devices based on the control and NHE films. Inset of (c) shows 

the electroluminescence spectra of the LED devices. (d) Device structure schematics and 

corresponding cross-sectional scanning electron microscopy image of the solar cell device based 

on the FAPbI3 film with nano heteroepitaxy (NHE, with 3.33 mol% FPEA2PbI4). 

 

The phase conversion process was first monitored by in situ grazing incident wide angle 

X-ray scattering (GIWAXS) measurement of the corresponding films at 150 °C (under helium 

atmosphere on silicon substrates) (see ref. 33 for details). A clear delayed phase transformation 
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with incorporation of the layered perovskites from control, to 1P, to 3P, and to 3F was observed.  

The nucleation and/or growth rates of the cubic phase were significantly retarded by the 

incorporation of the layered perovskites. GIWAXS results also implied the presence of strained 

phases and a consequent change in energetics and kinetics of the phase conversion process. We 

speculated that the introduction of the hetero-interface between the FAPbI3 and layered perovskites 

was probably associated with the observed strain and was responsible for retarding the phase 

conversion process. 

To elucidate the origin of the different phase conversion kinetics, Yoon group performed 

first-principles density functional theory (DFT) calculations based on the observed strain and 

interfacial alignments as determined by the TEM studies (see ref. 34 for details). We initially 

postulated that two factors may have contributed to the change in phase conversion energetics: (i) 

strain itself which can be directly responsible for increasing the phase conversion nucleation 

barrier as is well-known from conventional nucleation theory,35 and (ii) change in entropy induced 

by the presence of strain, which was previously reported to be a crucial factor affecting the 

energetics of FAPbI3.32 Firstly, to investigate the effect of strain, the energy barriers (ΔGc) between 

the cubic and hexagonal phases with the lattice constants fixed to the given interlayer spacings are 

calculated as in Figure 7.3. Overall, the energy barrier increases when strain is applied to the 

transition state as expected from classical nucleation theory.35 As the interlayer spacing decreases 

toward the 2D spacing, the compressive strain increases the cubic to hexagonal transformation 

barrier height by ~0.15 eV in comparison to the value for the fully relaxed lattice (blue arrows in 

Figure 7.3), which will be beneficial for the thermodynamic stability of the cubic phase at T < Tc 

(Tc is the critical temperature for phase conversion), correlating with previous experimental 

observations.9 In the case of the phase transition from the hexagonal to cubic phase (δ → α), strain 



   
101 

seems to less affect the ΔGc value. However, we found that the contribution of entropy becomes 

more dominant. The activated rotation of the FA molecule at elevated temperatures contributes to 

the entropy of the system, which is known to be more significant in isotropic cubic structures and 

thus stabilizes the cubic phase over the hexagonal phase at a finite temperature.32 The differences 

in the Gibbs free energy between the two phases are about −0.27 eV at T = 300 K and −0.47 eV at 

T = 500 K. As the free energy linearly decreases with T for the cubic phase, the relative stability 

between the two phases inverted above Tc while its contribution is negligible for the hexagonal 

phase (third panel on the right of Figure 7.3).32 On the other hand, the rotational entropy becomes 

a key contributor in stabilizing the strained hexagonal phase. Under the tensile strain, the interlayer 

spacing of the hexagonal phase increases significantly, and the activated isotropic rotation of the 

FA+ cation also becomes accessible for the hexagonal phase. Consequently, the tensile strain 

applied to the hexagonal phase effectively increases the stability of the hexagonal phase at a finite 

temperature and contributes to slowing down the phase transformation process to the cubic phase 

(red arrow in the last panel in Figure 7.3). 

 

 
 

Figure 7.3. Phase conversion energy barriers. (left) DFT-calculated free energy barriers (ΔGcs) 

for phase conversion from cubic to hexagonal (α → δ), from hexagonal to cubic (δ → α), and 

formation enthalpy of the cubic phase (ΔH) with respect to that of the hexagonal phase. Dashed 

lines and solid lines indicate ΔGc without and with strain, respectively. The interlayer spacing of 

the strain-free hexagonal phase, layered perovskite and cubic phase are indicated with gray colored 

dashed vertical lines (d-spacings of DFT optimized structures). (right) Schematic free energy 

diagrams for the hexagonal and cubic phased FAPbI3 at different temperatures and strain 

condition. T is temperature and Tc is the temperature for phase conversion. 
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7.3.2. Proof-of-concept devices  

The Yang group fabricated proof-of-concept solar cell and LED devices to show the 

versatility of the high-quality NHE–FAPbI3 films. Figure 7.2d shows schematics of the device 

structure and cross-sectional scanning electron microscopy images of the solar cell device based 

on the NHE film (3F film). The large and single-crystalline grains of the perovskite film 

perpendicular to the substrate is visible from the cross-sectional image. Current density–voltage 

(J–V) curves of the solar cell devices are shown in Figure 7.2b. The device based on the control 

film showed a short-circuit current density (JSC) of 23.69 mA/cm2, open-circuit voltage (VOC) of 

1.040 V, and fill factor (FF) of 0.649, corresponding to a power conversion efficiency (PCE) of 

15.99%. Based on the NHE film, the PCE was significantly improved to 21.64% (35.3% 

improvement) with a JSC of 24.93 mA/cm2, VOC of 1.101 V, and FF of 0.788. The measured PCE 

is competitive relative to previously reported devices based on MA-free, or MA- and Br-free 

perovskite compositions (see ref. 34 for details). 

The LED with the NHE film as the emitting layer (EML) also demonstrated largely 

improved electroluminescent characteristics compared to the control device (Figure 7.2c). The 

normalized electroluminescence spectra of the devices based on the control and NHE films were 

almost identical (inset of Figure 7.2c), whereas the NHE device showed much greater radiance 

over the whole operating voltage range. The maximum radiance of the device substantially 

increased from ~70.78 W sr−1·m−2 for the control device to ~187.7 W sr−1·m−2 by using the NHE 

EML (165.2% improvement). The lower current density of the 3F device than that of the control 

is due to more effective charge blocking within the NHE EML, enabled by the grain boundary 

layered perovskite formation (see ref. 34 for details). The considerable performance enhancements 

for both the solar cell and LED devices can be mainly attributed to enhanced crystallinity and thus 
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lower defect density of the perovskite films, resulting in the suppressed non-radiative 

recombination of the charge carriers. This might promote effective charge carrier collection and 

enhanced radiative recombination in the solar cells and LEDs, respectively. Also, the grain 

boundary layered perovskites forming a type-I band alignment would additionally help to repulse 

the photo-generated or injected charge carriers from the defective grain boundaries, which will be 

helpful for the performance of both solar cells and LEDs. 

 

7.4. Conclusion 

In this work, we demonstrated kinetic-controlled and substrate-tolerant local epitaxial 

growth of FAPbI3 perovskite crystals. The layered perovskite-templated epitaxial crystal growth 

was induced during the solid-state phase transformation of hexagonal FAPbI3 into its cubic 

perovskite polymorph. The phase conversion kinetics was retarded by the induced strain at the 

hetero-interface between the layered perovskites and FAPbI3. Our first-principles calculations 

revealed that the hexagonal-to-cubic conversion energy barrier was controlled by a synergistic 

effect between the induced strain and entropy. The kinetic-controlled NHE facilitated the growth 

of 10-fold enlarged FAPbI3 perovskite crystals with a reduced defect density and strong preferred 

orientation. Resultingly, our proof-of-concept solar cell and LED devices showed efficiencies and 

stabilities superior to the controls. We believe our approach will provide new insights to 

innovatively reduce the defect density in thin films of perovskites and other semiconducting 

materials using a simple, cheap and versatile method to further improve their stability and 

performance. 
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Chapter 8. Constructive molecular configurations for surface-defect passivation of 

perovskite photovoltaics 

8.1. Background 

Defect passivation to reduce unproductive charge recombination is an effective strategy to 

increase the power conversion efficiency (PCE) of polycrystalline metal-halide perovskite thin-

film photovoltaics (PVs).1-6 The ionic nature of the perovskite lattice enables molecular passivation 

through coordinate binding based on Lewis acid-base chemistry.7-10 While a variety of organic 

molecules containing functional groups that can interact with defects have been widely reported 

to enhance the PCE and stability of perovskite solar cells,11-17 the mechanism of passivation is yet 

to be discovered. The tremendous versatility and tunability of organic molecular structures and 

lack of in-depth studies of the corresponding passivation mechanism pose a challenge to perovskite 

research community: the dire need for molecular design rules for effective passivation. For 

instance, molecules containing the carbonyl group, well-known as a Lewis base, have been 

extensively reported as effective passivation agents in perovskite.11,14,15,17 However, while the rich 

chemistry in organic molecules enables the structure tunability, it also adds the complexity to 

exploring the most effective passivation molecules. This brings out the significance of 

investigating the chemical environment of the effective functional groups and its effect on defect 

passivation. The selection of molecules with optimal binding configurations for defect passivation 

would benefit from molecular design rules.  

Herein, we demonstrate high efficiencies for FAxMA1-xPbIxBr3-x (where FA is 

formamidinium and MA is methylammonium; x is 0.92 in the precursor) perovskite photovoltaic 

devices via rational design and comprehensive investigation of the chemical environment around 

active functional groups in defect passivation. 
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8.2. Methodology 

8.2.1. Computational methods 

The VASP code is employed to carry out all first-principles calculations.18,19 A revised 

Perdew-Burke-Ernzerhof generalized gradient approximation (PBEsol)20,21 was used for the 

exchange-correlation including a dispersion correction using Grimme's DFT-D3 scheme.22,23 

PBEsol functional has been introduced to improve the equilibrium properties of solids and 

surfaces.24 Valence-core interactions were described by projector-augmented-wave (PAW) 

pseudopotentials.25 Plane-wave expansions with kinetic energies up to 300 eV were chosen as the 

basis set for all geometry optimization calculations and then 500 eV were chosen for the single-

point density-of-states (DOS) calculations based on these optimized geometries. Both atomic 

positions and cell dimensions were optimized using a conjugate gradient algorithm until all 

Hellman-Feynman forces are smaller than 0.02 eV/Å. All atomic positions are allowed to relax. 

4x4x1-center k-point mesh was adopted for Brillouin-zone sampling for all cases. The surfaces 

were modeled by a slab consisting of 2x2 periodicity in the a-b plane and at least three atomic 

layers along the c axis, separated by 15-20 Å of vacuum in the surface normal direction. 

All quantum chemical calculations were performed using Gaussian 16.1.26 GaussView 

6.0.16 was used to construct initial structures used in computations. For the initial structures, PbI2 

was positioned at various locations around the xanthine alkaloids and the geometry of each 

resulting PbI2-small molecule geometry was optimized with the ⍵B97X-D density functional and 

the 6-311++G(2d,p) basis set for C, H, N and O atoms, and LANL2DZ basis set for Pb and I atoms. 

Optimized geometries were verified by frequency calculations as minima (zero imaginary 

frequencies) at the same level of theory as that used for geometry optimization. Interaction energies 
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were computed using the same level of theory as that for geometry optimization using the 

following equation:  

ΔEint = E(PbI2·small molecule) - [ E(PbI2) + E(small molecule) ]. 

Molecular structures were visualized and rendered using CYLview.27 

 

8.2.2. DFT characterization of surface defects and defect passivation 

PbI2 terminated (001) slab of FAPbI3 is considered for all point defect calculations. The 

starting structure parameters are taken from the experimental unit cell of the cubic phase.28 We 

computationally described the defect formation based on the procedure by Yin et al.29 We 

considered four different common perovskite intrinsic defects formed in bulk and/or surface:30-32 

lead anti-site (PbI), iodine vacancy (VI), lead vacancy (VPb) and iodine anti-site (IPb) defects. The 

surface structures of the optimized defects are shown in Figure 8.1. For a defect D with a charge-

state q, defect formation energies (DFE) over the slab surface are calculated from the following 

expression:  

  Eq. 1 

where  is the total energy of the defect-free slab,  are the chemical potentials  and 

 are corresponding electronic energies,  are the change in the number of atoms during the 

formation of the defect,  is the Fermi energy and  is the valence band maximum energy. 

The chemical potential, for the formation of FAPbI3, should satisfy  

  Eq. 2 

under thermodynamic equilibrium growth conditions, where  is the formation 

enthalpy of . Also, within the equilibrium conditions of  and , the equations below 

should be satisfied:  
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     Eq. 3 

   Eq. 4 

When the Pb-rich is considered (depending on the fabrication and other conditions), where 

, then  and  conditions can be met. Therefore, in the 

case of neutral defects and a Pb-rich condition Eq. 1 is simplified as:  

           Eq. 5 

Thermodynamic charge transition levels, i.e., the Fermi level at which  

condition is satisfied, is calculated by 

                       Eq. 6 

Finally, the interaction energy between the molecule and the slab with defect D is found 

from 

  Eq. 7 

where,  is the total energy of the slab+molecule complex (see Figure 8.1),  is the 

energy of the free slab and   is the gas phase energy of the molecule, i.e., {Theophylline, 

Caffeine, Theobromine}.  

 

8.2.3. Device fabrication by the Yang group 

Perovskite solar cells were fabricated with the following structure: indium tin oxide 

(ITO)/SnO2/(FAPbI3)x(MAPbBr3)1-x/Spiro-OMeTAD/Ag or Au. The ITO glass was precleaned in 

an ultrasonic bath of acetone and isopropanol and treated in ultraviolet ozone for 20 min. A thin 

layer (ca. 30 nm) of SnO2 was spin-coated onto the ITO glass and baked at 180 °C for 60 min. 

SnO2 was diluted in water (2 mg·mL−1). After cooling to room temperature, the glass/ITO/SnO2 
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substrates were transferred into a nitrogen glove box. The PbI2 solution was prepared by dissolving 

1.4 mM PbI2 into 1 mL N, N-dimethylformamide/dimethyl sulfoxide mixed solvent (v/v 94/6). 

The FAI/MABr/MACl solution was prepared by dissolving 70 mg FAI, 4 mg MABr and 10 mg 

MACl into 1 mL isopropyl alcohol (IPA). The solutions should be stirring overnight before use. 

The PbI2 solution was spincoated on the substrate at 1500 rpm for 30 s and annealed at 70 °C for 

1 min. And the FAI/MABr/MACl solution was spin-coated on the substrate at 1800 rpm for 30 s, 

then the film was annealed outside the glove box at 150 °C for 10 min with 40% humidity. And 

then either the Theophylline/IPA:CB (CB stands for chlorobenzene; the volume ratio of IPA and 

CB is 1:1), Caffeine/IPA:CB or Theobromine/IPA:CB solution was drop-casted at 4000 rpm on 

the perovskite film. The film was dried at 100 °C for 30 s. The Spiro-OMeTAD solution [60mg 

Spiro-OMeTAD in 700 µL CB with 25.5 µL tBP, 15.5 µL Li-TFSI (520 mg/mL in ACN) and 12.5 

µL FK209 (375 mg/mL in ACN)], or PTAA solution for stability test [40 mg/mL; in CB with 10% 

TPFB] was spun onto the perovskite film as a hole conductor. The devices were completed by 

evaporating the 100-nm gold or silver as a last lear in a vacuum chamber (base pressure, 5×10−4 

Pa). 

 

8.3. Results and Discussion 

We demonstrate high efficiencies for (FAPbI3)x(MAPbBr3)1-x perovskite photovoltaic (PV) 

devices through defect identification followed by rational design and comprehensive investigation 

of the chemical environment around the active functional group for defect passivation.29 In high-

quality perovskite polycrystalline thin films that have monolayered grains,33-35 interior defects of 

perovskite are negligible compared to the surface defects. We used density-functional theory 

(DFT) calculations to compare the formation energies of selected native defects on the perovskite 
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surface. Particularly taken into consideration were Pb- and I-involving point defects, Pb vacancy 

(VPb), I vacancy (VI) and Pb-I antisite (PbI and IPb, corresponding to I site substitution by Pb, and 

Pb site substitution by I, respectively) because the band edges of perovskite were reported to be 

composed of Pb and I orbitals.36,37 

 
 

Figure 8.1. Surface defect identification and constructive configuration of the C=O group in three 

different chemical environments. (A) Top view of the various types of surface defects. (B) 

Theoretical models of perovskite with molecular surface passivation of PbI antisite with 

theophylline, caffeine, and theobromine (C) J-V curves of perovskite solar cells with or without 

small molecules treatment under reverse scan direction. 

 

As confirmed by x-ray photoelectron spectroscopy (XPS), the surface of the as-fabricated 

perovskite thin film synthesized by a two-step method was Pb-rich (see ref. 38 for details), and we 

focused on the (100) surface with PbI2 termination in a Pb-rich condition. The types of surface 

defects studied, and their corresponding top-layer view of atomic structures are shown in Figure 
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8.1A. Using the Dispersion Correction 3 (DFT-D3) method, we calculated the defect formation 

energies (DFEs) (Table 8.1) of VPb, VI, PbI, and IPb on the surface to be 3.20, 0.51, 0.57 and 3.15 

eV, respectively. Compared with the values reported in bulk perovskite, VPb, VI and IPb defects 

show similar DFEs,30 whereas the PbI antisite defect exhibited particularly lower formation energy 

than that in the bulk. Thus, the PbI antisite defect should form more readily and predominate on 

the surface. We did not consider VI further despite its DFE being as low as that of PbI, because the 

interaction of molecules with the VI turned out to be not energy favorable (Figure 8.2). 

 

Table 8.1. ΔHα, formation energies of neutral defects considered in this study. 

 
*from reference 12. 

 

 
Figure 8.2. Interaction energies between the molecule and slab complex for the VI case using 

DFT-D3 method. 
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Based on these results, we focused on the interaction between the surface PbI antisite defect 

and candidate molecules for defect passivation. A set of small molecules sharing the identical 

functional groups but with strategically varying chemical structure were investigated, namely 

theophylline, caffeine and theobromine, interacting with the defects (Figure 8.1B). These 

molecules are found in natural products (tea, coffee and chocolate, respectively) and are readily 

accessible. In these molecules, the conjugated structure as well as the dipoles induced by the hetero 

atoms tend to increase the intermolecular interaction. This renders them nonvolatile in nature, 

which is key to the investigation of their interactions with defects in perovskite and long-term 

stability of the devices. The xanthine core also helps maintain the coplanarity of the carbonyl group 

and the N–H. Unlike other small molecules with flexible alkyl chains, this rigidity allows us to 

define the configuration and distance between the carbonyl group and N–H when they are 

interacting with the defects, as a result of which the constructive molecular configuration for defect 

passivation can be unraveled. 

We incorporated theophylline onto the surface of perovskite thin film using a post-

treatment method, and a PCE enhancement from 21.02% to 23.48% was observed in the 

photovoltaic (PV) devices with ITO/SnO2/perovskite/Spiro-OMeTAD/Ag structure under reverse 

scan direction (where ITO is indium tin oxide, SnO2 is tin oxide and Spiro-OMeTAD is 2,2′7,7′-

tetrakis-(N,N-di-p-methoxyphenyl amine)-9,9′-spirobifluorene). Current density-voltage (J-V) 

curves of the PV devices with and without theophylline treatment are compared in Figure 8.1C 

and Table 8.2. The control device showed an open circuit voltage (VOC) of 1.164 V, a short circuit 

current (JSC) of 24·78 mA·cm−2, a fill factor (FF) of 72.88%, whereas the target device showed a 

VOC of 1.191 V, a JSC of 25·24 mA·cm−2, a FF of 78.11%. The enhancement in the VOC we 

attributed to the surface passivation by theophylline through the Lewis base-acid interaction 
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between C=O group and the antisite Pb. As shown in the surface structure model of perovskite 

with theophylline (Figure 8.1B), the C=O group on theophylline strongly interacted with the 

antisite Pb. The neighboring N-H on the imidazole ring also interacted with the I of PbI6
2- 

octahedron through a hydrogen bond (H-bond), which strengthened the absorption of theophylline 

onto the PbI defect, resulting in an interaction energy (Eint, defined as Emolecule-perovskite - Eperovskite -

Emolecule) as strong as -1.7 eV.  

 

Table 8.2. Photovoltaic parameters of average and the best perovskite solar devices without and 

with various types of surface treatments. 

 

 
 

This observation suggested that the neighboring H-bond between the xanthine molecule 

and the PbI6
2- octahedron can contribute to the defect passivation. A methyl group was added to 

the N on the imidazole ring of theophylline (resulting in caffeine) to eliminate the effect from H-

bonding between the N-H and I, leaving just the interaction with surface PbI defects (Figure 8.1B). 

The missing H-bond between N-H and PbI6
2- octahedron resulted in a weakened interaction and a 

less favorable Eint of -1.3 eV. Compared with the theophylline-treated device, a caffeine-treated 

perovskite PV device had a lower PCE of 22.32% along with a lower VOC of 1.178 V, JSC of 

25.04 mA·cm−2 and FF of 75.76%.  
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When the N-H group was located next to the C=O group on the same six-membered ring, 

producing a shorter distance between the C=O and the N-H, in theobromine, the spatially effective 

interaction between the N-H and I was disabled as C=O was bound to antisite Pb, resulting in an 

even weaker interaction energy of -1.1 eV (Figure 8.1B). Although both C=O and N-H are both 

present on the molecule, the lack of appropriate coordination of I to the molecule led to a spatially 

destructive molecular configuration. The theobromine-treated devices showed a decrease in PCE 

to 20.24% with a lower VOC of 1.163 V, JSC of 24.27 mA·cm−2 and FF of 71.58% compared with 

the reference device. This result emphasizes the importance of the constructive configuration of 

N-H and C=O groups that enable the cooperative multisite interaction and synergistic passivation 

effect. 

We studied the variation in the C=O and the PbI2-terminated perovskite surface interaction 

with different molecular configurations using Fourier-transform infrared spectroscopy (FTIR). 

The C=O in pure theophylline showed a typical stretching vibration mode at 1660 cm-1 that it 

shifted to 1630 cm-1 upon binding to PbI2 (Figure 8.3A). The downward shift of 30 cm-1 of the 

C=O stretching vibration frequency resulted from the electron delocalization in C=O when a Lewis 

base-acid adduct was formed, demonstrating a strong interaction between PbI2 and C=O in 

theophylline. The atomic distance between the O in C=O and the Pb in PbI2, on the basis of 

theoretical modeling was as low as 2.28 Å.  

When the H atom was replaced by a methyl group on the N of imidazole to eliminate the 

effect of a H-bond, the vibration frequency of C=O in caffeine shifted only 10 cm-1 upon addition 

of PbI2, indicating a weakened interaction between the C=O and PbI2 (Figure 8.3B). The atomic 

distance between the corresponding O and Pb also increased to 2.32 Å. In the case of theobromine, 

when the N-H was in a closer position to C=O, the interaction between the molecule and PbI2 
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became comparable to that in theophylline, as evidenced by the large shift of C=O stretching 

vibration frequency from 1655 to 1620 cm-1 and the short distance between O and Pb (Figure 

8.3C). However, this strong interaction was enabled by the free rotation of PbI2, which resulted in 

a different configuration than that in theophylline and caffeine. Hence, when the configuration of 

PbI2 was fixed and had a 90° angle between Pb and I atom, like that on perovskite surface (the 

PbI6
2- octahedron), the N-H was in a position that led to an unfavorable interaction with I. This 

configuration would either cause weakened interaction between the molecule and the perovskite 

surface or distorted PbI6
2- octahedron, resulting in the ineffectiveness of defect passivation and 

perhaps causing even more defects through lattice distortion.  
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Figure 8.3. Investigation of the interactions between surface defects and the small molecules. 

FTIR spectra of (A) pure theophylline and theophylline-PbI2 films, (B) pure caffeine and caffeine-

PbI2 films, and (C) pure theobromine and theobromine-PbI2 films with corresponding molecular 

models on the right. 
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Figure 8.4. Characterization of perovskite films and interfaces with theophylline treatment. (A) 

XPS data for Pb 4f 7/2 and Pb 4f 5/2 core-level spectra in perovskite films with or without 

theophylline treatment. (B) UPS spectra of perovskite films with or without theophylline 

treatment. (C) AFM and KPFM images of perovskite films with (right) or without (left) 

theophylline treatment. (D) Time-resolved PL spectra of perovskite films before and after 

depositing Spiro-OMeTAD without and with theophylline treatment. (E) Cross-section SEM 

images and the corresponding EBIC images and line profile of the perovskite solar cells with 

(right) or without (left) theophylline treatment. 

 

Further characterizations were performed to better understand the perovskite interface with 

theophylline. High-resolution XPS patterns of the Pb 4f for the theophylline-treated film showed 

two main peaks located at 138.48 and 143.38 eV, corresponding to the Pb 4f 7/2 and Pb 4f 5/2, 

respectively (Figure 8.4A), whereas the reference film showed two main peaks at 138.27 and 

143.13 eV. The peaks from Pb 4f shifted to higher binding energies in the film with theophylline 

surface treatment, indicating the interaction between the theophylline and the Pb on perovskite 

surface. We used ultraviolet photoelectron spectroscopy (UPS) to measure the surface band 
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structure with and without the theophylline surface treatment. The work function was determined 

to be -4.77 eV and -4.96 eV with the valance band maximum of -5.66 and -5.73 eV for reference 

and theophylline, respectively (Figure 8.4B). This difference indicated a less n-type surface after 

theophylline treatment, which could improve the hole extraction in devices.  

Atomic force microscopy (AFM) combined with Kelvin probe force microscopy (KPFM) 

was further applied to probe the effect of theophylline on the surface morphology and surface 

potential. The theophylline-treated surface exhibited a higher electronic chemical potential than 

that of reference film, while keeping the surface morphology unchanged (Figure 8.4C). The 

transient photoluminescence (PL) of the perovskite films with hole-transporting layer (HTL) was 

compared in Figure 8.4D to delineate the carrier dynamics of the devices. The perovskite film with 

theophylline treatment showed a slightly longer carrier lifetime than the reference film, whereas a 

faster decay profile was observed when adding the HTL on top of the perovskite film. This result 

demonstrated a better hole extraction with theophylline treatment,34 most likely arising from lesser 

recombination sites at the interface and the slightly shallower work function of the perovskite film 

with theophylline.  

The improved carrier dynamics originating from the effective surface passivation by 

theophylline was further characterized by cross-sectional electron-beam-induced current (EBIC) 

measurement. In EBIC measurement, the electron-beam excited carriers were collected based on 

the collection probability CP (x, Ld), where x is the distance between junction and incident beam 

position, and Ld is the diffusion length of the carriers. The device with theophylline treatment 

exhibited higher EBIC current compared to the reference device (Figure 8.4E). The average 

intensity extracted from these EBIC maps demonstrated a general increase in the EBIC signal after 

treated with theophylline (see ref. 38 for more details), indicating an enhanced carrier collection 



   
122 

efficiency.39 Specifically, in Figure 8.4E, a representative EBIC line profile of the reference device 

showed a current decay from the HTL/perovskite to the SnO2/perovskite interface. The decay 

indicates that carrier collection was limited by the hole-diffusion length as the beam position 

moved away from the HTL/perovskite interface. By contrast, the device with theophylline 

treatment displays minimal decay within the perovskite layer in the EBIC line profile. This 

difference suggests that a longer diffusion length of holes was present in theophylline-treated 

sample and balanced electron and hole charge transport and collection was achieved, which is 

likely the result of fewer surface recombination sites (Figure 8.4E). 

 

8.4. Conclusion 

In conclusion, we demonstrated the so far largely ignored chemical environment around 

the effective functional group for defect passivation in perovskite. The hydrogen bond formation 

between N-H and I was investigated to be in secondary assistance to the primary C=O binding 

with Pb and maximize the surface defect passivation in perovskite. This synergistic effect can be 

enabled only when the N-H and C=O are in a constructive configuration in the molecular structure: 

while the co-existence of C=O with a neighboring N-H is required, it is not sufficient; a 

constructive relative position is also a necessity. This provides new insights on the molecular 

design of effective defect passivation strategy for highly efficient and stable perovskite 

optoelectronics where non-radiative recombination must be mitigated. 
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Chapter 9. Electrostatic stabilization of the passivated wide-gap perovskite surface for 

stacked tandem photovoltaics 

9.1. Background 

Multi-junction solar cells mitigate the unavoidable thermalization losses in traditional 

single-diode-based photovoltaics (PVs) that limit their maximum performance. By tailoring the 

solar spectrum harvesting by proper choice of absorbers with cascading band gaps,1 multi-junction 

solar cells have the potential to overcome the single-junction Shockley-Queisser efficiency limit 

of 33.7%. Commercial multi-junction solar cells are limited to the costly III-V semiconductor-

based technologies, but the emergence of solution-processable organic metal halide perovskites at 

the bandgap between 1.64-1.68 eV is sparking the development and hence, recent surge in multi-

junction solar cells based on rear cells, such as Sn-Pb perovskite2,3 or cost-friendly commercialized 

PVs such as silicon and Cu(In,Ga)(S,Se)2.4–9    

As an emerging PV technology, minimizing the VOC deficiency and improving the 

efficiency of the perovskite front cell, subsequently, became the go-to option when pairing with 

matured commercial PV materials. Suppressing non-radiative recombination by defect passivation 

improves the splitting of the quasi-fermi level of perovskite, and eventually leads to higher power 

conversion efficiencies (PCEs) and good device stabilities.10 By combining the experimental and 

computational methods, advancements on understanding their defect passivation strategies have 

been continuously evolving. For example, the iodine vacancy (VI) defect in perovskites was 

revealed to be shallow in the forbidden band,11 although some early reports claimed that successful 

passivation of it led to performance improvements.12,13 Organic cations with ammonium (-NH3+) 

functionality were mostly believed to passivate negatively charged defects via ionic bonding,14,15 

and a subgroup of this family such as butylammonium (BA+), octylammonium (OA+) and 
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phenylethylammonium (PEA+) were reported to passivate perovskites by forming grain 

boundary/surface 2D structures.16–18 On the other hand, You et. al. also stressed the effectiveness 

of phenylethylammonium iodide (PEAI) itself as a surface passivation agent without the formation 

of a 2D perovskite structure,19 and the latest high-efficiency reports also used similar treatment 

without intentionally deriving 2D structures.20,21 Our own recent discoveries by mixing PEAI and 

its derivatives with FAPbI3 even proved that it could initiate a strain-controlled growth to 

kinetically slow down the perovskite growth rate to result in large crystal grains and suppressed 

defect densities.22,23  

In this work, we focused on unravelling the long-debated mechanism behind this organic-

ammonium salts family using its representative member, PEAI, and aiming at developing 

methodologies that magnifies its effect. By utilizing first-principles calculations, we observed a 

strong electrostatic stabilization via hydrogen bonding originating from PEAI’s ammonium group, 

and cation-π interaction of the phenyl group of PEAI, based on which we designed a targeted 

synergistic strategy to rationally enhance these interactions. The strategy was realized on a wide-

bandgap perovskite to dramatically minimize the front cell voltage loss and improve photovoltaic 

(PV) performance in a stacked tandem application. With the target front cell, the stacked tandem 

structure boosted c-Si and copper indium gallium selenide (CIGS) PVs with original efficiency of 

18.0% and 20.2%, respectively, (both commercial PV products) to over 25%, and a theoretical 

efficiency of 28.1% if the record silicon cell was available. These improvements achieved by the 

stacked configuration (also known as 4-terminal configuration) provides a crucial step towards 

integration of perovskite PVs into the current PV market and lowering the levelized cost of energy 

(LCEO) without having to modify the current product line of commercial PV industries.24       
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9.2. Methodology 

9.2.1. Computational methods 

Density functional theory calculations were performed using Vienna ab-initio simulation 

package (VASP) code.25 The revised Perdew-Burke-Ernzerhof generalized gradient 

approximation (PBEsol)26,27 method was used for exchange-correlation functional including the 

dispersion corrections to the total energies using Grimme’s DFT-D3 scheme.28,29 The core-valence 

interactions were treated by the projected augmented wave (PAW) pseudopotentials.30 Plane-wave 

energy cut-off was set to 400 eV and 4×4×1 Γ-centered k-point mesh was used for Brillouin-zone 

sampling. During the optimization, the positions of the atoms and the volume of the unit cell were 

allowed to relax using a conjugate gradient algorithm until all Hellman-Feynman forces on all 

atoms were less than 0.08 eV/Å with an energy convergence of 1×10-4 eV. The surfaces were 

modeled by a slab consisting of 2×2 periodicity in the a-b plane and four atomic layers along the 

c axis, separated by 11-18 Å of vacuum in the surface normal direction. The interaction energies 

are calculated using the following equation: 

Δ𝐸𝑖𝑛𝑡
𝑞 = 𝐸𝑐𝑜𝑚𝑝. − [𝐸𝑑

𝑞 + ∑ 𝑛𝑖𝜇𝑖 + Δ𝑞(𝜖𝐹 + 𝐸𝑣𝑏𝑚)]      Eq. 1 

which includes possible “charged” defect and anion (cation) interactions. Here, 𝐸𝑐𝑜𝑚𝑝. is 

the energy of the slab complex, 𝐸𝑑
𝑞
 is the energy of the defective “d” surface with charge-state “q”. 

𝑛𝑖 is the number of the ith anion (cation) added to the surface and 𝜇𝑖 is the corresponding chemical 

potential. Δq is the number of charges exchanged (with fermi energy 𝜖𝐹  measured from 𝐸𝑣𝑏𝑚) 

exchanged between system and reservoir in order to form the charged defect. Here, the chemical 

potential can be explicitly written as 𝜇𝑖 = 𝜇0𝑖 + Δ𝜇𝑖, where Δ𝜇𝑖 is the shift in the chemical 

potential depending on the growth conditions and 𝜇0𝑖 = 𝐸(𝑖) is the intrinsic chemical potential 
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(i.e., free of the growth conditions). We define fluoride (F) or PEA attachment to a neutral defect 

as: 

Δ𝐸𝑖𝑛𝑡
0 = 𝐸𝑐𝑜𝑚𝑝. − [𝐸𝑑

0 + 𝜇𝑥]        Eq. 2 

where, 𝑥 = {𝐹,𝑃𝐸𝐴}, and attachment of both F and PEA as: 

Δ𝐸𝑖𝑛𝑡
0 = 𝐸𝑐𝑜𝑚𝑝. − [𝐸𝑑

0 + 𝜇𝑃𝐸𝐴 + 𝜇𝐹] .      Eq. 3 

For the calculation of chemical potential of F and PEA, we used conditions that are more 

relevant to the systems we studied. First, to calculate the intrinsic chemical potential 𝜇0𝐹, we used 

the reported orthorhombic crystal structure (see Table 9.1) and then relaxed it using DFT and for  

𝜇0𝑃𝐸𝐴, we manually constructed a unit-cell and similarly relaxed using DFT.  

 

Table 9.1. The DFT relaxed crystal structures of the solid-state phases considered in chemical 

potential calculations. 

 
 

 

 

To calculate Δ𝜇𝐹 and Δ𝜇𝑃𝐸𝐴, as to be consistent with our experimental conditions, we 

considered that the former is the source of potassium fluoride (KF) and the latter is that of PEAI 

(I: iodide). Therefore, the following two relations should be satisfied:  

Δ𝜇𝐾 + Δ𝜇𝐹 = Δ𝐻(𝐾𝐹)    Eq. 4 

Δ𝜇𝑃𝐸𝐴 + Δ𝜇𝐼 = Δ𝐻(𝑃𝐸𝐴𝐼)  .  Eq. 5 
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We also tested the formation energy of the reported KF2 phase and found that KF is more 

stable by roughly 0.5 eV. Here, the formation enthalpy of cubic KF and PEAI crystals are 

calculated with respect to units of potassium (K), fluoride (F), PEA and iodide (I) in their crystal 

phases, as shown in Table 9.1. In our study, we manually constructed and tested different possible 

crystal structure cases for PEA and PEAI. The resulting optimized crystal structures were either 

unstable, less stable or the ammonium groups got deprotonated, except for the structures reported 

in Table 9.1. Hence, we used those structure for further calculations, while other crystal structure 

arrangements did not significantly differ energetically (~0.2 eV). 

Our computational results showed that Δ𝐻(𝐾𝐹) = −5.49 𝑒𝑉 and Δ𝐻(𝑃𝐸𝐴𝐼) =

−3.32 𝑒𝑉. Here, Δ𝐻(𝐾𝐹) value we found computationally is reasonably close to the solid-state 

value (-5.89 eV) of KF reported in NIST Webbook. Next, in order to be consistent with 

experimental conditions in our study, we assumed an equipartition in the chemical potentials for 

both cases. Therefore, using Eq. (4)-(5) Δ𝜇𝐹 and Δ𝜇𝑃𝐸𝐴 were calculated to be -2.75 eV and -1.66 

eV, respectively.  

We found that the interaction energy of PEA attachment to neutral iodine-vacancy (VI) is 

-1.07 eV and to neutral iodine-lead replacement (PbI) is -1.32 eV. Both F and PEA attachments to 

neutral VI is -3.23 eV and to neutral PbI is -2.83 eV. We then calculated the Δ𝐸𝑖𝑛𝑡
𝑞

 in the case of 

charged defect cases (VI
+ and PbI

+) and obtained the following plots for PEA, F and F/PEA 

attachments: 
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Figure 9.1. Fermi level dependence of interaction energies. Neutral and charge defect cases are 

both considered. 

 

For each case, the stronger interaction energy between defects d0, d+ as a function of Fermi 

energy is shown. Thus, we found that for both VI and PbI defects the fluoride binds relatively 

strongly, and attachment of PEA further increases interaction energy roughly by 2 eV. For low 

Fermi energy values (p-type region) F and PEA binds strongly to neutral defects, whereas they 

bind to positively charge defect more strongly in the high Fermi energy values (n-type region). 

 

9.2.2. Device fabrication by the Yang group 

Semitransparent perovskite solar cells were fabricated by spin-coating PTAA (3 mg·mL-1 

in toluene) on the glass/ITO substrates at 4000 rpm for 60 s, followed with a 110 °C annealing for 

10 min. 100 µL Cs0.09FA0.77MA0.14Pb(I0.84Br0.16)3 solution (0.2% access PbI2 was added to 

guarantee a Pb-rich perovskite surface) at the concentration of 1.8 M in N,N-dimethylformamide: 

dimethyl sulfoxide (DMF:DMSO)  = 7:3 (volume ratio) was dripped onto the substrates for spin-

coating of the perovskite layer at 3500 rpm. The total spinning time was 6 min, including the 

addition of 250 µL of ethyl acetate (EA) used as anti-solvent after 90 s of spinning. The flash color 

change from yellowish precursor wet-film to brown sol-gel state perovskite quasi-wet film was 

observed after dripping antisolvent, indicating an effective solvent removal and nucleation 
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triggered by EA. During the rest of the spinning period, the film further transformed, gradually, 

into a black perovskite-phase film corresponding to a slow crystal growth into a high-quality 

perovskite polycrystalline assisted by the abundant use of DMSO, which helped the mass 

transportation in the quasi-dry film. Please note that the 6 min spinning time is required to allow 

excess DMSO to slowly diffuse from the bulk of the micrometer-thick perovskite film to avoid 

pinholes generated upon annealing. The perovskite was then annealed at 100 °C for 4 min after 

preheating at 70 °C. For the F-treatment, KF was chosen as the F-source by thermal evaporation 

at a growth rate of ~0.1 Å/s for 7 seconds. PEAI treatment was carried out by spin-coating a 3 

mg/mL PEAI in isopropyl alcohol (IPA) at 3000 rpm without thermal annealing. PC61BM (20 

mg·mL-1 in CB, with 5 mg·mL-1 PMMA as additive) at 1400 rpm and ZnO nanoparticle ink (2.5 

wt% in IPA, 3.2 cP) at 5000 rpm (one drop when spinning to avoid washing off the beneath 

PC61BM layer) was then subsequently deposited to form a compact electron transporting layers. 

The sample was then transferred to the in-house ULVAC RF sputter system to grow indium tin 

oxide (ITO) transparent electrode. 150 nm MgF2 was eventually thermally evaporated on the 

home-sputtered ITO side as an anti-reflection coating. Opaque devices were finished with 180 nm 

of Ag electrode instead of ITO sputtering, using the same transporting layers.  

 

9.3. Results and Discussion 

9.3.1. Interaction of PEA and fluoride with the surface of perovskite 

We firstly carried out Density Functional Theory (DFT) calculations to evaluate the 

interaction between PEA and the two most thermodynamically favorable surface defects based on 

our previous work on a Pb-rich perovskite surface, namely the iodine vacancy (VI) and Pb-I antisite 

(PbI) defects.31 Although it was determined that only PbI serves as a deep-level defect, passivation 
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of VI has also been reported to enhance the stability of perovskite.11,32,33 DFT calculations show a 

strong interaction of PEA with both charged defects at the perovskite surface at the conduction 

band minimum (CBM) with interaction energy of -1.7 eV with VI and PbI, as shown in Figure 9.2a 

and b. All interaction energy calculations on neutral defects near valence band maximum (VBM) 

show a similar trend (see details in section 9.2.1). We observed favorable electrostatic stabilization 

and hydrogen-bonding between the ammonium group of PEA and the iodine on the perovskite 

surface with an average N-H···I bond length of as short as 2.5 Å. In the case of PbI defect, the 

phenyl group of PEA slightly tilts towards the interstitial Pb, engaging in a cation-π interaction 

further stabilizing the complex.  

 
 

Figure 9.2. Top and side views of theoretical models used for VI and PbI charged defects: 

interacting with bare PEA (a and b), PEA with fluoride presents nearby (c and d), and their 

corresponding interaction energies at the CBM. The Pb, I, FA, PEA and F atoms are as depicted 

at the bottom of the figure. 
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Given the strong proton-donating character of ammonium, we investigated the possibility 

of introducing a targeted fluoride (F-) to rationally enhance the interaction between PEA and the 

surface defects. We found that the fluoride did prefer to occupy a thermodynamically stable site 

near both defects (as shown in Figure 9.2c and d). The interaction energy between PEA and both 

VI and PbI charged defects at CBM increased to -3.8 eV and -3.6 eV, respectively, when the 

fluoride is present. Interestingly, we observed two different modes of synergy between PEA, the 

fluoride and the surface defects. Due to its smaller size compared to iodine, the fluoride, in the 

case of VI, acts as an anchor that forms stronger electrostatic bonds with the ammonium group of 

PEA, which as a result strengthens the interaction of PEA with the defects on the surface of the 

perovskite. In the case of PbI, while the fluoride lodges itself between the antisite and native lead 

atoms, the phenyl group coordinates to the interstitial lead. This synergistic dynamic of fluoride 

and PEA in both PbI and VI surface defects are hypothesized to play a significant role in increased 

interaction energies that could potentially lead to an even stronger passivating effect.  
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9.3.2. Properties of the material and thin film 

 
 

Figure 9.3. Characterizations of the passivation agents and their interactions with perovskite thin 

films. (a) FTIR spectra of PEAI and F-treated PEAI in the range of bending (left) and stretching 

(right) mode of N-H group. (b) XPS data for Pb 4f 7/2 and Pb 4f 5/2 core level spectra from 

perovskite films with various treatments. (c) XPS data for I 3d 5/2 and I 3d 3/2 core level spectra 

from perovskite films with various treatments. (d) TRPL spectra of perovskite films with or 

without treatments. (e) UPS spectra of perovskite films with or without treatments. (f) The energy 

levels of the perovskite surfaces with or without treatment derived from UPS measurements and 

the optical bandgap of the perovskite film. 

 

 

To experimentally deliver our DFT results, the fluoride had to be deposited onto the 

perovskite surface in a way that preserves the pristine surface properties, such as defect types, 

defect densities, and atomic arrangements. Potassium fluoride (KF) cluster was thermally 

evaporated (less than 1 nm, denoted as the F treatment) onto the perovskite surface to satisfy these 
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requirements in supplying fluoride before PEAI treatment. We first investigated the fluoride-

introduced F-PEAI interaction using Fourier-transform infrared spectroscopy (FTIR) without the 

perovskite. As shown in Figure 9.3a, an N-H bond stretching vibration was identified from the 

PEAI samples at 2910 cm-1, while for the F-treated PEAI samples a downshift of ~50 cm-1 to 2860 

cm-1 vibrational frequency was observed. Considering that the C-H and O-H vibrational 

frequencies also populate in this IR region, we also referred to the N-H bond bending mode of our 

PEAI samples found at 1564 cm-1, which also downshifted to 1535 cm-1 after F treatment. These 

results indicated the presence of an electrostatic interaction between F and the ammonium group 

of PEA. 

High-resolution X-ray photoelectron spectroscopy (XPS) measurements on perovskite 

films (with 0.2% excess PbI2 to form a Pb-rich perovskite surface as the calculation assumed, 

details in Methods) without surface treatment showed that the characteristic Pb 4f peaks were 

located at 138.66 eV and 143.55 eV for Pb 4f 7/2 and Pb 4f 5/2, respectively. Surface treatment 

with only PEAI shifted the peaks to higher binding energies of 138.92 eV and 143.79 eV, 

respectively, while surface treatment with just F also shifted them to 138.80 eV and 143.69 eV, 

respectively. The targeted synergistic effect of F-PEAI treatment showed the strongest interaction 

with the Pb 4f orbitals, which consequently shifted the Pb 4f 7/2 peak to 139.13 eV and Pb 4f 5/2 

peak to 144.00 eV. Similar shifting was also observed for the I 3d characteristic peak, where the 

targeted synergistic treatment with both F and PEAI showed the largest shifts to higher binding 

energies, similar to the Pb 4f orbitals. 

Time-resolved photoluminescence (TRPL) of the perovskite films prepared on glass 

substrates without transporting layers were carried out (Figure 9.3d) to study the passivation effect. 

The fitted parameters show that the PEAI treatment (without thermal annealing) alone significantly 
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increases the carrier lifetime from τaverage = 291.6 ns (τ1 = 2.5 ns, τ2 = 336.6 ns) to τaverage = 371.4 

ns (τ1 = 34.4 ns, τ2 = 482 ns), while treatment with just F enhanced the τaverage to 532.3 ns (τ1 = 

34.3 ns, τ2 = 708.5 ns). Both surface treatments separately improved the carrier decay profile. This 

result again indicates that PEAI alone could passivate the perovskite surface without forming a 2D 

structure or interacting with negatively charged surface defect, since there was no annealing to 

surpass the formation barrier of 2D perovskite and the detrimental PbI defect was positively 

charged. However, with the F-PEAI treatment, the perovskite film showed the longest carrier 

lifetime of τaverage = 677.1 ns (τ1 = 39.4 ns, τ2 = 336.6 ns), indicating the most improved and superior 

charge recombination dynamics when the interaction between the perovskite surface defects and 

PEAI was enhanced with the F bridge. Together with our DFT studies regarding the most favorable 

occupancy location for F, it is highly possible that the synergistic effect was established by 

facilitating a stronger hydrogen bonding between the surface PbI defects and the ammonium group 

of PEA.   

Ultraviolet photoelectron spectroscopy (UPS) was also carried out to study the surface 

band structure of the perovskite film with or without treatment (Figure 9.3e). We observed that 

neither the fermi-level nor the energy cutoff shifted after the F treatment alone, consistent with the 

fact that thermal deposition of F barely forms a continuous film on the perovskite surface. On the 

other hand, the surface energy band changed dramatically after PEAI or F-PEAI treatment as the 

fermi-energies shifted to higher levels, together with decreased electron affinities. By plotting the 

surface energy levels based on the UPS data (Figure 9.3f), the VBM for the PEAI-treated 

perovskite surface alone lifted from -5.68 eV to -5.51, while the fermi energy (Ef)  shifted from -

5.10 eV to -4.81 eV. Interestingly, the synergistic F-PEAI treatment did not affect the VBM level 

further, but Ef was upshifted to -4.51 eV. With the CBM calculated based on the optical bandgap 
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of our perovskite film, we unexpectedly found that the perovskite surface became more n-type 

after PEAI treatment, with the additional incorporation of F further amplifying this effect. We 

concluded that the target sample with F-PEAI treatment had the lowest electron affinity with the 

most n-type surface, which is rather preferential in the inverted perovskite solar cell device 

configuration34 which adopts a semitransparent front cell in a tandem device.  

 

9.3.3. Performance of semitransparent and tandem solar cells 

 
 

Figure 9.4. Device configuration of the semitransparent control and target perovskite cells. 

 

Semitransparent perovskite solar cells were then fabricated, adopting an inverted device 

configuration shown in Figure 9.4. The J-V curves (illuminated from the home-deposited 

ITO/MgF2 side), as well as the solar cell parameters of the control and the target devices are 

provided in Figure 9.5a. The champion target device demonstrated a PCE of 17.7% with a VOC of 

1.17 V and FF of 81%, an improvement from the 1.13 V and 75% of the control device as a result 

of the effective surface passivation of perovskite and improved energy level alignment between 

the perovskite and the ETL. We note that, to the best of our knowledge, this is one of the highest 
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VOC reported for state-of-the-art semitransparent perovskite PVs, which are usually under 

inadequate light absorption near band edge, compared with opaque devices. 

 
 

Figure 9.5. Performance of the wide-bandgap and tandem perovskite cells. (a) J-V curves of the 

semitransparent perovskite cells with the targeted synergistic passivation treatment (target) and 

without any treatment (control). (b and c) J-V curves of the target semitransparent perovskite 

combined with the commercially available silicon (blue) and CIGS (green) solar cells. The 

semitransparent perovskite cells without splitting into mini cells were used as an optical filter to 

measure the filtered characteristics of the rear cells. 

 

To demonstrate that our semitransparent perovskite cells can be appropriately integrated 

with commercial PVs for multi-junction tandem applications, we first measured the ambient 

stability (room temperature, in dark) of the semitransparent perovskite cells. Compared with 

opaque perovskite solar cells with silver contacts, which quickly degrade in ~200 h, our 

semitransparent devices showed far superior ambient stability. Since the surface defects, which 

would have otherwise acted as degradation initiation points, have been effectively passivated, the 

semitransparent solar cells showed negligible efficiency loss after ~1000 h without further 

encapsulation. After the first 1128 h of ambient stability test, we carried out an operational stability 

test for the same batch of devices. With continuous illumination of one-sun, the devices still 

retained ~87% of the original performance after 500 h.  

Lastly, we coupled our high-performance semitransparent target devices with silicon solar 

cells and CIGS solar cells provided by commercial PV companies Solargiga (China, original 
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efficiency 18.0% c-Si) and Solar Frontier (Japan, original efficiency 20.2%). A four-terminal 

configuration was adopted to simplify the coupling process and to verify the concept as previously 

reported for perovskite in tandem applications. The J-V curves are shown in Figure 9.5b with 

silicon and Figure 9.5c with CIGS. The power conversion efficiencies of the coupled devices were 

obtained by numerically adding up the efficiency of the target semitransparent perovskite front 

cell and the efficiencies of the rear cells (with the front cell as an optical filter). The photovoltaic 

parameters are summarized in Table 9.2. Due to the absorption and additional reflection of the 

front cell, the JSC of the rear cells dropped from 38.6 mA/cm2 to 15.5 mA/cm2 for silicon, and from 

40.3 mA/cm2 to 16.8 mA/cm2 for CIGS, respectively. The VOC of the rear cells dropped likewise 

due to the lower light intensity reaching the rear cells. The FF of the silicon rear cell was improved 

since the initial shunting due to the poor device boundary conditions was mitigated in the tandem 

configuration, while the FF for the CIGS rear cell remained similar as the shunting was already 

good initially. Consequently, in the rare cell configuration, the silicon cells and CIGS cells had 

efficiencies of 7.4% and 8.1%, respectively. Thus, the overall efficiencies of four-terminal 

perovskite-silicon tandem cells reached 25.1% and perovskite-CIGS tandem cells reached 25.8%, 

even when both silicon and CIGS cells are commercial products with much lower original 

efficiencies compared with other reports.7,35,36 We also show that if the semitransparent perovskite 

cells in this work are stacked with the record-performing rear cells reported,37,38 the four-terminal 

solar cells could yield  power conversion efficiencies of 28.1% and 27.5% for perovskite-silicon 

and perovskite-CIGS, respectively.  
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Table 9.2. Comparison of photovoltaic parameters of single- and multi-junction solar cells. 

 

 

 

9.4. Conclusion 

In conclusion, we used theoretical analysis to unravel the interaction between perovskite 

surface defects and PEAI, a highly representative molecule in the organic-ammonium salts family 

is dominated by strong hydrogen bonding, electrostatic stabilization, and weak cation-π 

interaction, and thus developed an effective targeted synergistic approach that could enhance these 

effects. By this combination of theoretical and experimental study, we delivered high-performance 

semitransparent perovskite with a VOC of 1.17 V for stacked tandem solar cells. The target cell 

was coupled with commercial silicon and CIGS solar cells with original efficiency of 18.0% and 

20.2%, respectively, to prove that even with commercial products, the tandem solar cells can still 

reach efficiencies of over 25% using our strategy (28.1% if the record silicon cell was available). 
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Chapter 10. Investigation of Performance-Limiting Formation Kinetics in Mixed-Halide 

Perovskites  

10.1. Background 

Metal halide perovskites with X-sites of iodine partially substituted with bromine have 

demonstrated a great potential for commercialization of the halide perovskite technology in 

tandem photovoltaics (PVs) where perovskite is integrated with conventional PV products such as 

Si and CuInGaSe2.1 By controlling the I/Br ratio, mixed-halide perovskite have shown suitable 

bandgap tunability that can achieve optical bandgap of 1.64-1.68 eV, which is usually considered 

as a wide-bandgap (WBG) perovskite that is ideal to serve as the front cell for two-junction tandem 

solar cells.2 Using such mixed-halide perovskite, the perovskite-Si and perovskite-CIGS tandem 

cells have reached remarkable power conversion efficiencies (PCEs) of 29.52% and 24.2%, 

respectively.3 

While the PV performance associated with mixed-halide perovskites is surging, FAPbI3-

based tri-iodide perovskite (Eg = 1.48 eV, VOC,SQ = 1.21 V) has recently reached notable PCEs 

close to 25% as single-junction with an eye-catching voltage deficiency as low as 0.30 V.4 For 

WBG mixed-halide perovskites, even the champion single-junction cell reported in one of the best 

perovskite-Si tandems shows a 0.46 V voltage deficiency (Eg = 1.68 eV, VOC,SQ = 1.40 V), which 

was achieved using new hole-transporting materials with negligible energy offsets with the 

perovskite layer.5 This is still considerably larger than that of the tri-iodide perovskite. Even 

though perovskites are reported to have good defect tolerance,6,7 deep traps still do exist, especially 

at the surface region8 that could lead to dramatic performance loss9 and affect perovskite stability.10 

Moreover, the formation of defects were also reported to accelerate the halide-segregation process, 

which is deleterious for WBG perovskites.11 Although in the early days, bromide was incorporated 
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to stabilize α-FAPbI3 via addition of MAPbBr3,12,13 several A-site engineering strategies have been 

reported since then that stabilize the α-FAPbI3 and achieve remarkable single-junction solar 

cells.14-16 Due to these developments, the ultimate goal of developing WBG mixed-halide 

photovoltaic perovskites is gradually shifting towards using them in tandem applications as the 

front-cell to reduce total thermalization losses of the cell.17 Understanding the large voltage 

deficiency compared with the tri-iodide perovskites and the potentially different defect nature in 

mixed-halide perovskites, thus become even more crucial. 

The formation kinetics has been reported to significantly affect film quality, defect density 

and the device performance in halide perovskites. For example, the introduction of Lewis base 

adduct for MAPbI3 that made the efficient MAPbI3 solar cells highly reproducible in the early days 

of perovskite research, and the MACl-induced intermediate phase for FAPbI3 finally delivered 

room-temperature α-phase that is stable and have exceptional photoconversion efficiencies 

(PCEs).14,18 In terms of understanding the phase transition and the role of cations, in-situ wide-

angle X-ray scattering (in-situ WAXS) has unveiled that mixed-halide perovskite nucleates into 

the 3C phase upon anti-solvent casting, coupled with simultaneous formation of several hexagonal 

phases (2H, 4H, and 6H phases).19,20 Lu et al. reported that formulations with Cs+ promoted early 

3C phase formation, and effectively extended the process window,20 which was later found to be 

essential to achieve homogeneous halide distribution and critical for highly efficient mixed-halide 

perovskite PVs by Fenning et al.21  Although in-situ WAXS provides valuable first-hand evidence 

regarding the phase transitions tuned via cation-engineering, the evolution of halide dynamics 

during the growth does not necessarily involve phase transitions, nor dramatically affect the 

diffraction pattern. To the best of our knowledge, for WBG mixed-halide perovskites, most recent 

research has focused on understanding/preventing halide-segregation and improving interface 
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charge extraction.5,22,23 However, the contrast in formation kinetics, defect physics, and 

consequently significant difference in voltage deficiencies between mixed-halide and tri-iodide 

perovskites is still not well understood.  

In this work, we investigate the formation kinetics of mixed-halide perovskites are 

systematically investigated to understand their significant distinction from the tri-iodide 

perovskites: adding bromide will slow down the growth rate, introduce an excess growth stage 

during annealing to form the target stoichiometry from initially Br-rich crystal nuclei, and increase 

the defect densities in the film. A physical model was proposed that linked the formulation (amount 

of bromine used), formation kinetics and defect physics, thus, providing a unique perspective 

towards understanding the nature and performance-limiting factors of WBG mixed-halide 

perovskites in a holistic way. 

 

10.2. Methodology 

10.2.1. Computational methods 

All quantum chemical calculations of interaction energies between DMSO and PbXX’ 

were performed using Gaussian 16.1.24 The initial structures used in computations were 

constructed using GaussView 6.0.16. PbXX’ was positioned at various locations around the 

DMSO and the geometry of each resulting DMSO:PbXX’ complex was optimized with the 

⍵B97X-D density functional and the 6-31+G(d,p) basis set for C, H, O, S and Br atoms, and 

LANL2DZ basis set for Pb and I atoms. Optimized geometries were verified as minima (zero 

imaginary frequencies) by frequency calculations at the same level of theory. Molecular structures 

were visualized and rendered using Mercury 4.3.1 (Build 273956).25-27 Interaction energies were 

computed using the same level of theory as well using the following equation:  
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∆𝐸𝑖𝑛𝑡 = 𝐸(𝐷𝑀𝑆𝑂:𝑃𝑏𝑋𝑋′) − [𝐸𝐷𝑀𝑆𝑂 + 𝐸𝑃𝑏𝑋𝑋′]. 

All first-principles calculations for bulk and slab systems are carried out using the VASP 

code.28,29 A revised Perdew-Burke-Ernzerhof generalized gradient approximation (PBEsol)30,31 

was used for the exchange-correlation including a dispersion correction using Grimme's DFT-D3 

scheme.32,33 PBEsol functional has been introduced to improve the equilibrium properties of solids 

and surfaces.34 Valence-core interactions were described by projector-augmented-wave (PAW) 

pseudopotentials.35 Plane-wave expansions with kinetic energies up to 300 eV were chosen as the 

basis set for all geometry optimization and energy calculations. Both atomic positions and cell 

dimensions were optimized using a conjugate gradient algorithm until all Hellman-Feynman forces 

are smaller than 0.02 eV/Å. All atomic positions were allowed to relax. 4x4x4 and 4x4x1 Γ-center 

k-point mesh was adopted for Brillouin-zone sampling in bulk and surface calculations, 

respectively.  

For formation energies of DMSO:PbXX’ adduct crystals, we used the following 

expression: 

Δ𝐻(𝐷𝑀𝑆𝑂: 𝑃𝑏𝑋𝑋′) = 𝐻(𝐷𝑀𝑆𝑂:𝑃𝑏𝑋𝑋′) − [𝐻(𝐷𝑀𝑆𝑂) + 𝐻(𝑃𝑏𝑋𝑋′)], 

where the first, second and third terms in the right-hand side are the energies of 

DMSO:PbXX’, DMSO and PbXX’, respectively. We considered XX’=I2, IBr and Br2 and used 

the monoclinic DMSO in all cases and the crystal structures of DMSO:PbXX’ and PbXX’ are 

based on orthorhombic DMSO:PbI2 and hexagonal PbI2 crystals, respectively.  

For surface energy calculations, the 2x2xL surfaces were formed along (001) by periodic 

slabs including 9 to 11 atomic layers for a surface separated by 10-15 Å of vacuum. To characterize 

the formation and stability of the ABX3 surfaces we use surface energies described as follows: we 

first calculate the cleavage energy of the clean surface 
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𝜎𝑐𝑙𝑣 =
1

2
[𝐸𝑠𝑙𝑎𝑏

𝑢𝑛𝑟𝑒𝑙 − 𝑁𝐸𝑏𝑢𝑙𝑘 + ∑ 𝑛𝑖𝜇𝑖𝑖 ]         Eq. 1 

where the first term is the energy of the unrelaxed slab, 𝜇𝑖 are the chemical potentials, 𝑛𝑖 

is the number of ith unit removed and 𝐸𝑏𝑢𝑙𝑘 = 𝜇𝐴 + 𝜇𝑃𝑏 + 3𝜇𝑋 is the energy per formula unit of 

the bulk perovskite. The relaxation energy is then calculated from 

𝜎𝑟𝑙 = 𝐸𝑠𝑙𝑎𝑏
𝑟𝑒𝑙 − 𝐸𝑠𝑙𝑎𝑏

𝑢𝑛𝑟𝑒𝑙        Eq. 2 

where the first and second terms are the total energy of the relaxed and unrelaxed slabs, 

respectively. The surface energy is calculated by 𝛾 = (𝜎𝑐𝑙𝑣 + 𝜎𝑟𝑒𝑙)/𝐴, where A is the area of the 

surface. For the APbX3 perovskite, A = FA, MA or Cs and X = Br or I were calculated 

independently. For this study, we considered PbX2-terminated surfaces.  

Formation energies of the defects in FAPb(IxBr1-x)3 in a charge-state q, is calculated from  

Δ𝐻𝑑(𝑞) = 𝐸𝑑(𝑞) − 𝐸𝑝𝑟 + Σ𝑖𝑛𝑖𝜇𝑖′ + 𝑞(𝐸𝐹 + 𝐸𝑉𝐵𝑀)     Eq. 3 

where 𝐸𝑑(𝑞) is the total energy of the system with defect, 𝐸𝑝𝑟  is the pristine system. 𝜇𝑖′ =

𝜇0𝑖 + 𝜇𝑖  is the chemical potential, which includes intrinsic 𝜇0𝑖 and growth-condition dependent 

term 𝜇𝑖. 𝑛𝑖 is the number of ith unit (i.e., atom or molecule) exchanged with the reservoir to form 

the defect.  𝐸𝐹  is the Fermi energy and 𝐸𝑉𝐵𝑀 is the energy at the valence-band maximum. 

Following Freysoldt’s correction scheme,36 the energy corrections arising from the spurious 

interactions due to the finite-size are included in equation (3).37 

To determine the chemical potentials required for formation energy of a FAPb(IxBr1-x)3 

𝜇𝐹𝐴 + 𝜇𝐵 + 3[𝑥𝜇𝐼 + (1 − 𝑥)𝜇𝐵𝑟] = 𝛥𝐻1      Eq. 4 

should be satisfied under thermodynamic equilibrium growth conditions, where 𝛥𝐻1 is the 

formation energy of FAPb(IxBr1-x)3.38 In this study we considered x=1, 0.8 and 0. To avoid the 

formation of undesired phases  

𝜇𝐹𝐴 + 𝜇𝐵𝑟 < 𝛥𝐻(𝐹𝐴𝐵𝑟),    𝜇𝐹𝐴 + 𝜇𝐵𝑟 < 𝛥𝐻(𝐹𝐴𝐵𝑟)      Eq. 5 
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𝜇𝑃𝑏 + 2𝜇𝐼 < 𝛥𝐻(𝑃𝑏𝐼2),   𝜇𝑃𝑏 + 2𝜇𝐵𝑟 < 𝛥𝐻(𝑃𝑏𝐵𝑟2)     Eq. 6 

conditions should also be satisfied where appropriate. The formation energies in the right 

hand sides of (5)-(6) are calculated from Δ𝐻(𝐹𝐴𝐵𝑟) = 𝐻(𝐹𝐴𝐵𝑟) − [𝐻(𝐹𝐴) +
1

2
𝐻(𝐵𝑟2)], 

Δ𝐻(𝐹𝐴𝐼) = 𝐻(𝐹𝐴𝐼) − [𝐻(𝐹𝐴) +
1

2
𝐻(𝐼2)], Δ𝐻(𝑃𝑏𝐼2) = 𝐻(𝑃𝑏𝐼2) − [𝐻(𝑃𝑏) + 𝐻(𝐼2)] and 

Δ𝐻(𝑃𝑏𝐵𝑟2) = 𝐻(𝑃𝑏𝐵𝑟) − [𝐻(𝑃𝑏) + 𝐻(𝐵𝑟2)]. Here, to calculate each energy term we used the 

respective structures; FABr and FAI in the rock-salt phases, PbI2 and PbBr2 in the hexagonal 

phases, FA in the bcc phase, Pb in the cubic phase and I2 and Br2 in the gas phase. We considered 

the Pb-rich growth conditions in all chemical potential calculations.   

 

10.2.2. Preparation of perovskite precursors by the Yang group 

FAMACs-Based Perovskites: 35.8 mg/mL CsI, 193 mg/mL FAI, 22.3 mg/mL MAI and 

645 mg/mL PbI2 were dissolved in a dimethylformamide/dimethylsufoxide (DMF:DMSO 80:20) 

solvent mix for the FAMACsPbI3 precursor. For FAMACsPb(I0.8Br0.2)3 precursor, 35.8 mg/mL 

CsI, 169 mg/mL FAI, 516 mg/mL PbI2, 31.4 mg/mL MABr and 103 mg/mL PbBr2 were used. The 

final stoichiometries were (CsPbI3)0.1(FAPbI3)0.8(MAPbI3)0.1 and 

(CsPbI3)0.10(FAPbI3)0.7(MAPbBr3)0.2, respectively.  

FACs-Based Perovskites: 71.7 mg/mL CsI, 193 mg/mL FAI and 645 mg/mL PbI2 were 

dissolved in a DMF:DMSO (75:25) solvent mix for the FACsPbI3 precursor. For 

FACsPb(I0.83Br0.17)3 precursor, 71.7 mg/mL CsI, 193 mg/mL FAI, 481 mg/mL PbI2 and 116 

mg/mL PbBr2 were used. The final stoichiometries were FA0.8Cs0.2PbI3 and 

FA0.8Cs0.2Pb(I0.83Br0.17)3, respectively. 30 mol% MACl were added to all perovskite precursors 

without further specification.   
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10.2.3. Preparation of perovskite thin film and solar cells by the Yang group 

All processes were done in a N2-filled glovebox if without further specification. For the 1-

step FACs-perovskites and FAMACs-perovskites, the precursor solutions were casted to the 

substrate (either glass for in-situ PL or glass/ITO/SnO2 for solar cells) and spin-coated at 3500 

rpm. Chlorobenzene (CB) was casted to films at 45 s, after which it was spin-coated for another 

60 s. After, the samples would be immediately transferred to a 65°C hot plate for a 5 min pre-

annealing, and then transferred to a 150°C hot plate in ambient for 10 min full annealing.     

For solar cells fabrication, SnO2 layer was prepared by spin-coating a diluted SnO2 

colloidal solution on pre-cleaned glass/ITO substrates at 3000 rpm for 30s followed with 30 min 

ambient annealing at 150 °C. The perovskite layers were prepared on top of SnO2 layer. For the 

best device performance, the passivation layer was done by spin-coating n-octylammonium iodide 

(10 mM in isopropyl alcohol) at 5000 rpm followed with 1 min annealing at 100 °C. 25 μL of 

Spiro-OMeTAD solution prepared by mixing 85.8 mg spiro-MeOTAD, 33.8 μl 4-tert-

butylpyridine, 19.3 μl Li-TFSI (520 mg·mL−1 in acetonitrile) solution and 17.9 μl FK 209 Co(III) 

TFSI salt (375 mg·mL−1 in acetonitrile) in 1 mL CB was spin-coated at 3000 rpm on the perovskite 

surface. After aging in dry air overnight, 120 nm gold was then evaporated to form the metal 

electrodes. 

 

10.3. Results and Discussion 

10.3.1. In-situ photoluminescence studies performed by the Yang group 

For the in-situ photoluminescence (PL) measurements during perovskite growth, a 532 nm 

laser diode, coupled with a visible-range spectrometer, were mounted in a N2 glove box. As shown 

in Figure 10.1A, the acquisition of PL signals lasted for approximately 1 min during the spin-
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coating, followed by 5 mins of annealing at 65 °C. Figure 10.1B and C depict the evolution of PL 

spectra during the formation of mixed-halide FAMACsPb(I0.8Br0.2)3 and pure-iodide 

FAMACsPbI3 (10 mol% of Cs was doped in both conditions unless otherwise mentioned; Br% 

ratio was controlled by partially substituting FAPbI3 with MAPbBr3); data displayed on the left 

initiates from antisolvent dripping during spin coating.  

 

 

Figure 10.1. In-situ photoluminescence measurements monitoring the formation kinetics of 

perovskite films. (A) Illustration of the in-situ PL measurement during spin-coating and annealing 

stage of perovskite formation. The contour plot of the captured PL spectra during the growth of 

(B) CsFAMAPb(I0.8Br0.2)3 and (C) CsFAMAPbI3 films during spin-coating (left) and annealing 

(right). The extracted values of emission peak position (D), PL intensity (E), and FWHM (F) from 

the in-situ PL measurements. 

 

It was observed that for both formulations, PL signals initiated at much higher energy levels 

(1.88 eV for FAMACsPb(I0.8Br0.2)3 and 1.67 eV for FAMACsPbI3) compared with the final 
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bandgap of perovskite films (approximately 1.67 eV and 1.57 eV based on PL peak, respectively). 

For FAMACsPb(I0.8Br0.2)3, the energy shifted by 0.115 eV during spin-coating stage (ΔE1) and 

0.051 eV upon annealing (ΔE2). The corresponding values were 0.072 eV and 0.011 eV for 

FAMACsPbI3, much less than the mixed-halide composition. We speculate that the emission peak 

shifting during the perovskite formation could be attributed to a combination of two effects: 1. The 

quantum confinement of the nano-grains during the early growth period, in which case larger initial 

crystal size would show smaller energy shifting; 2. A change in the concentration of the Br%, 

which causes a compositional evolution during perovskite formation.39-41  It is also interesting that 

the FAMACsPbI3 film took only ~54 s to reach its stable peak position upon annealing, while for 

FAMACsPb(I0.8Br0.2)3 the shifting lasted for over 150 s. This indicates that the growth of pure-

iodide perovskite was much faster than that of the mixed-halide one. It is worth mentioning that 

for FAMACsPb(I0.8Br0.2)3, the emission peak transition during annealing underwent two separate 

stages (denoted as t1 beginning at 42.3 s and t2 beginning at 109.8 s) before its stabilization. The 

PL intensity (Figure 10.1E) observed during perovskite growth was also a combination of two 

effects, namely the formation of increasing amounts of highly illuminating perovskite-phase 

crystals and an increase in the self-absorption, especially close to the band edge. The intensity of 

FAMACsPbI3 quickly saturated after 28.1 s upon casting an anti-solvent, while the intensity of 

FAMACsPb(I0.8Br0.2)3 continued to increase during spin-coating. At the annealing stage, these two 

compositions reached their maximum intensities at 33.5 s and 19.9 s, respectively, which indicates 

that the pure-iodide perovskite potentially has a higher growth rate. Analyzing the full width at 

half maximum (FWHM, Figure 10.1F), FAMACsPb(I0.8Br0.2)3’s signal achieved a much sharper 

peak during spin-coating and stabilized significantly slower than that of the FAMACsPbI3. Similar 

but more apparent difference between pure-iodide and mixed-halide perovskite was observed 
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when A-site was changed to FA0.8Cs0.2 in order to ensure that the effect was independent of MA%, 

in which we used MAPbBr3 as the Br source. Compared with pure-iodide perovskites, those with 

high Br% exhibited much larger peak position shifting (ΔE) during the growth, multi-stage 

transitions in peak position shifting, and slow peak position/FWHM stabilization and reaching of 

peak intensity maxima. 

These compelling in-situ PL results demonstrate that adjustment of Br% not only affords 

the bandgap tunability of halide perovskites, but also indicate more fundamental changes that 

commence in their formation kinetics: adding bromine suppressed the perovskite formation rate 

(from the delayed evolution of PL intensity of mixed-halide perovskites), thus, potentially formed 

smaller nuclei upon crystallization that led to a larger ΔE. However, quantum-confinement is very 

unlikely to be the only reason behind the peak shifting due to multi-stage transitioning of mixed-

halide perovskites.  We speculate that for WBG mixed-halide perovskites, possibly, the initial 

crystal nuclei are very Br-rich (Br% higher than the chemical stoichiometry of the precursor) and 

only subsequently, more iodine would be incorporated. This formation kinetics led to the excess 

growth stage (t2) in Figure 10.1D, where the Br-richness played a significant role in the PL during 

the early growth and were very distinctive with the tri-iodide perovskites.  

 

10.3.2. Absorption and crystallinity studies performed by the Yang group 

As it has been observed both in absorption spectra (Figure 10.2A) and in digital 

photographs (Figure 10.2B) of FAMACsPbX3 perovskites, the as-cast pure-iodide film absorbed 

stronger near the band edge and appeared visually darker, which were consistent with our 

conclusion of their faster formation rate from the in-situ PL measurement. Besides the fully 

annealed films, the as-cast films (without thermal annealing) were also tested under X-ray 
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diffraction (XRD) but were sealed in a DMF-containing N2 atmosphere before measuring. 

Interestingly, most peaks exhibited similar intensities for as-cast films in both FAMACsPbI3 and 

FAMACsPb(I0.8Br0.2)3 (Figure 10.2C). However, by zooming in the patterns for (001) peak, the 

FAMACsPb(I0.8Br0.2)3 film had much larger shift in 2θ, indicating the as-cast film exhibited a 

smaller lattice constant which can be attributed to the early Br-rich phase. For the fully annealed 

films, PbI2 peaks were observed in both compositions. However, FAMACsPbI3 exhibited only 

minor peaks of PbI2 and the signal from the α-phase was much stronger. Considering that 150°C 

was a relatively high temperature, especially for the WBG perovskites (most literatures annealed 

at ~100-120 °C)5,42,43, it is likely that the incorporation of high Br% caused the organic A-site 

cation (FA+ in this case) to be less stable and easier to dissociate. 

 

 

Figure 10.2. Absorption and XRD patterns of perovskite thin films. (A) Absorption spectra of 

FAMACsPbX3 films before(as-cast)/after fully annealed. (B) Photographs of the as-cast (top) and 

fully annealed (bottom) perovskite films with the stoichiometries of CsFAMAPb(I0.8Br0.2)3 (left) 

and CsFAMAPbI3 (right). (C) The XRD patterns of the as-cast and fully annealed perovskite films. 

 

10.3.3. Computational insights into formation mechanism 

Probing deeper into how increasing Br% could modulate the perovskite formation and 

cause the excess Br-rich growth stage, we used density functional theory (DFT) to first calculate 

the interaction energies of PbXX’ (X and X’ denote for either I or Br) species with the coordinating 

solvent DMSO. During spin-coating, DMSO is believed to be partially removed by the anti-
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solvent, while the residual would form adduct phase with PbXX’ and FAX to assist with the 

formation of α-phase perovskite.18,44 As it is shown in Figure 10.3A, our calculations revealed that 

DMSO had the strongest interaction with PbI2 (0.84 eV), followed by the ones with PbIBr (0.79 

eV) and with PbBr2 (0.77 eV), indicating Br-rich species have lower solubility in DMSO, 

consistent with other reports related to their solubility limits (see Figure 10.4 for optimized 

configurations and bond distances).12 The formation energies of PbXX’:DMSO adduct crystals 

were also calculated (for optimized crystal structures, see Figure 10.5). The formation energy 

decreased as I was gradually replaced by Br (-0.18 eV for PbI2:DMSO, -1.10 eV for PbIBr:DMSO 

and -1.32 eV for PbBr2:DMSO), which suggests that the formation of Br%-rich intermediate phase 

is more favorable. The surface energies between tri-iodide perovskites with varying A-site cation 

were also calculated to be much higher than that of the tri-bromide perovskites regardless of which 

A-site cation was incorporated (either PbX2 or X-site termination, Figure 10.3B). As forming new 

surfaces impede nucleation from happening, Br-rich perovskite could be more likely to form 

during the early part of the formation. By putting together the experimental and computational 

results, we postulate that Br%-rich species reach supersaturation during solvent removal more 

rapidly during nucleation for the WBG mixed-halide perovskites, more likely to advance to the 

intermediate adduct phase (PbX6:DMSO intermediates),45-46 and preferential in converting into the 

perovskite phase, which was the origin of the excess Br-rich growth stage observed in in-situ PL.  

However, even though this Br-rich phase was observed in the early growth stage for WBG mixed-

halide perovskites, they still reached the target bandgap when the growth was completed.  
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Figure 10.3. Computed interaction, formation and surface energies. (A) Interaction energy 

between DMSO and PbXX’ molecule and formation energy of DMSO:PbXX’ adduct phase. (B) 

The calculated results of surface energy difference in tri-iodide perovskites and tri-bromide 

perovskites with cations to be Cs, MA, or FA. 

 

 

 

 
 

Figure 10.4. Optimized molecular structures and intermolecular interaction distances between 

coordinating solvent, DMSO, and PbXX’ molecules. 
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Figure 10.6. Side (A) and top (B) views of the optimized supercell of DMSO:PbXX’ adduct. X 

sites were assumed to be I in the structure.  

 

10.3.4. Solar-cell performance studies performed by the Yang group 

Finally, solar cell devices based on both mixed-halide and tri-iodide perovskites were 

fabricated as well to combine insights gained from in-situ measurements and thin film 

characterizations with device performance. As shown in Figure 10.7, devices with both perovskites 

exhibited >79% FF, while the JSC of FAMACsPb(I0.8Br0.2)3 (23.1 mA/cm2) was distinctly lower 

than that of FAMACsPbI3 (25.1 mA/cm2) due to the increased bandgap. The Voc gain of 

FAMACsPb(I0.8Br0.2)3 over FAMACsPbI3, however, was minor with VOC values of 1.16 V and 

1.19 V, (VOC,SQ - VOC of 0.13 V and 0.20 V, qEg -VOC of 0.40 V and 0.48V) respectively. The solar 

cell performance results demonstrated a consistent trend coinciding with the thin film 

characterizations, where non-radiative recombination became more probable in mixed-halide 

perovskite and endured more performance losses. It could explain that although the tri-iodide 
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perovskites have the bandgap that should only merely out-perform the one of the mixed-halide 

WBG based on the theoretical limit, the record efficiency experience such a boost after the 

development of stable α-FAPbI3 based perovskites.  

 

 
 

Figure 10.7. J-V characteristics of perovskite solar cell devices based on CsFAMAPb(I0.8Br0.2)3 

and CsFAMAPbI3. 

 

10.3.5. Resulting overall model of the formation kinetics and defect physics 

To this point, a hypothetic physical model shown in Figure 10.8 could be established for 

WBG mixed-halide perovskites in an attempt to link formation kinetics and defect physics. As in-

situ PL measurement suggested, the excess Br-rich growth state of mixed-halide perovskites with 

higher energy emission could be attributed to the initial crystal nuclei that had higher Br% than 

the stoichiometry of the precursor solution. To finally achieve halide homogeneity upon annealing, 

an ion-exchange-like process associated with iodide diffusing inwards the nucleus and bromide 

diffusing outwards, or even halide migration across the interfaces would be necessary. Different 

from direct phase transition from hexagonal phases to perovskite phase (either cubic or tetragonal) 

with only local atomic displacements, these diffusion processes potentially increased the risk of 
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increasing the lattice distortion, and forming multiple intrinsic defects including vacancies, 

interstitials, or anti-sites (among which Xi, FAPb, VPb, VFA and XFA were neutral/negatively 

charged) compared with the tri-iodide perovskite where this halide homogenization-diffusion 

process was absent. Combining our results and the latest discovery of the top-to-bottom 

downwards growth of perovskite films,47 this could rationalize the higher total defect densities of 

the mixed-halide film, especially at the surface region. Meanwhile, if the formation of these 

preferential defects did associate with the homogenization and halide diffusion kinetics, the 

prediction of their formation by DFT calculations, which rely on local equilibrium, would be 

highly challenging.  

 
 

Figure 10.8. A hypothetical physical model of formation kinetics in mixed-halide perovskite with 

high Br% (left) and their potential role with defect physics (right). Several but not all possible 

point defects were illustrated at the surface or in the bulk. For simplification purpose, only the 

halides were specified for Br as purple dots and I as yellow dots. 

 

On the other hand, XRD results of mixed-halide and tri-iodide perovskites suggested the 

crystallinity was clearly affected by increasing bromine, and the organic A-site became less stable 

at elevated temperature and formed more PbX2 binaries when there was high Br% incorporation. 

These features could also promote the formation of intrinsic defects related to the organic A-site. 



   
163 

Even though this issue could be optimized by lowering the annealing temperature, it served as an 

indirect proof that WBG mixed-halide perovskite were less resistant in preventing A-site 

decomposition or dissociation. In fact, as is shown in Figure 10.9, both formation energies of VFA 

and FAi (calculated under a Pb-rich condition) were lower for 20%Br compared with 0%Br 

(especially for FAi). Further increasing Br% to 100% suggested that Br% dramatically increased 

the likelihood of FAi formation. Considering that the photoluminescence tests and device 

performances also showed good consistency with each other, it was reasonable to draw a very 

strong correlation that the high Br% concentration itself (~20% for an ideal front cell) could 

modulate the growth kinetics. It promoted the formation of excess defects, and also caused intrinsic 

performance penalties including the non-radiative recombination, not to mention that these flaws 

were also believed to further accelerate halide-segregation and degradation in long-term 

operation.11,22 

 
 

Figure 10.9. Fermi energy (EF) dependence of the defect formation energies: (left) FA vacancy 

and (right) FA interstitial point defects in FAPbI3 (orange line), FAPb(I0.8Br0.2)3 (black line) and 

FAPbBr3 (green line). EF = 0 was set at valence band minimum. 
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10.4. Conclusion 

The formation kinetics of mixed-halide perovskites are systematically investigated to 

understand their significant distinction from the tri-iodide perovskites: adding bromide will slow 

down the growth rate, introduce an excess growth stage during annealing to form the target 

stoichiometry from initially Br-rich crystal nuclei, and increase the defect densities in the film. We 

present a unique perspective from a formation kinetics viewpoint, which explains that even though 

WBG perovskites show acceptable solar cell performance after passivation, halide segregation 

could be further minimized using a certain stoichiometry. Although the interfacial losses had been 

gradually minimized by the introduction of new transporting materials, this study shows that WBG 

mixed-halide perovskites were not yet as close to the theoretical limit compared with tri-iodide 

perovskites.  
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