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ABSTRACT OF THE DISSERTATION

Individual Investor Decision-Making

By

Joshua Thornton

Doctor of Philosophy in Management

University of California, Irvine, 2022

Professor David Hirshleifer, Chair

Chapter 1: I provide causal evidence that neighborhood financial expectations affect in-

dividual financial expectations. I instrument for neighborhood financial expectations with

average financial expectations of neighbors’ nonlocal family members. Consistent with so-

cial interaction driving this effect, I show that social individuals are more influenced by

neighborhood financial expectations. Additionally, I provide evidence that individuals who

expect their financial situation to improve are less likely to save. This suggests that sur-

veyed expectations reflect actual expectations and that individuals act in accordance with

their expectations. Finally, I show that individuals who take neighborhood expectations into

account form more accurate expectations.

Chapter 2: Evidence from psychology literature confirms the long-held intuition that mood

affects judgment. Specifically, individuals who are in a negative mood are more likely to think

critically and avoid heuristic processing. This paper uses two proxies for mood, weather and

media pessimism, to show that investors make better selling decisions when they are feeling

sad. A one-unit increase in cloudiness leads to 1.54% 3-factor alpha improvement at a 4-

month horizon. The disposition effect, which decreases in magnitude when investors are in

a negative mood, provides an explanation for these results.

ix



Chapter 1

Peer Effects in Financial Expectations

1.1 Introduction

Investor beliefs influence trading activity, which in turn influences asset prices (Giglio et al.

(2020)). Furthermore, investor beliefs are a key building block in economic models. It is

crucial to understand underlying beliefs because these beliefs affect a variety of outcomes.

For example, during the U.S. Civil War, the value of the greenback rose and fell based

on public beliefs (McCandless (1996)). Similarly, diminished expectations of nuclear war

cause individuals to save more (Russett and Slemrod (1993)), and CFO’s expectations of

earnings growth explain corporate investment plans and actual investment (Gennaioli, Ma,

and Shleifer (2016)). Furthermore, large political shifts such as Prohibition (Brittanica

(2019)) or the legalization of same-sex marriage (Ball (2015)) occurred on the heels of shifts

in public opinion. In this paper, I study one potential determinant of individual beliefs:

peers.

Peers have been shown to influence a variety of economic outcomes.1 However, there is less

1Previous work has documented peer effects in stock market participation (Hong, Kubik, and Stein
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evidence on whether peers affect underlying beliefs. To my knowledge, this paper is the first

to provide causal evidence of peer effects in one specific type of belief: financial expectations.

In this study, financial expectations refer to surveyed individual-specific beliefs about one’s

future financial situation. These beliefs are important because they are a key building block

in economic models and are related to individual behavior, e.g. savings decisions.

A number of theoretical papers study social transmission of beliefs.2 However, an important

next step in social finance is to empirically test whether and how beliefs are socially trans-

mitted. This paper provides evidence of a simple mechanism that individuals use to form

beliefs: people update their beliefs based on the beliefs of their peers. Additionally, I provide

evidence that this mechanism is rational in the sense that individuals who are influenced by

neighborhood financial expectations form more accurate financial expectations.

There are many reasons that an individual might take the beliefs of her neighbors into

account when forming her own financial expectations. For example, the beliefs of one’s

neighbors might provide information about the local labor market, local housing market, or

the overall economy. While this information may be available from other sources, it is often

easier to obtain information from word-of-mouth communication. As Ellison and Fudenberg

(1995) point out, economic agents “often choose not to perform studies or experiments, but

instead rely on whatever information they have obtained via casual word-of-mouth com-

munication.” Individuals often rely on this sort of information when making a variety of

decisions ranging from choosing a mechanic to purchasing a vacation rental. Consistent with

my rationality results, Ellison and Fudenberg (1995) show that word-of-mouth communica-

tion may lead players to adopt superior strategies, particularly when each individual receives

little information.

(2004); Brown et al. (2008); Kaustia and Knüpfer (2012)), asset purchases (Ivković and Weisbenner (2007)
and Bursztyn et al. (2014)), hours worked (Weinberg, Reagan, and Yankow (2004)), housing decisions (Bailey
et al. (2018)), and financial literacy (Haliassos, Jansson, and Karabulut (2020)).

2See Burnside, Eichenbaum, and Rebelo (2016), Han, Hirshleifer, and Walden (2020), and Hirshleifer
(2020)

2



One of the main challenges in identifying peer effects is the reflection problem. In seminal

work on peer effects, Manski (1993) describes a problem that arises when a researcher tries

to infer whether the average behavior of a group influences the behavior of individuals in

that group. This challenge is aptly named the reflection problem because it is akin to trying

to interpret the almost simultaneous movements of a person and her reflection in the mirror.

The reflection problem is particularly relevant in this paper because individuals are not ran-

domly assigned to neighborhoods. Therefore, observed correlation between an individual’s

financial expectations and the financial expectations of her neighbors could reflect the fact

that neighbors have similar environments. Additionally, even if one can rule out environ-

mental effects, it is difficult to determine whether an individual’s financial expectations are

driven by a response to her peers’ financial expectations or by shared exogenous character-

istics, such as wealth, marital status, or race.

In order to identify social influence, I use an instrumental variables strategy similar to that

of Brown et al. (2008), who find evidence of peer effects in stock market participation.

I instrument for the average financial expectations of an individual’s neighbors with the

average financial expectations of neighbors’ nonlocal family members. Whereas the average

financial expectations of these nonlocal family members are likely to be correlated with

the financial expectations of an individual’s neighbors,3 there is much less reason to think

that the individual’s financial expectations will be directly influenced by the expectations

of her neighbors’ nonlocal family members. The instrumental variable should only affect an

individual’s financial expectations indirectly; through social interaction with her neighbors.

Even with the instrumental variables approach, it is possible that individuals stochastically

self-select into neighborhoods based on traits that are correlated with financial expectations

and are similar among family members. For example, individuals, their neighbors, and their

3Family members are a particularly influential set of individuals. For example, Case and Katz (1991)
show that family adult behaviors are strongly associated with similar youth behaviors.
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neighbors’ nonlocal family members are likely to have similar wealth. Therefore, if wealth

is correlated with financial expectations, it might be driving my results. To address these

alternate explanations, I include individual fixed effects, year fixed effects, and time-varying

controls. The individual fixed effects control for observable and unobservable individual

characteristics that are fixed over time, such as race, gender, and risk tolerance; the year

fixed effects control for sample-wide time trends; and the time-varying controls rule out

specific observables, such as wealth and education, that could be driving my results.

Using this approach, I find evidence of substantial peer effects in financial expectations.

A one standard deviation increase in neighborhood financial expectations leads to a 2.36%

increase in individual financial expectations. To put this in perspective, a one standard

deviation increase in the financial expectations of an individual’s family is associated with

an 8.64% increase in the individual’s financial expectations. Therefore, the magnitude of the

neighborhood effect is nearly 27% as large as the magnitude of the family effect.

Survey responses from the British Household Panel Survey (BHPS) allow me to study direct

proxies for beliefs as opposed to trying to infer beliefs from economic outcomes. Recent work

has shown that survey measures of investor expectations are reflections of widely shared

beliefs. These beliefs have important asset pricing implications and are negatively correlated

with model-based expected returns (Greenwood and Shleifer (2014)).

The BHPS also has data that can be used to infer an individual’s level of social connectedness.

In a similar vein to Ivković and Weisbenner (2007), I use three sociability proxies to evaluate

alternative explanations for my results. If, for example, my results were driven by regional

shocks, then one would expect sociability to have no influence on the magnitude of peer

effects. Similarly, if my results were driven by common characteristics, such as education

or income, one would not expect peer effects to vary with changes in sociability. However,

I find that peer effects are stronger for individuals who are more socially connected. This

evidence supports the hypothesis that individuals are influenced by their neighbors’ financial

4



expectations and is difficult to reconcile with competing explanations.

Next, I use savings data from the BHPS to test the joint hypothesis that survey responses

reflect actual beliefs and that individuals act in accordance with these beliefs. I find that

individuals who expect their financial situation to improve are less likely to save than indi-

viduals who expect their financial situation to worsen. This evidence is consistent with the

joint hypothesis stated above.

Lastly, I test whether these observed peer effects are rational. I construct a measure of

financial expectation error by calculating the absolute difference between an individual’s

financial expectations and her realized change in financial situation. I find that individuals

with small financial expectation errors display a statistically significant peer effect, while

individuals with large expectation errors do not. Therefore, individuals seem to be making

good use of information when they take their neighbors’ financial expectations into account.

This paper contributes to four streams of literature. First, it extends the literature on peer

effects by providing evidence of causal peer effects in financial expectations. This evidence is

complementary to the work of Ahern, Duchin, and Shumway (2014), who find positive peer

effects in risk aversion.

Second, this paper contributes to the literature on belief formation. I provide evidence that

individuals use the financial expectations of their peers as an input when forming their own

financial expectations. Therefore, theoretical models of belief formation should consider

social interactions because they are an important microfoundation for individual beliefs.

Third, this paper contributes to the household finance literature by studying the rationality

of peer effects in financial expectations. I provide evidence that individuals who display

peer effects form more accurate financial expectations. Therefore, individuals can benefit by

updating their beliefs based on the beliefs of their peers.
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Fourth, this paper extends the social finance literature by providing evidence of social trans-

mission of financial expectations. Thus, my results support the premise of theoretical papers

that model the process by which ideas are transmitted (Burnside, Eichenbaum, and Rebelo

(2016) and Han, Hirshleifer, and Walden (2020)).

1.2 Data Description

My data come from a panel survey of U.K. residents called the British Household Panel

Survey (UK Data Service (2018)). This survey was carried out by the ESRC UK Longitudi-

nal Studies Centre with the Institute for Social and Economic Research at the University of

Sussex. The BHPS is an annual survey of each adult (age 16+) member of a nationally rep-

resentative sample of more than 5,000 households. Descriptive statistics for BHPS variables

of interest can be found in Table 1.1.

The BHPS was administered in annual waves from 1991 to 2008. In each of the 18 waves,

the same individuals were re-interviewed. Additional subsamples were added to the BHPS

in 1997 and 1999. After 2008, the BHPS became part of a new survey called Understanding

Society. However, this new survey does not contain many of the variables that are crucial

for my analysis. Therefore, I focus on data from the first 18 waves.

The survey waves were administered at least six months apart, so repeated measurement

issues are unlikely to bias my results. The stated aim of the BHPS is to maximize the

advantages of panel data to permit research into a wide range of social science topics.4

Many questions in the BHPS were asked in every wave. These are referred to as “core”

questions. The first core variable I use is FISITX. This variable allows me to measure an in-

dividual’s financial expectations. Respondents were asked the following question: “Looking

4For additional information on specifics of this survey, see Taylor et al. (2018).
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ahead, how do you think you yourself will be financially a year from now, will you be...(1)

Better off than you are now, (2) Worse off than you are now, Or (3) About the same?” Ad-

ditionally, respondents were allowed to answer “Don’t know” on any of the survey questions.

I code individual financial expectations as 1 if an individual believes she will be better off, 0

if an individual believes she will be about the same, and -1 if an individual believes she will

be worse off.

I use a second core variable (FISITC) to evaluate the rationality of peer effects in financial

expectations. This variable measures the change in each individual’s financial situation over

the last year. I calculate an individual’s financial expectation error as the absolute value of

the difference between FISITX and next year’s FISITC. This measure captures the absolute

difference between an individual’s financial expectations and her realized change in financial

situation.

Next, I use three variables as proxies for sociability. The first, FRNA, is a variable that mea-

sures the frequency with which an individual talks to her neighbors. The second, LKNBR,

equals one if an individual likes her neighborhood and zero otherwise. The third, ORGM,

equals one if an individual is a member of a local organization and zero otherwise.

The BHPS also has data on individual savings behavior. Respondents were asked the follow-

ing question: “Do you save any amount of your income for example by putting something

away now and then in a bank, building society, or Post Office account other than to meet

regular bills?” I construct a dummy variable (SAVE) that equals one if individuals save and

zero otherwise.

Finally, I utilize demographic information on each individual. The BHPS includes demo-

graphic information such as annual income (FIYR), job industry (JBSIC), education level

(QFEDHI), marital status (MASTAT), race (RACE), and interview area (IVIA). The first

five variables are included as controls. The last, interview area, is used to determine which
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individuals are neighbors. Because each interviewer covers a specific geographic area, indi-

viduals in the same interview area live near each other. When an individual moves out of

an interview area, she is assigned a new interviewer and a new interview area.

1.2.1 Neighborhood Financial Expectations

In order to construct neighborhood financial expectations, I use two variables: interview

area (IVIA) and financial expectations (FISITX). Interview area allows me to determine

which individuals are neighbors because each interviewer covers a specific geographic area.

Therefore, individuals in the same interviewer area live in relatively close proximity to one

another and are more likely to have social interactions with one another than individuals in

two different interview areas.5

Overall, there are 250 interview areas which cover the roughly 10,000 participants in the

initial BHPS sample. This means that the average interview area consists of 41 people who

live near each other. Near is a relative term because the geographic size of interview areas

varies with population density. For example, within the region of inner London there are 13

different interview areas. However, in the entire region of Wales there are only 12 different

interview areas. This makes sense because the populations of inner London and Wales were

comparable in 1991. Furthermore, this layout of interview areas is actually beneficial for

studying social interactions. Compared to individuals who live in densely populated cities,

individuals who live in rural areas are more likely to interact with people who live further

away.

For each individual, I calculate neighborhood financial expectations as the average financial

expectation of one’s neighbors in a given year. Because financial expectations are either

positive (1), negative (-1) or neutral (0), the average financial expectations of one’s neighbors

5Interview areas are comparable in size to Metropolitan Statistical Areas (MSA). This definition of
neighborhood is widely used in empirical studies in economics and finance, e.g. Brown et al. (2008).
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can be thought of as the proportion of neighbors who are optimistic about next year’s

financial prospects minus the proportion of neighbors who are pessimistic. Therefore, this

variable provides a good measure of the average financial expectations in an individual’s

neighborhood.

1.2.2 Sociability Proxies

I construct three sociability proxies using responses from the BHPS. The first proxy is most

closely related to neighborhood sociability because it measures the frequency with which

an individual talks to her neighbors. This variable equals one if an individual talks to her

neighbors most days of the week; two if she talks to them once or twice a week; three if she

talks to them once or twice a month; four if she talks to them less than once a month; and

five if she never talks to her neighbors. This proxy directly measures how socially connected

an individual is to her neighbors. Unfortunately, this is not a core question on the BHPS.

Therefore, data availability for this proxy is limited to a subset of survey waves.

The second proxy measures whether or not an individual likes her neighborhood. This proxy

is based on a core question in which respondents were asked the following: “Overall, do you

like living in this neighbourhood?...(1) Yes, (2) No.” The intuition behind this proxy is that

an individual who likes her neighborhood is more likely to have social interactions with her

neighbors. Alternatively, an individual who dislikes her neighborhood is probably not very

socially connected to her neighbors. Clearly, this is an imperfect measure of sociability, but

it is at least likely to be correlated with sociability. Additionally, this variable is the only

sociability proxy that is a core question, meaning that this question was asked in each of the

18 survey waves.

The third proxy for sociability is based on an individual’s involvement in local organizations.

The BHPS asks respondents to identify whether or not they belong to local organizations

9



such as: trade unions, environmental groups, parents assocations, tenants groups, religious

groups, voluntary service groups, and sports clubs. This proxy is a dummy variable that

equals one if a respondent is a member of any organization and zero otherwise. It has clear

sociability implications. If a person is a member of a local organization, she is more likely

to be socially connected. Unfortunately, these organization questions are not core questions.

Therefore, data availability for this proxy is limited.

1.2.3 Identification Strategy

My hypothesis is that an individual’s financial expectations are influenced by the financial

expectations of her neighbors. The difficulty in testing this hypothesis is described in de-

tail in Brown et al. (2008), but it comes down to an inability to control for unobserved

time-varying factors. The panel dataset allows me to control for individual and year fixed

effects. Therefore, my method rules out time invariant factors and sample-wide trends. Fur-

thermore, I control for observed time-varying variables, such as wealth, that could explain

the correlation between individual financial expectations and average neighborhood finan-

cial expectations. However, it is still possible that unobserved time-varying factors, such as

changes in a community’s information set, could explain my results. Thus, in order to iden-

tify causal peer effects in financial expectations, I need to find a source of exogenous variation

in the financial expectations of an individual’s neighbors. I use the financial expectations of

neighbors’ nonlocal family members as a source of exogenous variation.

Because survey respondents are not randomly assigned to neighborhoods, I use an instru-

mental variables strategy to find exogenous variation in neighborhood financial expectations.

I instrument for neighborhood financial expectations with the average financial expectations

of neighbors’ nonlocal family members. This instrument is likely to be correlated with the

financial expectations of an individual’s neighbors6, but it is not likely to be correlated with

6Case and Katz (1991) show that family behaviors are strongly correlated.

10



the financial expectations of the individual, except through the individual’s social interac-

tions with her neighbors.

Homophily is a key concern in studies of peer effects. Individuals, their neighbors, and

their neighbors’ nonlocal family members likely exhibit similarity along various unobservable

dimensions, e.g. political beliefs, religion, and race. If these unobservables are the true drivers

of my results, then the instrument might fail the exclusion restriction. While I cannot fully

address homophily due to the nonrandom assignment of individuals to neighborhoods, the

included controls address many alternative explanations. The individual fixed effects control

for time-invariant individual characteristics such as religion and race; the year fixed effects

control for sample-wide trends such as nationwide economic optimism; and the time-varying

controls (wealth and education) rule out specific alternative explanations. In addition to the

above controls, the reverse causality results in Figure 1.1 provide evidence against homophily.

I utilize the unique nature of my dataset to develop an instrument that relies on the finan-

cial expectations of neighbors’ nonlocal family members. The BHPS is conducted at the

individual and household level. This allows me to determine which individuals in my sample

have ever been a part of the same household.

For the purpose of this study, a family member is someone who lived in the same household

as a given individual at some point previously in the sample. Therefore, a nonlocal family

member is likely to be a divorced spouse, an adult child, a sibling, or anyone else who at

one point lived in the same household as the individual but has since moved to a different

interview area.

In order to construct the instrument, I begin by identifying each family member who is no

longer living in the same interview area. Next, for a given year, I calculate the average

financial expectations of each person’s nonlocal family members. Finally, I calculate the

average financial expectations of the nonlocal family members of each individual’s neighbors.
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1.3 Results

1.3.1 Panel Regressions

In order to determine whether there is a relationship between individual financial expec-

tations and neighborhood financial expectations, I run two panel regressions. The first

regression, reported in Column (1) of Table 1.2, is a simple regression of individual finan-

cial expectations on neighborhood financial expectations with no additional controls. The

second regression, reported in Column (2), includes wealth, individual fixed effects, and

year fixed effects as controls. Throughout the analysis, standard errors are clustered at the

neighborhood level.

Both specifications show a highly significant, positive relationship between individual finan-

cial expectations and neighborhood financial expectations. Including the additional controls

decreases the magnitude of the coefficient by over 50%. However, this is expected because

individual and year fixed effects remove a substantial amount of variation. What is more

striking is that there is a strong relationship between individual and neighborhood financial

expectations, even after controlling for individual and year fixed effects. One standard de-

viation in the residualized treatment variable is 0.097. Therefore, a one standard deviation

increase in neighborhood financial expectations is associated with a 2.45% (0.097 ∗ 0.253)

increase in individual financial expectations.

In order to determine if these magnitudes are economically meaningful, I consider the effects

of a particularly influential set of individuals: family members.7 Next, I compare the peer

effects in financial expectations to the family effects in financial expectations. Table 1.3

presents results from a regression of individual financial expectations on the average financial

expectations of the individual’s family members. I include controls for wealth, individual

7This test is similar to the test of parental influence on stock market participation in Brown et al. (2008).
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fixed effects and year fixed effects.

The results from this regression show a positive, statistically significant relationship between

individual financial expectations and average family financial expectations. To compare the

magnitude of the family effect to the magnitude of the peer effect, I calculate the standard

deviation in the residualized treatment variable as 0.379. A one standard deviation increase

in the financial expectations of one’s family is associated with an increase of 8.64% (0.379 ∗

0.228) in one’s own financial expectations. Therefore, the neighborhood effect from Table

1.2 is roughly 28% as large as the family effect.

These results provide evidence that the financial expectations of individuals are correlated

with the financial expectations of their neighbors. Furthermore, this correlation is not en-

tirely driven by time-invariant individual characteristics or by sample-wide trends. Even

after including individual and year fixed effects, the relationship is statistically and econom-

ically significant. Therefore, if unobserved factors are driving these results, they must be

time-varying or neighborhood specific.

1.3.2 Reverse Causality

Based on these panel regressions alone, it is not necessarily true that individuals take their

neighbors’ financial expectations into account when forming their own financial expectations.

It is also possible that individuals move to neighborhoods where people have similar financial

expectations. In this case, reverse causality could be driving the results.

While financial expectations might not be the primary factor that influences neighborhood

choice, it is possible that people unintentionally choose to live near people with similar finan-

cial expectations. For example, individuals might move to an area based on the prospects of

the local housing market. Other individuals in that area are likely to have similar positive
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beliefs about the local housing market. If neighbors have similar beliefs about the local

housing market, they might also have similar beliefs about future financial prospects.

I test for reverse causality by running four subsample regressions. Individuals are split into

subsamples based on how long they have lived in the same neighborhood. If an individual

moves or is newly added to the survey, she would be placed into the subsample that is

associated with zero years in the neighborhood. In each of these regressions, I use the same

specification as in Column (2) of Table 1.2.

If individuals are indeed taking neighborhood financial expectations into account when form-

ing their own financial expectations, then one would expect the coefficients to get larger the

longer an individual lives in the same neighborhood. This is because when an individual first

moves to a neighborhood, she might not know her neighbors very well. However, as years go

by, she will likely get to know her neighbors better and be more influenced by their financial

expectations.

On the other hand, if reverse causality is driving the observed relationship, we would ex-

pect the coefficients to either stay flat or get progressively smaller the longer an individual

lives in a neighborhood. To see this, consider an individual who moves to a neighborhood

because residents of that neighborhood have similar financial expectations to her own. This

similarity should be strongest immediately after the move. As time passes, if there is no

social transmission of beliefs and ideas, people’s financial expectations will either maintain

the same level of correlation or start to diverge. This would manifest itself as either flat or

decreasing coefficients on neighborhood financial expectations.

Figure 1.1 provides evidence against reverse causality. As discussed previously, if reverse

causality were driving the results, one would expect the coefficients for year 0 and year 1 to be

the highest, with either flat coefficients or a steady decline in the years that follow. Instead,

the results suggest that an individual is increasingly influenced by her neighbors’ financial
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expectations the longer she lives in the neighborhood. The coefficient on neighborhood

financial expectations is largest for individuals who have lived in the same neighborhood for

three or more years. This is consistent with the social transmission of financial expectations

among neighbors.

In peer-effect studies, homophily is a key concern. Because individuals tend to be attracted

to people who are similar to themselves, it is likely that individuals in the same neighbor-

hood are similar along various unobservable dimensions, such as political beliefs, religion,

or race. If these common unobservables were driving my results, then one would expect

to see coefficients of similar magnitudes regardless of how long an individual has lived in

a neighborhood. While homophily cannot be fully ruled out in a setting without random

assignment into peer groups, the results from Figure 1.1 provide evidence against homophily

and in support of the social transmission of beliefs.

1.3.3 First-Stage Regression

In order to provide causal evidence that individuals are influenced by their neighbors’ fi-

nancial expectations, I utilize an instrumental variables strategy. Table 1.4 provides results

from the first-stage regression of average financial expectations of one’s neighbors on average

financial expectations of neighbors’ nonlocal family members. Because the instrument is

highly correlated with neighborhood financial expectations, it meets the first criterion for an

instrument in two-stage least squares.

In Column (1) of Table 1.4, I report the coefficient from a baseline specification with no other

controls. In Column (2), I control for wealth, individual fixed effects, and year fixed effects.

This second specification will ultimately be included in the two-stage least squares. In

both specifications, there is a highly significant relationship between neighborhood financial

expectations and the financial expectations of neighbors’ nonlocal family members. The t-
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statistic for the second specification is 3.66. The corresponding F statistic is 13.40, and the

Kleibergen-Paap rk Wald F statistic is 15.11. These statistics indicate that the instrument

is sufficiently powerful.8

1.3.4 Reduced Form Regression

Angrist and Krueger (2001) argue that it is important to report reduced-form estimates

because these estimates are unbiased. Therefore, reduced-form estimates can mitigate con-

cerns about weak instruments. Table 1.5 reports estimates from a reduced-form regression

of individual financial expectations on the financial expectations of neighbors’ nonlocal fam-

ily members. Column (1) of Table 1.4 reports results from a baseline specification with no

other controls. Column (2) reports results from a specification in which I control for wealth,

individual fixed effects, and year fixed effects.

Results from the reduced-form regression provide evidence for the causal relationship of in-

terest. In both specifications, the sign of the coefficient is positive and statistically different

from zero, albeit only marginally significant in the second specification. Thus, the finan-

cial expectations of neighbors’ nonlocal family members should be a valid instrument for

neighborhood financial expectations.

1.3.5 Instrumental Variable Regression

Table 1.6 reports the main set of results using my instrumental variables strategy. The de-

pendent variable of interest is the average financial expectations of an individual’s neighbors.

Standard errors are clustered at the neighborhood level to allow for correlation within neigh-

8The BHPS data likely fails the i.i.d assumption necessary for the Stock and Yogo (2005) critical values.
Therefore, Baum, Schaffer, and Stillman (2007) recommend using the older “rule of thumb” which says that
the F statistic should be at least 10 to avoid weak-identification issues.
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borhoods. To strengthen my identification, this specification controls for wealth, individual

fixed effects and year fixed effects.

I include individual fixed effects because there are likely observable and unobservable indi-

vidual characteristics that could be correlated with neighborhood financial expectations and

individual financial expectations. Some examples include: race, marital status, and educa-

tion. Additionally, I control for year fixed effects because there could be sample-wide trends

in financial expectations. For example, during the 1990’s, the dot-com bubble might have

caused the entire sample to be more optimistic about the future. The inclusion of year fixed

effects means that I am no longer using year variation in any variable to identify my key effect

of interest. Thus, sample-wide time trends in economic variables are not driving my results.

Finally, I control for wealth because this is a time-varying variable that could be correlated

with both individual financial expectations and neighborhood financial expectations.

The coefficient of 0.512 on neighborhood financial expectations in Table 1.6 is the main

result of this paper. This coefficient is statistically significant and suggests that a 10%

increase in neighborhood financial expectations leads to a 5.12% increase in an individual’s

financial expectations. When interpreting results from a model with fixed effects, one must

be careful to identify plausible counterfactual shifts in the independent variable because

adding fixed effects removes a substantial amount of potential variation. In this case, given

that one standard deviation in the residualized treatment variable is 0.046, a 10% increase

is certainly plausible. Stated differently, a one standard deviation increase in the financial

expectations of one’s neighbors leads to a 2.36% (0.046∗0.512) increase in one’s own financial

expectations.

To determine if these magnitudes are economically meaningful, I again consider the family

effects in financial expectations. As previously shown, a one standard deviation increase in

the financial expectations of one’s family is associated with an increase of 8.64% in one’s own

financial expectations. Therefore, the causal peer effects in financial expectations are roughly
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27% as large as the family effects in financial expectations. This is striking, considering that

family members are very influential in individual decision-making.

1.3.6 Sociability Results

I provide additional evidence for the social transmission of beliefs using three proxies for

sociability. Recall that the first proxy measures the frequency with which an individual

interacts with her neighbors. The second proxy is a dummy variable that equals one if an

individual likes her neighborhood and zero otherwise. The third proxy is a dummy variable

that equals one if an individual is a member of a social organization and zero otherwise.

Figures 1.2 through 1.4 present point estimates and 95% confidence intervals from regressions

using these three proxies for sociability. In each regression, I use the main instrumental

variables specification from Table 1.6, but I split my sample based on each sociability proxy.

For example, I present results from five subsample regressions to evaluate the first sociability

proxy. Individuals are placed into each of the subsamples based on the frequency with which

they interact with their neighbors. I use a similar methodology to split individuals into

subsamples for the second and third sociability proxies.

Results for the first sociability proxy are reported in Figure 1.2. The coefficients on neighbors’

financial expectations are largest for individuals who talk with their neighbors on a daily

basis and smallest for individuals who never or rarely talk to their neighbors. In fact, the

peer effect is only statistically significant for individuals who talk to their neighbors on a

daily basis. These results provide evidence in support of the social transmission of financial

expectations. Individuals who interact with their neighbors on a daily basis are the most

likely to be socially connected to their neighbors.

Results from the second sociability proxy are reported in Figure 1.3. Based on these subsam-
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ple regressions, it is clear that there is only a statistically significant peer effect for individuals

who like their neighborhood. This evidence also supports the social transmission hypothesis

because individuals who like their neighborhood are more likely to be socially connected

with their neighbors than individuals who dislike their neighborhood.

Finally, Figure 1.4 provides results for the third sociability proxy. There is only a statistically

significant peer effect for individuals who are members of local organizations. The peer

effect for nonmembers is indistinguishable from zero. Again, this evidence supports the

social transmission hypothesis because individuals who belong to local organizations are

more likely to be socially connected to their neighbors than individuals who don’t belong to

any local organizations.

Overall, the sociability proxies provide evidence that supports the social transmission hy-

pothesis and is difficult to reconcile with competing explanations. Individuals who are more

socially connected are more influenced by the financial expectations of their neighbors. On

the other hand, individuals who are not very socially connected display coefficients that are

statistically indistinguishable from zero. This evidence provides an important insight into

the mechanism driving peer effects in financial expectations.

One plausible alternative explanation for my results from Section 1.3.5 is that individuals,

their neighbors, and their neighbors’ nonlocal family members all share common informa-

tion sources. For example, maybe individuals are more likely to read the same newspapers

and watch the same news channels as their neighbors and their neighbors’ nonlocal family

members. My instrumental variables strategy is not able to differentiate between this com-

mon information hypothesis and the social transmission hypothesis. However, the common

information hypothesis does not explain the sociability results from Figures 1.2 through 1.4.

While one could still argue that these sociability proxies are instead proxies for shared

information, information sharing is most likely to arise as the result of social interaction. For
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example, it is possible that individuals who talk to their neighbors more frequently are more

likely to read the same newspaper as their neighbors. However, this increased propensity

to read the same newspaper is likely due to increased social interaction. Therefore, social

interaction would still be driving these results.

It is also possible that common characteristics are driving my results from Section 1.3.5.

For example, individuals might be similar to neighbors’ nonlocal family members based on

race, wealth, or education level. Again, the sociability results from Figures 1.2 through 1.4

provide evidence that supports the social transmission hypothesis and is difficult to reconcile

with this alternative explanation.

1.3.7 Expectations and Actions

One common criticism of survey expectations is that we cannot be sure if they are related to

actual behavior. It is possible that framing affects survey responses or that individuals do

not actually mean what they say. In this section, I test the relationship between financial

expectations and savings behavior using a methodology that is very similar to Cocco, Gomes,

and Lopes (2020). The results provide evidence that individuals behave in a manner that is

broadly consistent with their financial expectations.

I study the relationship between financial expectations and savings behavior by regressing the

savings dummy variable (SAVE) on individual financial expectations. The savings dummy

variable equals one if an individual saved money over the past year and zero otherwise. As

before, I control for wealth, individual fixed effects, and year fixed effects. Standard errors

are clustered at the neighborhood level.

Results from Table 1.7 show a statistically significant, negative relationship between individ-

ual financial expectations and the savings dummy. This means that individuals who expect
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their financial situation to improve are less likely to save. Therefore, individual savings be-

havior is consistent with surveyed financial expectations. This finding provides evidence in

support of the joint hypothesis that surveyed beliefs reflect actual beliefs and that individuals

act in accordance with their beliefs.

1.3.8 Peer Effects and Rationality

Lastly, I analyze the rationality of these observed peer effects. It is possible that learning

from the financial expectations of one’s neighbors is a good idea. These expectations might

provide information about the local labor market or the local housing market. Furthermore,

neighborhood financial expectations might provide information about the general direction

of the economy.

On the other hand, it is also possible that individuals who update based on the beliefs of

their peers are making a mistake. For example, neighborhood financial expectations might

not provide any additional information about local market conditions. Furthermore, even if

neighborhood financial expectations provide information, individuals might not correctly use

this information. For instance, they might put too much weight on the financial expectations

of their peers. This could lead to irrational herding behavior, especially if neighborhood

financial expectations crowd out individual information.

To assess the rationality of these observed peer effects, I compare each individual’s financial

expectations (FISITX) with the realized change in that individual’s financial situation the

following year (FISITC). Financial expectation error is calculated as the absolute value of

the difference between FISITX and FISITC. Next, I split individuals into two groups based

on their financial expectation error for each year. Individuals in the “small” subsample have

errors that are smaller than the median error, and individuals in the “large” subsample have

errors that are larger than the median error. Lastly, I run subsample regressions using the
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main instrumental variables specification from Table 1.6.

Figure 1.6 presents point estimates and 95% confidence intervals from these subsample re-

gressions. As can be seen from the figure, individuals with small financial expectation errors

display a statistically significant peer effect in financial expectations. Individuals with large

errors do not. Therefore, individuals are displaying at least a degree of rationality and seem

to be making good use of information when they take their neighbors’ financial expectations

into account.

1.4 Conclusion

Historically, shifts in beliefs have caused substantial changes in outcomes as varied as indi-

vidual savings, corporate investment plans, currency value, marriage norms, and Prohibition.

Furthermore, investor beliefs are fundamental in economic models and have been shown to

influence asset prices. I provide evidence of causal peer effects in one particular type of

belief: financial expectations.

In order to address the reflection problem (Manski (1993)), I combine an instrumental vari-

ables strategy with individual and year fixed effects. I instrument for neighborhood financial

expectations with the average financial expectations of neighbors’ nonlocal family members.

I show that a one standard deviation increase in neighborhood financial expectations leads to

a 2.36% increase in individual financial expectations. This result is economically meaningful

because it amounts to approximately 27% of the family effect in financial expectations.

Using three proxies for sociability, I provide additional evidence that social transmission

is the mechanism driving this result. I find that socially connected individuals are more

influenced by their neighbors’ financial expectations. These results are consistent with the

social transmission hypothesis and are difficult to reconcile with competing explanations.
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Next, I test the joint hypothesis that surveyed financial expectations reflect actual beliefs and

that individuals act in accordance with these beliefs. Consistent with this joint hypothesis,

I show that individuals who expect their financial situation to improve are less likely to save

than individuals who expect their financial situation to worsen.

Lastly, I provide evidence that individuals form more accurate expectations when they take

their peers’ financial expectations into account. This evidence suggests that individuals are

behaving rationally when they form expectations based on the expectations of their peers.

These findings help to explain how beliefs spread through a population. If individuals form

beliefs based on the beliefs of their peers, it is plausible that a relatively small shock to the

financial expectations of a few particularly connected individuals could lead to a multiplier

effect that shifts the beliefs of an entire population.9 This in turn could explain the existence

of booms and busts that seem unrelated to observable fundamentals. The recent surge in the

stock prices of Gamestop and AMC provide salient examples of the potential price impact

of a small number of socially well-connected investors.

9Hirshleifer (2020) provides an example of a model in which bias iterates socially and induces a multiplier.
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Table 1.1: Descriptive Statistics.

The table below provides descriptive statistics for the individuals interviewed in the first
wave of the British Household Panel Survey. The only exception is the “Talks to neighbors”
variable, which is from the 1997 wave of the BHPS.

mean sd min max
Age 45.73 50.62 16 102
Male 0.47 0.50 0 1
Married 0.59 0.49 0 1
Financial expectations 0.12 0.62 -1 1
Talks to neighbors (1997) 2.01 1.04 1 5
Likes neighborhood? 0.87 0.34 0 1
Org. member 0.54 0.50 0 1

Table 1.2: Panel Regression.

The table below provides results for the panel regression of individual financial expectations
on neighborhood financial expectations. Column (1) reports baseline results with no ad-
ditional controls. Column (2) reports results from a specification that controls for wealth,
individual fixed effects, and year fixed effects. There are fewer observations in Column (2)
because the individual fixed effects force me to drop roughly 6,000 singleton observations.
Standard errors are clustered at the neighborhood level. Additionally, the standard errors
allow for heteroskedasticity.

(1) (2)
No Controls Additional Controls

Neighborhood financial 0.518∗∗∗ 0.253∗∗∗

expectations (31.73) (17.12)

Observations 236,763 230,962
Adj. R-squared 0.015 0.262
Individual FE NO YES
Year FE NO YES
Time-varying controls NO YES
t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 1.3: Family Effects Regression.

The table below provides results for the regression of individual financial expectations on
average financial expectations of the individual’s family members. This specification controls
for wealth, individual fixed effects, and year fixed effects. Standard errors are clustered at
the neighborhood level. Additionally, the standard errors allow for heteroskedasticity.

(1)
Financial expectations

Financial expectations of 0.228∗∗∗

family members (37.62)

Observations 194,030
Adj. R-squared 0.2775
Individual FE YES
Year FE YES
Time-varying controls YES
t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 1.4: First-Stage Regression.

The table below provides results for the first-stage regression of average neighborhood finan-
cial expectations on average financial expectations of neighbors’ nonlocal family members.
Column (1) reports baseline results with no other controls. Column (2) reports results from
a specification that controls for wealth, individual fixed effects, and year fixed effects. There
are fewer observations in Column (2) because the individual fixed effects force me to drop
roughly 6,000 singleton observations. Standard errors are clustered at the neighborhood
level. Additionally, the standard errors allow for heteroskedasticity.

(1) (2)
No Controls Additional Controls

Financial expectations of 0.341∗∗∗ 0.099∗∗∗

nonlocal family members (7.04) (3.66)

Observations 236,666 230,864
Adj. R-squared 0.020 0.385
Individual FE NO YES
Year FE NO YES
Time-varying controls NO YES
t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Figure 1.1: Reverse Causality Test.

The figure below shows point estimates and 95% confidence intervals for the coefficients from
four regressions of individual financial expectations on neighborhood financial expectations.
The regressions are subsample regressions, where subsamples are split based on the number
of years an individual has lived in her neighborhood. All regressions control for wealth, indi-
vidual fixed effects, and year fixed effects. Standard errors are clustered at the neighborhood
level. Additionally, the standard errors allow for heteroskedasticity.
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Table 1.5: Reduced-Form Regression.

The table below provides results for the reduced-form regression of individual financial expec-
tations on average financial expectations of neighbors’ nonlocal family members. Column (1)
reports baseline results with no other controls. Column (2) reports results from a specifica-
tion that controls for wealth, individual fixed effects, and year fixed effects. There are fewer
observations in Column (2) because the individual fixed effects force me to drop roughly
6,000 singleton observations. Standard errors are clustered at the neighborhood level. Ad-
ditionally, the standard errors allow for heteroskedasticity.

(1) (2)
No Controls Controls

Financial expectations of 0.274∗∗∗ 0.0508∗

nonlocal family members (5.55) (1.91)

Observations 236,666 230,864
Adj. R-squared 0.001 0.260
Individual FE NO YES
Year FE NO YES
Time-varying controls NO YES
t statistics in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗>∗ p < 0.01

Table 1.6: Instrumental Variables Regression.

The table below provides results for the instrumental variables regression of individual finan-
cial expectations on average neighborhood financial expectations. I instrument for neighbor-
hood financial expectations with the average financial expectations of neighbors’ nonlocal
family members. This specification controls for wealth, individual fixed effects, and year
fixed effects. Standard errors are clustered at the neighborhood level. Additionally, the
standard errors allow for heteroskedasticity.

Financial expectations
Neighborhood financial 0.512∗∗∗

expectations (3.04)

Observations 230,868
Individual FE YES
Year FE YES
Time-varying controls YES
t statistics in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Figure 1.2: Interaction Frequency.

The figure below shows point estimates and 95% confidence intervals for the coefficients
from instrumental variables regressions of individual financial expectations on neighborhood
financial expectations. The regressions are subsample regressions, which are split based on
how often an individual talks to his or her neighbors. All regressions control for wealth, indi-
vidual fixed effects, and year fixed effects. Standard errors are clustered at the neighborhood
level. Additionally, the standard errors allow for heteroskedasticity.
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Figure 1.3: Opinion of Neighborhood.

The figure below shows point estimates and 95% confidence intervals for the coefficients
from instrumental variables regressions of individual financial expectations on neighborhood
financial expectations. The regressions are subsample regressions, which are split based
on whether or not an individuals like his or her neighborhood. All regressions control for
wealth, individual fixed effects, and year fixed effects. Standard errors are clustered at the
neighborhood level. Additionally, the standard errors allow for heteroskedasticity.
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Figure 1.4: Organization Membership.

The figure below shows point estimates and 95% confidence intervals for the coefficients
from instrumental variables regressions of individual financial expectations on neighborhood
financial expectations. The regressions are subsample regressions, which are split based on
whether or not an individual is a member of a local organization. All regressions control for
wealth, individual fixed effects, and year fixed effects. Standard errors are clustered at the
neighborhood level. Additionally, the standard errors allow for heteroskedasticity.
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Figure 1.5: Desire to Move.

The figure below shows point estimates and 95% confidence intervals for the coefficients
from instrumental variables regressions of individual financial expectations on neighborhood
financial expectations. The regressions are subsample regressions, which are split based on
whether or not an individual wants to move. All regressions control for wealth, individual
fixed effects, and year fixed effects. Standard errors are clustered at the neighborhood level.
Additionally, the standard errors allow for heteroskedasticity.
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Table 1.7: Savings Regression.

The table below provides results for a panel regression of a savings dummy variable on
individual financial expectations. This specification controls for wealth, individual fixed
effects, and year fixed effects. Standard errors are clustered at the neighborhood level.
Additionally, the standard errors allow for heteroskedasticity.

(1)
Savings dummy

Financial expectations -0.0111∗∗∗

(-5.29)

Observations 230,962
Adj. R-squared 0.361
Individual FE YES
Year FE YES
Time-varying controls YES

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗>∗ p < 0.001
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Figure 1.6: Rationality of Peer Effects.

The figure below shows point estimates and 95% confidence intervals for the coefficients
from instrumental variables regressions of individual financial expectations on neighborhood
financial expectations. The regressions are subsample regressions, which are split based
on financial expectation error for each individual in each year. All regressions control for
wealth, individual fixed effects, and year fixed effects. Standard errors are clustered at the
neighborhood level. Additionally, the standard errors allow for heteroskedasticity.

33



Chapter 2

Does Sunshine Cloud Investor

Judgment?

2.1 Introduction

A considerable amount of research in behavioral finance has focused on documenting and

explaining various behavioral biases that contribute to systematic and persistent investor

errors. Recently, a growing literature has examined the cognitive processes and mechanisms

that lead to these biases (for a review, see Frydman and Camerer (2016)).

I examine the relationship between mood and investor decision-making using two proxies

for mood: weather and media pessimism. In order to evaluate investor decision-making,

I calculate ex-post 3-factor alphas at 1-month, 4-month, and 12-month horizons. I find

no discernible relationship between mood and buying decisions. However, selling decisions

improve substantially when investors are in a negative mood. For example, a one-unit

increase in cloudiness, which is equivalent to a move from one of the sunniest days of the

year to one of the cloudiest days of the year, improves the 4-month 3-factor alpha by 1.54%.
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This is striking, considering the difference in average alphas between an investor in the

top performance decile and the bottom performance decile is 1.56%. Therefore, the mood-

induced alpha improvement is economically meaningful.

Next, I consider the disposition effect as an underlying mechanism that could be driving this

alpha improvement. The disposition effect refers to the tendency of investors to sell winners

more readily than losers Shefrin and Statman (1985). Winners are defined as stocks that

are trading above their purchase price, and losers are stocks that are trading below their

purchase price.

I consider the disposition effect for three reasons. First, it is one of the most robust and well-

documented investment mistakes. Second, the disposition effect is a selling phenomenon, so

it can offer a potential explanation for my results on selling decisions. Third, it is unclear

what drives the disposition effect. Using local cloudiness and media pessimism as proxies for

investor mood, I find that a decrease in the valence of investor mood leads to a decrease in

the magnitude of the disposition effect.

Lastly, I provide evidence that the improved selling decisions discussed above are likely to

come from stocks that are trading at a gain. Investors who are in a negative mood are

more likely to hold on to winners. Furthermore, the alpha improvement is even larger when

the sample is restricted to winners. For example, a one-unit increase in cloudiness leads to

a 2.59% alpha improvement at the 4-month horizon for winners. This alpha improvement

is substantially larger than the difference in average alphas between investors in the top

performance decile and those in the bottom performance decile.

Extensive research in psychology and marketing confirms the link between mood and judg-

ment. Early papers in psychology observed that almost any target is likely to be judged more

favorably when the evaluator is in a positive rather than a negative mood Clore, Schwarz,

and Conway (1994). Schwarz and Clore also find that subjects report more happiness and
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life satisfaction when in a good mood compared to a bad mood Schwarz and Clore (1983).

Furthermore, these positive evaluations translate into overt behavior. For example, Hirsh-

leifer and Shumway find that sunshine is strongly significantly correlated with stock returns

across 26 different countries Hirshleifer and Shumway (2003). The authors argue that weather

is unlikely to affect the rational price of a nation’s stock market index because agriculture

only plays a modest role in modern economies. Thus, mood-driven sentiment has an effect

on investment decisions at the aggregate market level.

Not only does mood influence the valence of judgements, it also affects an individual’s

cognitive processing strategy. To differentiate between processing strategies, I rely on the

dual-processing framework Kahneman (2015). Under this framework, individuals either use

an intuitive, heuristic approach to processing (System 1) or an analytic, detail-oriented ap-

proach (System 2). Most studies in this area find that people in negative emotional states are

more likely to engage in systematic processing, whereas people in positive emotional states

are more prone to heuristic processing. For example, positive mood leads to more heuristic

processing when evaluating print ads Batra and Stayman (1990). Similarly, participants are

more likely to rely on general knowledge structures under happy as opposed to sad moods

Bless et al. (1996). These findings lead to my prediction that sad investors will make better

decisions and display smaller magnitudes of the disposition effect.

This paper extends the literature on behavioral finance by providing insights into the role of

mood in investor decision-making. In congruence with the predictions of cognitive processing

theory, I find that selling decisions improve and the disposition effect decreases for investors

in negative moods. Since weather is exogenous and should not influence investment except

through mood, it is likely that these relationships are causal. Thus, any explanation for the

cause of the disposition effect should take mood into account.

This paper also contributes to the affect and cognition literature. I offer evidence that
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investors use mood as an input for decision-making, even when relatively large sums of

money are at stake. Typically, laboratory experiments are only able to offer small amounts

of money to incentivize participants. This leads to the common concern that investors

might behave differently in the lab than in the real world. This natural experiment provides

compelling evidence in support of the feelings as information theory of Schwarz 2012.

Additionally, I contribute to the literature on the disposition effect. Previous work examines

the weather effect for individual investors in five major U.S. cities over a six-year period

Goetzmann and Zhu (2005). The authors find virtually no difference in individuals’ propen-

sity to buy or sell stocks on cloudy days as opposed to sunny days. I extend this stream of

research by considering the propensity to sell a stock conditional on whether that stock is

trading at a gain. I find that investors are significantly more likely to hold on to winners

when they are in a negative mood.

Finally, this paper extends the household finance literature by providing causal evidence of a

relationship between mood and investor performance. When investors are in negative moods,

they make better selling decisions, particularly for stocks trading at a gain. Additionally,

investors in negative moods display reduced magnitudes of the disposition effect. Therefore,

investors can benefit by considering their mood before making investment decisions.

2.2 Mood and Decision-Making

A robust finding in affect and cognition literature is that individuals who are in good moods

evaluate a variety of targets more positively than individuals who are in bad moods Bagozzi,

Gopinath, and Nyer (1999). These optimistic evaluations are due to the mood congruency

effect, in which people who are in good moods find positive material more salient and people

in bad moods find negative material more salient Forgas and Bower (1987).
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Additional studies consider the effect of mood on cognition. In general, for unstructured,

social reasoning tasks, individuals in negative moods are more inclined to use systematic

processing and invest effort to conduct careful analysis. In contrast, individuals in positive

moods are more likely to use heuristic processing and pay less attention to detail Boden-

hausen, Kramer, and Süsser (1994). These differences in information processing strategies

are coherent with the feelings as information theory of Norbert Schwarz. Under this theory,

feelings serve as signals about situational processing requirements. For example, an individ-

ual in a bad mood might take her feelings as a signal of a problematic situation. She would

then be more willing to invest effort and use a detail-oriented processing strategy to make a

decision. On the other hand, if an individual in a good mood views his mood as a signal of

a benign situation, he would see little need to expend his cognitive resources and might rely

on simple heuristics to make a decision.

Additionally, studies have shown that mood effects on processing strategy are eliminated

when the informational value of feelings are called into question Sinclair, Mark, and Clore

(1994). This finding is consistent with the feelings as information explanation and is difficult

to reconcile with many competing explanations. Therefore, individuals use mood, often

subconsciously, as information to make judgments. When they realize that mood may have

little informational value for the current decision, the effect of mood on processing style is

eliminated.

Decision-making models, such as the affect infusion model Forgas (1995), predict that pro-

cessing influences the degree to which emotion and mood affect judgement. Furthermore,

the model predicts that mood is most likely to influence judgement in complex situations

that require significant cognitive processing. Due to the complex and unpredictable nature

of the stock market, investment decisions are an ideal setting to test the effects of mood on

individual decision-making
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2.3 The Disposition Effect

The disposition effect is one of the most robust and well-documented investment patterns.

U.S. retail investors sell winners more readily than losers, and this behavior is not justified

by subsequent performance Odean (1998). The disposition effect is present not only for

individual investors, but also for institutional investors such as mutual funds and corporations

Barber et al. (2007). Furthermore, the disposition effect is not unique to U.S. investors.

Chinese investors also sell winners more readily than losers Feng and Seasholes (2005).

Even though the disposition effect is well-documented, its cause is still unclear. Early expla-

nations propose a mixture of prospect theory, mental accounting, and regret aversion Shefrin

and Statman (1985). However, Barberis and Xiong use a model of investor trading behavior

with prospect theory preferences to show that these preferences do not guarantee a tendency

to sell winners more readily than losers. In many cases, prospect theory preferences actually

predict a reverse disposition effect. The authors instead propose “realization utility” as a

driver of the disposition effect Barberis and Xiong (2009). With realization utility, investors

get a burst of utility from realizing gains.

However, because there is little evidence of an upward jump in selling at zero profits, the

disposition effect is not driven by a simple direct preference for selling a winner over a loser

Ben-David and Hirshleifer (2012). Ingersoll and Jin 2013 expand upon the idea of realization

utility by building a model that generates voluntary realized gains and losses. This model

can be calibrated to realized levels of the disposition effect.

Even though the exact mechanism driving the disposition effect is still debated, it is clear

that the disposition effect is affected by mood. Previous research has shown that emotions

play an important role in driving this investment mistake. Summers and Duxbury (2007)

employ experimental testing to examine the minimum conditions necessary to produce the

disposition effect. By changing whether participants have a choice over which stock they hold,
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the authors manipulate whether participants feel responsibility for paper gains and losses.

They hypothesize that manipulating responsibility will also affect whether or not participants

feel emotions like regret and rejoicing. The disposition effect only occurs when individuals

feel responsibility for gains or losses. Therefore, the authors conclude that emotions play

an important role in economic decision-making and serve as a key driver for the disposition

effect. Furthermore, Richards et al. 2018 find that individual investors’ intuitive, emotional

reactions explain susceptibility to the disposition effect, but regulation of emotions can help

to overcome it.

2.4 Data

The main dataset used in the empirical analysis is the set of all trades of individual investors

at a large U.S. discount brokerage house from January 1991 to November 1996. This dataset

contains stock transactions from 111,284 unique accounts and provides a representative sam-

ple of U.S. retail investors. Additionally, I incorporate daily stock data from the Center for

Research on Security Prices (CRSP). I obtain prices, returns, volume and market capital-

ization data at a daily frequency. I use this CRSP data to calculate various market-level

controls as well as to determine which stocks are winners and losers.

Next, I use Diego Garćıa’s measure of media pessimism as the media proxy for mood. This

measure uses textual analysis to calculate daily media pessimism Garćıa (2013). As a proxy

for sentiment, Garćıa uses the fraction of positive and negative words in two financial news

columns from the New York Times. For further discussion about the creation of this media

proxy, please see Diego Garćıa’s paper.

In order to get cloudiness at the local level, I use weather data from the Iowa State airport

weather database. This database contains hourly weather observations from airports around
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the world. I collect hourly weather variables for all U.S. airports from January 1991 to

December 1996. I focus on cloudiness instead of other weather variables because Hirshleifer

and Shumway find that this is the best proxy for mood Hirshleifer and Shumway (2003). In

order to determine an investor’s local weather, I use weather data from the airport that is

nearest to that investor’s home. My analysis will focus on the subset of investors for which

I have a home address.

Finally, I use data from Kenneth French’s website to calculate 3-factor alphas. I import

daily data for MKTRF, SMB, and HML. SMB (Small Minus Big) is the average return on

the three small portfolios minus the average return on the three big portfolios. HML (High

Minus Low) is the average return on the two value portfolios minus the average return on

the two growth portfolios. MKTRF is the excess return on the market using value-weights.

For additional information on this data, see Kenneth French’s data library.

2.5 Mood Proxies

I use two proxies for mood: local weather and media pessimism. The better proxy is weather

because it is exogenous. It is well-established in psychology literature that there is a correla-

tion between sunshine and behavior. Lack of sunshine has been linked to depression Eagles

(1994) and suicide Tietjen and Kripke (1994). Most evidence suggests that, holding all else

constant, people feel better on sunny days. Sunshine, as opposed to news about sunshine, is

positively associated with mood and therefore should influence investor processing strategies.

This is an important distinction because it separates weather from news-related measures

that are less exogenous.

The weather proxy for investor mood avoids many of the issues presented by other proxies for

mood. Even though weather can affect economic fundamentals, its effects on long-term value
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are typically small. For example, cloudiness might affect economic output in a particular

region, but it has low cross-location correlation. The amount of cloudiness in one zipcode

is not generally representative of the cloudiness across the entire U.S. Moreover, weather is

transient. Today’s cloudiness is not highly correlated with next week’s cloudiness. Thus, if

weather influences the prevalence of investor biases, there is a clear psychological explanation

but no plausible rational explanation. Weather is also unambiguously observable. Therefore,

it provides an ideal setting to test whether or not mood affects investor decision-making.

In order to construct the weather proxy, I follow a methodology similar to previous work

on weather-induced mood Goetzmann et al. (2015). First, I determine the airport nearest

each investor using location coordinates and the haversine distance formula. Each investor

is then matched with the nearest airport to provide local weather data. Next, I calculate

average daily sky cloud cover using hourly values from 6 a.m. to 12 p.m. I focus on these

hours to follow suit with previous research and because this is the time period during which

investors are most likely to observe outdoor weather conditions.

As mentioned in previous literature, mood may have a short-term effect on individual

decision-making Goetzmann et al. (2015). Therefore, I generate rolling averages of cloudi-

ness for each weather station based on the weather from x days before the trade date. For

robustness, I check various average weather time periods (3, 7, and 14 days). The results are

similar for the 7-day and 14-day averages, so I report results for 7-day average cloudiness

throughout the analysis.

Because the average amount of sunlight is a decreasing, convex function of sky cloud cover,

I use a cloud cover measure (SKC ) which is defined as the natural logarithm of one plus the

moving average of airport-level cloud cover Goetzmann et al. (2015). Furthermore, because

weather is the more exogenous proxy for mood, I require that each investor has at least one

matched weather station to be included in the analysis.
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As discussed in previous papers, it is important to deseasonalize the sky cloud cover measure

Hirshleifer and Shumway (2003). In order to construct a deseasonalized SKC, I first calculate

Seasonal SKC as the average daily cloud cover for a given airport and month over the entire

sample period. Next, I define deseasonalized SKC, or DKSC, as the difference between SKC

and Seasonal SKC. I will focus on DSKC for the majority of the analysis.

In addition to the weather proxy, I use media pessimism as a proxy for investor mood. Even

though this proxy is subject to endogeneity concerns, it offers additional robustness to my

results. Shiller, among others, argues that the news media plays an important role in causing

market moves Shiller (2016). He contends that investors follow print media even though

much of it is pure noise. Media pessimism is likely to be negatively correlated with investor

mood because many investors seek information and advice from news outlets when making

investment decisions. When the media is pessimistic about the stock market, investors are

more likely to believe that the stock market will do poorly. This belief can lead to negative

investor mood.

The media proxy is taken from Diego Garćıa’s website Garćıa (2013). Garćıa constructs his

media content measure using data from the New York Times Article Archive. In order to

have a consistent set of articles, Garćıa focuses on two columns that were published daily

during his time period: the “Financial Markets” column, and the “Topics in Wall Street”

column. These columns provide a good measure of general market sentiment because they

are essentially summaries of events on Wall Street from the previous trading day.

To quantify the content of these New York Times articles, Garćıa uses a “dictionary ap-

proach” in which he counts the number of positive versus negative words. To construct a

proxy for media pessimism from Garćıa’s data, I calculate the fraction of negative words in

the New York Times columns. Next, I winsorize the data at the 1% and 99% levels in order

to ensure that results are not sensitive to extreme values of the media proxy.
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2.6 Mood and Investor Performance

2.6.1 Effect of Mood on Selling Decisions

In order to determine the effect of mood on selling decsions, I employ OLS panel regressions.

I create Fama-French three-factor alphas at 1-month, 4-month, and 12-month time horizons

(ALPHAk
ijt). These alphas are constructed using daily data from Kenneth French’s website.

I regress each stock’s excess return on MKTRF, SMB, and HML. I use 21 trading days, 84

trading days, and 250 trading days to estimate 1-month, 4-month, and 12-month alphas.

These alphas are the dependent variables in my performance regressions.

Additionally, the two mood proxies discussed above are independent variables in my regres-

sions. DSKC, or deseasonalized sky cloud cover, measures weather-induced mood, and PESS

measures media pessimism captured by Diego Garćıa’s measure.

Because there may be unobserved heterogeneity across traders and calendar time, I include

trader and calendar time fixed effects. This strategy tightens the identification of mood’s

influence on the ex-post performance. Also, because weather is measured at the airport level,

I cluster standard errors at the airport level.

ALPHAk
ijt = γj + γt + β1 ·DSKCjt + λt + ϵijt. (2.1)

ALPHAk
ijt = γj + γt + β1 · PESSt + λt + ϵijt. (2.2)

Equation (2.1) captures the effect of weather-induced negative mood (cloudiness) on alphas

at various horizons. Similarly, Equation (2.2) captures the effect of media-induced negative

mood on alphas. In both equations, trader and calendar time fixed effects are γj and γt,
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respectively. The superscript, k, represents the time horizon of the return, which is either

1 month, 4 months, or 12 months. Also, λt controls for market return, market volume,

and market volatility. The coefficient on β1 measures the extent to which negative mood

influences alpha.

Estimates of Equation (2.1) support the connection between mood and risk-adjusted returns,

as seen in Panel A of Table 2.2. The signs of β1 are negative at all time-horizons, but the

results are only statistically significant at the 4-month and 12-month horizons. For selling

decisions, a negative coefficient on β1 corresponds to improved performance. All else equal,

it is better to sell a stock that will perform poorly (have a smaller alpha) in the future.

The magnitudes of these effects are striking. A one-unit increase in cloudiness, which is

equivalent to a move from one of the sunniest days of the year to one of the cloudiest days of

the year, causes investors to make better selling decisions that lead to a 1.54% 4-month alpha

improvement. These same decisions lead to a 0.84% alpha improvement at the 12-month

horizon.

In order to assess the economic magnitude of these results, I adopt a methodology similar to

Coval, Hirshleifer, and Shumway (2021). During the first half of my sample (1991-1993), I

sort investors into performance deciles based on the average alpha of stocks they sold. During

the second half of my sample (1994-1996), I compare the average alphas of selling decisions

between investors in the top performance decile and investors in the bottom performance

decile. For expositional clarity, I refer to investors in the top performance decile as skilled and

those in the bottom performance decile as unskilled. At the 1-month and 4-month horizons,

skilled investors outperform unskilled investors by 2.53% and 1.56%, respectively. At the 12-

month horizon, skilled investors actually underperform the unskilled by 2.07%. Therefore, at

the 4-month horizon, a one-unit increase in cloudiness causes an alpha improvement that is

comparable in size to the difference in alphas between investors at the top performance decile

and those at the bottom performance decile. Overall the difference in average alphas between
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skilled and unskilled investors suggests that a 1% or 2% change in alpha is economically

meaningful.

An interesting difference can be seen in the estimates of Equation (2.2). Panel B of Table

2.2 shows that investors do not make significantly better selling decisions when media is

more pessimistic. This might be surprising at first, but it makes sense because the media

proxy is an aggregate measure of mood that is likely correlated with stock prices. Perhaps

an increase in pessimism leads to poor short-term performance for sales because the market

is low during a time of increased pessimism. On average, then, it would be better for an

investor to hold stocks during times of low investor sentiment because prices are low and

future returns will be high.

2.6.2 Does the Alpha Improvement Come fromWinners or Losers?

The improvement in selling decisions found in the previous section could come from three

channels. First, negative mood might make investors pickier about which stocks they sell.

This would appear in the data as an unconditional reduction in the propensity to sell when

mood decreases. Second, negative mood might cause investors to hold winners. This would

result in a decrease in the propensity to sell stocks that are trading at a gain. Third, negative

mood might make investors more willing to let go of losers. This would result in an increase

in the propensity to sell stocks that are trading at a loss.

In order to determine which channel is leading to the alpha improvement, I run the following

OLS panel regressions on three different samples. First, I run the regressions on the entire

sample to see if mood influences unconditional propensity to sell. Next, I run the regressions

on all stocks that are trading at a gain to determine if mood makes investors less likely to sell

winners. Finally, I run the regressions on all stocks that are trading at a loss to determine if

investors are more likely to sell losers when they are in a negative mood. In both regressions,
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the dependent variable SALEijt equals one if investor j sells stock i on a given day t.

SALEijt = γj + γt + β1 ·DSKCjt + λt + ϵijt. (2.3)

SALEijt = γj + γt + β1 · PESSt + λt + ϵijt. (2.4)

Equation (2.3) captures the effect of cloudiness on propensity to sell. Similarly, equation (2.4)

captures the effect of media pessimism on propensity to sell. In both equations, trader and

calendar time fixed effects are γj and γt, respectively. Furthermore, λt controls for market

return, market volume, market volatility, and exposure to size and value. The coefficient on

β1 measures the extent to which negative mood influences selling propensity. This coefficient

will help to determine which channel is driving the alpha improvement.

Estimates of equations (2.3) and (2.4) provide evidence in support of the second channel.

The coefficients on the mood proxy are significant and negative in columns (2) and (5)

of Table 2.3. This makes it clear that a decrease in mood causes investors to hold on to

winners for longer. The results are mixed for the other two channels, depending on the mood

proxy. In the sample that includes all stocks, cloudiness has no effect on propensity to sell,

while media pessimism is associated with a decreased propensity to sell. Similarly, among

stocks that are trading at a loss, cloudiness has no effect on propensity to sell, while media

pessimism is associated with an increased propensity to sell. Because results are mixed for

the first and third channels, I focus additional analysis on the second channel.

2.6.3 Effect of Mood on Selling Winners

Based on the results from Table 2.3, it is clear that negative mood causes investors to hold

on to winners. To determine the investment performance implications of this decreased
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propensity to sell, I conduct analysis similar to that in Table 2.2. I run regressions identical

to those in Section 6.1, except I restrict my sample to winners.

Results from Table 2.4, show that weather-induced negative mood leads to drastically im-

proved performance on the sales of winners. The coefficients on DSKC are negative and

significant at all time-horizons. The magnitude of these effects is nearly double that of the

entire sample (presented in Table 2.2). A one-unit increase in cloudiness causes investors

to make better selling decisions that lead to a 3.07% 1-month alpha improvement, a 2.59%

4-month alpha improvement, and a 1.4% 12-month alpha improvement.

To assess economic magnitude, I again compare these results to the difference in average

alphas between investors in the top performance decile and those in the bottom performance

decile. Recall that at the 1-month and 4-month horizons, skilled investors outperform un-

skilled investors by 2.53% and 1.56%, respectively. At the 12-month horizon, skilled investors

actually underperform the unskilled by 2.07%. Therefore, when the sample is restricted to

winners, a one-unit increase in cloudiness causes an alpha improvement much larger than

the difference in average alphas between skilled and unskilled investors at all time horizons.

Interestingly, in this subsample, the results using the media proxy for mood are more in

line with the weather proxy results. An increase in media pessimism leads to better selling

decisions for winners. Even though these results are less statistically and economically

significant than the results using the weather proxy, it remains clear that negative mood

causes investors to make better decisions about selling stocks that are trading at a gain.

2.7 Mood and the Disposition Effect

Lastly, I consider the disposition effect as an underlying mechanism that could be driving

these results. In order to analyze the effect of mood on the magnitude of the disposition
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effect, I use OLS panel regressions similar to the analysis from Section 2.6.2. The dependent

variable SALEijt equals one if investor j sells stock i on a given day t. The independent

variable, TGI, is a “Trading Gain Indicator.” TGI takes a value of one if the stock is

trading at a paper gain or if the stock is sold for a gain. Otherwise, TGI takes a value of

zero. In order to determine if a stock is trading at a gain, I compare the stock’s daily low

to its share-weighted, average purchase price. If the stock’s daily low is above the average

purchase price, then the stock is trading at a gain.

Again, I will use the two mood proxies as independent variables in my regressions. I focus

on the interactions between each of these mood proxies and TGI. If negative mood makes

investors more likely to engage in System 2 processing, then the disposition effect should

decrease, and there should be a negative coefficient on these interaction terms.

Because there may be unobserved heterogeneity across traders and calendar time, I include

trader and calendar time fixed effects. This will strengthen the identification of mood’s

influence on the disposition effect. Also, I cluster standard errors at the airport level because

weather is measured at the airport level.

SALEijt = γj + γt + β1 · TGIijt + β2 ·DSKCijt + β3 · TGIijt ×DSKCijt + λt + ϵijt.

(2.5)

SALEijt = γj + γt + β1 · TGIijt + β2 · PESSijt + β3 · TGIijt × PESSijt + λt + ϵijt.

(2.6)

Equation (2.5) is the main regression to test the effect of weather-induced mood on the

magnitude of the disposition effect. Equation (2.6) provides additional robustness by using

an alternative proxy for mood, namely Diego Garćıa’s measure of media pessimism Garćıa

(2013). In both equations, trader and calendar time fixed effects are γj and γt, respectively.
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Also, λt controls for market return, market volume, and market volatility. The coefficient

on β3 measures the extent to which the disposition effect changes as a result of a decrease

in mood. Therefore, if negative mood causes investors to rely more on System 2 processing,

this coefficient should be negative in both regressions.

Estimates of Equations (2.5) and (2.6) support the hypothesis that positive mood is associ-

ated with greater disposition effect. This can be seen in Table 2.5. Models (1) and (2) use

the weather proxy for investor mood, and Models (3) and (4) use the media pessimism proxy

for investor mood. The first specification for each proxy (Columns (1) and (3)) uses date

fixed effects in addition to trader fixed effects. The second specification includes day, month,

and year fixed effects instead of date fixed effects. This allows me to include market-level

controls in this specification. Because there is no date-level variation in media pessimism,

all variation is captured by the date fixed effects, and the coefficient on PESS drops out in

Column (3).

Across all four models, the interaction term between TGI and the mood proxy is negative.

This means that an increase in cloudiness or media pessimism leads to a decrease in the

propensity to sell a stock trading at a gain. In other words, a decrease in mood leads to

a decrease in the magnitude of the disposition effect. Because the magnitudes and signs of

these effects are similar across different specifications and proxies, this effect is robust to

various controls and proxies for mood.

This reduction in the disposition effect provides a plausible explanation for the previous

results from sections 2.6.1, 2.6.2, and 2.6.3. Taken together, these results tell a coherent story.

Negative mood causes individual investors to make better selling decisions, particularly for

stocks that are trading at a gain. These better selling decisions occur because investors are

more likely to hold winners, which leads to a reduction in the disposition effect. In effect,

investors in negative moods perform better because they do not trade against the upside of

the momentum anomaly.
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2.8 Conclusion

Feelings as information theory predicts that negative mood causes investors to exert more

effort and use a detail-oriented processing strategy. This detail-oriented processing strategy

should lead to better selling decisions and reduced behavioral biases.

Using a representative dataset of individual investor trading activity, I provide causal evi-

dence that negative mood improves selling decisions. In fact, at the 4-month and 12-month

horizons, a one-unit increase in cloudiness leads to an alpha improvement of 1.54% and

0.84%, respectively. These alpha improvements are economically meaningful because they

are similar in magnitude to difference in average alphas of investors in the top performance

decile and those in the bottom performance decile.

Mood also has an effect on propensity to sell. Investors in negative moods are much more

likely to hold winners. This leads to an even larger alpha improvement for stocks that are

trading at a gain. For these stocks, a one-unit increase in cloudiness leads to an alpha

improvement of 2.59% and 1.4% at the 4-month and 12-month horizons. These mood-

induced alpha improvements for winners are larger than the difference in average alphas

between skilled and unskilled investors.

Because my results pertain to selling decisions, I consider one of the most robust and well-

documented patterns in selling behavior: the disposition effect. Using two proxies for mood,

I show that the magnitude of the disposition effect decreases when investors are in a negative

mood. Taking all of the evidence into account, a clear story emerges. Negative mood causes

investors to make better selling decisions because it makes them more likely to hold on to

winners, thereby reducing the disposition effect. In other words, investors in negative moods

perform better because they are less likely to trade against the upside of the momentum

anomaly.
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Table 2.1: Descriptive Statistics.

Panel A provides trade-level descriptive statistics for purchases. Panel B provides trade-level
descriptive statistics for sales. Panel C provides account-level descriptive statistics.

Panel A
Purchases N mean sd

Number of Shares 207,237 564.9 1,216
Principle 207,237 11,103 24,713
1-month alpha 207,224 -0.0322 0.919
4-month alpha 206,904 -0.0254 0.361
12-month alpha 202,666 -0.00740 0.220

Panel B
Sales N mean sd

Number of Shares 125,168 -673.6 1,384
Principle 125,168 -14,405 32,580
1-month alpha 125,159 -0.0264 0.829
4-month alpha 124,863 -0.0224 0.342
12-month alpha 121,959 -0.0104 0.181

Panel C
Account-level statistics N mean sd

Household income 26,860 60,737 24,070
Number of trades 26,860 12.34 27.56
Portfolio value 26,860 18,536 84,102
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Table 2.2: Effect of Mood on Selling Decisions.

The table below shows results from OLS panel regressions of Equations (2.1) and (2.2). Panel
A displays results using the weather proxy for investor mood, and Panel B displays results
using the media pessimism proxy for investor mood. The dependent variable in models (1)
and (4) is 1-month 3-factor alpha. Similarly, the dependent variable for models (2) and (5) is
4-month 3-factor alpha. Finally, the dependent variable for models (3) and (6) is 12-month
3-factor alpha. Additionally, I include investor and year-month-day fixed effects, and all
standard errors are clustered at the airport level.

Panel A - Weather Proxy (1) (2) (3)
Daily alpha After 1 month After 4 months After 12 months

DSKC -0.0125 -0.0154*** -0.00842***
(-0.977) (-2.916) (-2.916)

Constant 0.166** 0.246*** -0.0464**
(2.319) (6.472) (-2.341)

Observations 119,424 119,127 116,220
R-squared 0.133 0.169 0.187
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Panel B - Media Proxy (4) (5) (6)
Daily alpha After 1 month After 4 months After 12 months

PESS 0.000743 -0.00193 0.000548
(0.244) (-1.584) (0.867)

Constant 0.162** 0.246*** -0.0492**
(2.264) (6.435) (-2.468)

Observations 119,439 119,142 116,235
R-squared 0.133 0.169 0.187
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1

53



Table 2.3: Influence of Mood on Propensity to Sell.

The table below shows results from OLS panel regressions of Equations (2.3) and (2.4).
Panel A displays results using the weather proxy for investor mood, and Panel B displays
results using the media pessimism proxy for investor mood. The dependent variable in all
models is an indicator that equals one if a stock is sold and zero otherwise. Models (1) and
(4) include all selling decisions. Models (2) and (5) restrict the sample to only include stocks
that are trading at a gain. Finally, Models (3) and (6) only include stocks that are trading
at a loss. Additionally, I include investor and year-month-day fixed effects, and all standard
errors are clustered at the airport level.

Panel A (1) (2) (3)
Weather Proxy All stocks Trading at a gain Trading at a loss

DSKC 0.00163 -0.0160** 0.0122
(0.368) (-2.404) (1.465)

Constant 0.276*** 0.518*** 0.436***
(10.70) (11.95) (8.576)

Observations 328,353 92,234 90,375
R-squared 0.096 0.284 0.278
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Panel B (4) (5) (6)
Media Proxy All stocks Trading at a gain Trading at a loss

PESS -0.00523*** -0.00488*** 0.00386*
(-4.577) (-2.785) (1.924)

Constant 0.285*** 0.520*** 0.429***
(11.00) (11.99) (8.420)

Observations 328,606 92,264 90,450
R-squared 0.096 0.285 0.278
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 2.4: Alpha Effect of Holding Winners.

The table below shows results from OLS panel regressions of Equations (2.1) and (2.2).
The sample is restricted to stocks that are trading at a gain. Panel A displays results
using the weather proxy for investor mood, and Panel B displays results using the media
pessimism proxy for investor mood. The dependent variable in models (1) and (4) is 1-month
3-factor alpha. Similarly, the dependent variable for models (2) and (5) is 4-month 3-factor
alpha. Finally, the dependent variable for models (3) and (6) is 12-month 3-factor alpha.
Additionally, I include investor and year-month-day fixed effects, and all standard errors are
clustered at the airport level.

Panel A - Weather Proxy (1) (2) (3)
Daily alpha After 1 month After 4 months After 12 months

DSKC -0.0307* -0.0259*** -0.0140***
(-1.892) (-3.700) (-3.633)

Constant 0.0592 0.154*** -0.0783***
(0.647) (3.393) (-3.322)

Observations 67,857 67,672 66,157
R-squared 0.180 0.205 0.240
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Panel B - Media Proxy (1) (2) (3)
Daily alpha After 1 month After 4 months After 12 months

PESS 0.00590 -0.00342** -0.00150*
(1.495) (-2.071) (-1.826)

Constant 0.0393 0.154*** -0.0793***
(0.430) (3.356) (-3.344)

Observations 67,866 67,681 66,166
R-squared 0.180 0.205 0.239
Market-level controls YES YES YES
Investor FE YES YES YES
Year-month-day FE YES YES YES
Date FE NO NO NO

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 2.5: Effect of Mood on the Disposition Effect.

The table below shows results from OLS panel regressions of Equations (2.5) and (2.6).
The dependent variable across all three models is SALE, an indicator variable that equals
one when a stock is sold and zero otherwise. Models (1) and (2) use the weather proxy
for investor mood, and Models (3) and (4) use the media pessimism proxy for investor
mood. The first specification for each proxy (Columns (1) and (3)0 uses date fixed effects
in addition to investor fixed effects. The second specification replaces date fixed effects with
day, month, and year fixed effects in order to include market-level controls. In general, the
first specification provides better identification because it absorbs date-level variation for all
variables. The coefficient on the media proxy only appears in the final specification because
there is no date-level variation in this variable. Additionally, all standard errors are clustered
at the airport level.

(1) (2) (3) (4)
VARIABLES Weather Proxy Weather Proxy Media Proxy Media Proxy

TGI 0.544*** 0.546*** 0.544*** 0.546***
(154.4) (152.6) (153.7) (152.0)

DSKC 0.00296 0.00546
(0.634) (1.209)

TGI x DSKC -0.0154* -0.0147*
(-1.880) (-1.795)

PESS 0.00419***
(3.839)

TGI x PESS -0.0109*** -0.0116***
(-5.930) (-6.361)

Constant 0.219*** 0.302*** 0.219*** 0.299***
(207.4) (13.17) (208.04) (13.00)

Observations 328,353 328,353 328,606 328,606
R-squared 0.341 0.333 0.341 0.334
Market-level controls NO YES NO YES
Investor FE YES YES YES YES
Date FE YES NO YES NO
Year-month-day FE NO YES NO YES

Robust t-statistics in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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