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Abstract 
How, and how strongly, do default comprehension inferences 
shape verbal reasoning? When do they lead to fallacies? We 
address these questions for reasoning with polysemous verbs 
(verbs with distinct, but related senses) and ask when their use 
leads to fallacies of equivocation. The ‘linguistic salience bias 
hypothesis’ specifies conditions where subordinate uses of 
unbalanced polysemes trigger defeasible default inferences 
that are supported only by the dominant sense but influence 
further cognition, regardless. But does this happen even where 
the verb is preceded by disambiguating context that invites 
subordinate interpretations from the start? We present three 
experimental-philosophy studies that address this question: We 
use the psycholinguistic cancellation paradigm and fixation 
time measurements to examine inferences from polysemous 
appearance verbs. We find that default inferences can beat even 
preceding contextual information. Beyond their psycho-
linguistic interest, findings have important philosophical 
consequences. 

Keywords: verbal reasoning; default inferences; polysemy 
processing; appearance verbs; linguistic salience; eye tracking; 
experimental philosophy 

Introduction 

Comprehension Inferences 
Words trigger default inferences. Verbal stimuli activate 
concepts, i.e., bodies of information that are (i) stored in long-
term memory, (ii) deployed in the exercise of higher 
cognitive competencies, and (iii) retrieved by default – i.e., 
automatically, even in the absence of context, as in single-
word priming studies. These concepts include prototypes 
(Rosch, 1975; Hampton, 2006) associated with object nouns 
and situation schemas (Rumelhardt, 1978) associated with 
event nouns and verbs. These schemas include information 
about the typical features of events (e.g., instruments used), 
agents, and patients. Schema information supports 
comprehension inferences, including attributions of typical 
agent- and patient-properties to role fillers. It remains a 
subject of debate exactly how much event information (e.g., 
only about instruments typically used, or also about typical 
event locations) is activated by verbs (review: Yee et al., 
2018). Even so, event knowledge clearly plays a key role in 
utterance interpretation (Elman & McRae, 2019) and in 
building mental representations of the situation described by 
the utterance (situation models; Zwaan, 2016), which provide 
the basis for judgments and reasoning about those situations. 

Initial activation of information from situation schemas is, 
however, modulated by linguistic context. First, which 
components of a schema get activated depends upon fit with 
the thematic role to be filled: Sentence fragments like ‘She 
was arrested by the ___’ activate typical agents (cop) in post-
verbal position when they leave the agent role blank (as 
above), but not when they leave open the patient, as in ‘She 
arrested the ___’, (Ferretti et al., 2001; cf. Kim et al., 2016). 

Second, in incremental utterance interpretation, ever more 
specific schemas are activated by verbs in conjunction with 
subject- and object-nouns (Bicknell et al., 2010; Matsuki et 
al., 2011), with prepositions and syntactic constructions like 
verb aspect (Ferretti et al., 2007), and with simultaneous 
visual stimuli (Kamide et al., 2003).  

Finally, also subsequent deployment of schema information 
is modulated by context: Initially activated information can 
get suppressed within 1 sec, when it conflicts with contextual 
information or background beliefs (Fischer & Engelhardt, 
2017, cf. Faust & Gernsbacher, 1996). Where its suppression 
is complete, initially activated information will not influence 
further judgment and reasoning. The findings reviewed thus 
motivate the large question: When, and how strongly, do 
default comprehension inferences shape verbal reasoning? 

Polysemy Processing 
We address this large question in connection with a specific 
hypothesis about how default inferences shape reasoning 
with polysemous words, which have several distinct but 
related senses. On a conservative estimate, these words 
account for 40% of the English vocabulary (Byrd et al., 
1987). We focus, more specifically on polysemous verbs. 

Converging psycholinguistic evidence suggests that many 
irregular polysemes activate a unitary representation of 
semantic information that is then deployed to interpret 
utterances which use the word in different senses (e.g., 
Macgregor et al., 2015; Pylkkänen et al., 2006). This unitary 
representation consists in overlapping clusters of semantic 
features (Brocher et al., 2016; Klepousniotou et al., 2012). 
Different components of these unitary representations get 
activated in different strength by the verbal stimulus (Brocher 
et al., 2018): The more often the language user encounters the 
word in one sense, rather than another, the more strongly the 
features associated with that sense are activated, upon the 
next encounter. This means that unbalanced polysemes 
activate most strongly the features associated with their 
dominant sense. 
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Familiar ‘core meaning’ models suggest that verbal stimuli 
initially activate semantic features that are shared by all 
senses and underspecify the information that is contextually 
relevant for any specific use (Klepousniotou et al., 2008). We 
consider the opposite possibility, as it arises for verbs: the 
initially activated situation schema may over-specify the 
information relevant for a specific use. This will happen 
where the dominant sense of an unbalanced polyseme is 
associated with a rich situation schema, only some of which 
is relevant for interpreting a subordinate use. (E.g., ‘S sees X’ 
is associated with a complex schema that includes the 
features S knows X is there and S knows what X is. Only these 
are relevant for interpreting purely epistemic uses like ‘Jack 
saw her point’.) In this case, interpreting the subordinate use 
will involve retaining as much of the initially activated 
information as is relevant for the specific use, and 
suppressing the contextually irrelevant information, in line 
with the Retention/Suppression Strategy (Giora, 2003; 2012). 

Linguistic Salience Bias 
Where markedly unbalanced polysemes are processed in line 
with this strategy, a bias is set to arise: Due to the imbalance, 
the situation schema associated with the dominant sense will 
be strongly activated (Brocher et al., 2018). The frequently 
co-instantiated component features of this schema will 
continue to exchange lateral co-activation (Hare et al., 2009). 
Where the word is used in a subordinate sense for which only 
some of these features are relevant, strong initial activation 
of contextually irrelevant features will be followed by their 
continued cross-activation by relevant features. These two 
factors will jointly prevent complete suppression. 
Contextually irrelevant, but unsuppressed features will 
continue to support inferences. These inferences, supported 
by the dominant sense, but irrelevant for the subordinate use, 
engender fallacies of equivocation. This logic motivates the 
linguistic salience bias hypothesis (Fischer & Sytsma, 2021): 
H0 Where unbalanced irregular polysemes have dominant 
uses that over-specify the information relevant for 
interpreting a subordinate use, this subordinate use will lead 
to fallacies of equivocation: It will trigger inappropriate 
inferences supported only by the dominant sense and these 
will influence further cognition, regardless of context.  
E.g., Fischer and Engelhardt (2020) provided evidence from 
pupillometry and plausibility ratings that spatial inferences 
from the verb ‘S sees X’ to X is in front of S, that are 
supported only by the dominant visual sense, are also made 
from purely epistemic uses (‘Joe saw the risks’). 
 
Extant studies. Since irregular polysemes need not form a 
homogenous class (Carston, 2021), it seems prudent to 
examine H0 not ‘at one go’, with studies considering a wide 
variety of such words, but ‘step by step’, for restricted classes 
of similar words. This approach is common in experimental 
philosophy (X-Phi): Philosophers are typically interested in 
the semantic and processing properties of specific words of 
philosophical interest. Thus, most studies in X-Phi focus on 
specific words of interest (Sytsma & Livengood, 2015). 

X-Phi provides the research context for extant work on 
H0. Philosophical discourse systematically employs familiar 
polysemes from ordinary discourse in subordinate (technical) 
uses. Philosopher J.L. Austin (1962) suggested that this 
practice gives rise to fallacies of equivocation in influential 
philosophical arguments including the arguments ‘from 
illusion’ and ‘from hallucination’. This suggestion guided 
extant studies assessing H0. These studies implemented the 
psycho-linguistic cancellation paradigm with plausibility 
ranking and rating tasks, combined with reading-time 
measurements (Clifton et al., 2016) or pupillometry (Sirois & 
Brisson, 2014), and considered inferences from expressions 
employed in those arguments, viz, appearance- and 
perception-verbs (Fischer & Engelhardt, 2016; 2017; 2020; 
Fischer et al., 2021; Fischer, Engelhardt & Sytsma 2021). 
They provided evidence of inappropriate inferences that 
influence subsequent cognition – even from professional 
philosophers (Fischer, Engelhardt, & Herbelot, 2022). 

These studies have one crucial limitation: In their materials, 
the polysemous word precedes the disambiguating context 
that supports its subordinate interpretation. It is therefore no 
surprise that the word initially triggers the inference of 
interest; H0 is merely supported by the finding that this 
inference subsequently influences further judgment, despite 
its defeat by post-verbal context. This limitation has us ask: 
RQ1. Will the subordinate use also trigger the inference of 
interest where the disambiguating context comes first, and 
invites the subordinate interpretation from the start?  
RQ2. And, if so, will this inference still be strong enough to 
influence subsequent judgment and reasoning?  
 

Appearance verbs. To address these questions in line with 
the X-Phi approach, we consider inferences from appearance 
verbs. Philosophical analysis (Brogaart, 2013; 2014) suggests 
that, in their dominant sense, appearance verbs are used to 
attribute belief, knowledge, and experience to their patients 
(‘Jack looks dirty to Jane’ ≈ Jane believes, indeed knows, and 
experiences, that Jack is dirty). Distributional semantic 
analysis of a parsed Wikipedia snapshot (Flickinger et al., 
2010) revealed that the distributionally most similar words to 
‘appear’, ‘seem’, and ‘look’ are doxastic verbs (‘think’, 
‘believe’, ‘find(mental)’), followed by epistemic verbs, while 
experiential verbs lacked prominence (Fischer, Engelhardt, & 
Herbelot, 2015). This suggests that, in their dominant use, 
appearance verbs are associated with a complex situation 
schema into which doxastic, epistemic, and experiential 
patient features are integrated with decreasing strength. 
Philosophers, however, often employ appearance verbs in a 
subordinate ‘phenomenal’ sense, to characterize the patients’ 
subjective experience, without implications about their 
beliefs or knowledge (Chisholm, 1957; Robinson, 1994). 
This use is familiar to ordinary speakers (Fischer, Engelhardt, 
& Sytsma 2021, App.3). It can be interpreted by retaining the 
experiential patient features from the complex situation 
schema associated with the dominant use, while suppressing 
precisely the most strongly integrated features. In response to 
RQ1-2, H0 thus motivates the verb-specific hypothesis. 
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H1 Subordinate phenomenal uses of appearance verbs 
(‘look’, ‘appear’, ‘seem’) trigger contextually inappropriate 
belief inferences supported only by the verbs’ dominant 
sense, and these inferences influence further cognition – even 
when the verbs are preceded by a disambiguating context that 
invites phenomenal interpretation from the start. 

Three studies 
Approach and predictions. To assess H1, we conducted 
three experiments with the cancellation paradigm. In all 
three, participants read and rated the plausibility of three-
sentence items like the following: 

(1) The vessels waited far out at sea1. They looked2 
small3 to Eve4. She thought they were big5. 

1Pre-verbal context 2Source verb 3Source adj. 4Source object 
5Conflict adjective 

According to H1, the appearance verb in S2 triggers a default 
belief inference from ‘X looks F to S’ to S believes X is F 
(e.g., in (1), Eve believed the vessels were small). The post-
verbal context, in S3, is manipulated to be either consistent 
with this inference, or inconsistent (as in (1)). H1 predicts: 

(i) higher re-reading times for the ‘source region’ 
of the inference (‘looks small to Eve’) and the 
‘conflict region’ (‘were big’), in the 
inconsistent than the consistent condition 
(INCON > CON in re-reading times). 

(ii) lower plausibility ratings, in the inconsistent 
than the consistent condition (INCON < CON). 

(i) provides evidence that the inference is triggered, (ii) that 
the inference persists to influence subsequent judgments. 

Crucially, H1 predicts these consistency effects also for 
items with pre-verbal contexts that invite phenomenal 
interpretations from the start. To test this prediction, S1 
provides a pre-verbal context that invites either dominant or 
phenomenal interpretations, or neither, by specifying 
different viewing conditions. Familiar conditions of veridical 
perception (where everybody believes/knows that objects 
look the size, shape, or color that they actually are) invite 
dominant interpretations (which include the default belief 
attribution to the patient). Familiar conditions of non-
veridical perception (where everybody believes/knows that 
objects look a different size, shape, or color than they in fact 
are) invite phenomenal interpretations. Neutral conditions 
speak neither for nor against belief attributions and thus invite 
neither dominant nor phenomenal interpretations. Note that, 
in familiar non-veridical contexts, the default belief 
attribution is not only unsupported by the intended 
phenomenal sense of ‘look’, etc. It is also wrong, namely, 
epistemically deviant: It is, e.g., objectively improbable that 
a viewer will believe the vessels are small, just because they 
look small from this great distance; therefore, the belief 
attribution has a high probability of being false, in non-
veridical contexts. 

The preliminary Exp.1 assessed Prediction (ii) only, with a 
plausibility rating task. Exp.2-3 assessed both predictions, by 
combining such ratings with fixation time measurements. To 

be able to pick up potential contrast effects on processing and 
ratings of the crucial non-veridical items, each experiment 
paired this key condition with only one other veridicality 
condition. Exp.1 and Exp.3 paired non-veridical items with 
neutral items. Exp.2 paired non-veridical with veridical 
items. Exp. 3 was pre-registered on OSF. 

Experiment 1 

Exp.1 Method 
Participants. 175 UK participants (57% female, 1 non-
binary; 93% of participants aged 15-35), screened for first 
language English and possession of a degree, were recruited 
via Prolific to complete a Qualtrics questionnaire. 
 

Materials and procedure. A norming study served to 
assign critical three-sentence items (like (1) above) to 
veridicality-conditions. 200 participants (demographics 
matching main study) read 36 draft scenarios (S1-S2) using 
the verb ‘look’, which may have the weakest belief 
implications (Fischer et al. 2021). All scenarios involved 
visual objects and visual properties (size, shape, color). E.g.: 

The vessels waited far out at sea. They looked small to Eve. 

Participants then rated on a 7-point scale (‘-3’ to ‘+3’), how 
confident they were that the object viewed actually had the 
property it appeared, e.g.: 

The vessels were small. 

We considered whether participants were confident (mean 
ratings significantly above neutral mid-point) that the 
statement was true (so that the scenario specified familiar 
veridical viewing conditions) or confident that the statement 
was false (so that the scenario specified familiar non-
veridical viewing conditions, as in the ‘vessel’ example), or 
neither (mean ratings not significantly different from mid-
point). We assigned items to veridicality conditions 
(veridical, non-veridical, neutral), accordingly. 

In the main study, participants read 69 items, including 36 
critical items which had either non-veridical or neutral pre-
verbal contexts, and rated their plausibility on a 7-point scale 
(from ‘very implausible’ (-3) to ‘very plausible’ (+3)). 
 

Design and analysis. We used a 2×3×2 within-subjects 
design, manipulated veridicality (non-veridical vs neutral, in 
S1), verb (‘look’, ‘appear’, ‘seem’, in S2), and consistency 
with the belief inference (CON vs INCON, in S3), and 
analyzed data with a repeated-measures ANOVA. 

Exp.1 Results 
We found a significant veridicality by consistency interaction 
(F(1,174) = 79.62, p <.001; η2 = .314) (see Fig.1), a medium-
sized main effect of veridicality (F(1,174) =17.69, p <.001; 
η2 = .092), and a large effect of consistency (F(1,174) =64.39, 
p <.001; η2 = .27). 
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As predicted, mean ratings for consistent items were higher 
than for inconsistent items, in both the neutral condition 
(t(174) = 10.57, p <.001, Cohen’s d =.80) and the non-
veridical (‘negative’ in Fig.1) condition (t(174) = 4.573, p < 
.001, d = .35). This small effect is consistent with H1(ii) but 
motivates more rigorous examination of both our predictions. 

 
Figure 1. Exp.1. Mean plausibility ratings on 7-point scale. 

Experiment 2 
To obtain more and improved materials for Exp.2-3, we 
conducted a new two-round norming study via Prolific with 
Qualtrics (N1=100, N2=202) from a demographic matching 
the main study sample. Participants read ‘look’ versions of 
61 scenarios (S1-2), again involving visual objects and the 
properties of size, shape, and color, and were given the same 
task as in the previous norming study. Scenarios were 
assigned to veridicality-conditions as before.  

Prior further norming work ensured words had similar 
length across conditions in the regions of interest. We also 
used frequency information for British English (Leech, 
Rayson, and Wilson, 2001), to ensure the mean frequencies 
of ‘source’ and ‘conflict adjectives’ in relevant conditions 
were similar. Table 1 presents sample normed items that were 
used in Exp.2-3 for each veridicality condition. 
 

Table 1. Sample items. 

Exp.2 Methods 
Participants. 45 undergraduate psychology students (1st and 
2nd year) from the University of East Anglia participated for 
course credit. All were native speakers of British English 
with normal or corrected-to-normal vision.  

 
Materials and procedure. Participants read and rated 96 
items, including 48 critical items, presented in a randomized 
order. Eye movements (from the right eye) were recorded 
with an SR Research Ltd. EyeLink 1000 eye-tracker and head 
movements were minimized with a chin rest. We measured 
first-pass and re-reading times for five regions of interest, 
indicated in (1) above. After a 9-point calibration and 
validation procedure, participants completed 4 practice trials 
and 96 experimental trials. Each participant saw an equal 
number of items in each condition, as verbs were rotated 
across items using a Latin Square Design. Before each trial, 
participants fixated a drift-correction dot on the edge of the 
monitor, centered vertically. The item appeared after an 
interval of 500 ms, its initial letter always displayed in the 
same position as the drift correction dot. The entire item 
appeared on a single line on the screen, presented in 12 pt. 
Participants read each item silently and then pressed the 
spacebar on the keyboard. A plausibility-rating prompt 
appeared; participants rated items’ plausibility on a 5-point 
scale, by pressing the corresponding key on the keyboard. 
 
Design and analysis. In a 2×3×2 within-subjects design, we 
manipulated veridicality (veridical or ‘positive’ vs non-
veridical or ‘negative’, in S1), verb (‘look’, ‘appear’, ‘seem’, 
in S2) and consistency with the belief inference (CON vs 
INCON, in S3). To analyze results, we ran linear mixed 
effects (LME) models in R (Bates et al. 2018; R Core Team 
2018), including context, verb, and consistency as fixed 
effects and subjects and items as random effects. 

Exp.2 Results 
Findings from Study 2 fully confirmed predictions for 
plausibility ratings (INCON < CON, even for non-veridical 
items, if in attenuated form) (see Fig. 2) and for rereading 
times (INCON > CON, in source and conflict regions).  

 
Figure 2. Exp.2. Mean plausibility ratings on 5-point 

scale (1 = ‘very implausible’, 5 = ‘very plausible’). Error 
bars show the standard error of the mean. 

Plausibility ratings. We found a context by consistency 
interaction (t = 7.42, p < .001) and a main effect of 
consistency (t = 15.85, p < .001). All paired comparisons 
were significant (p < .001). One sample t-tests (computed on 
participant means) showed that ratings in consistent 
conditions were significantly above mid-point (positive: t(45) 
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Non-veridical 
(‘negative’) 

The fishing rod was immersed in the 
water. The rod looked bent to the 
fisherman. He thought it was 
bent/straight. 

Veridical 
(‘positive’) 

The visitor stood in front of the house 
entrance. He seemed tall to the host. 
She believed he was tall/short. 

Neutral The lighting in the room was odd. The 
hostess’s dress looked blue to Hannah. 
She thought it was blue/green. 
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= 20.84, p < .001, d = 3.07; negative: t(45) = 5.12, p < .001, 
d = .76), while significantly or marginally below mid-point, 
in the inconsistent conditions (positive: t(45) = -11.80, p < 
.001, d = -1.74; negative: t(45) = -1.83, p = .074 (d = -.27). 

Re-reading times. We found the predicted consistency 
effects in three regions of interest (source verb: t = -2.65, p = 
.011; source object: t = -2.15, p = .037; conflict adjective: t = 
-2.43, p = .019), and a marginal effect in a fourth (source 
adjective: p = .089). For these regions, H1 predicted higher 
rereading times INCON > CON conditions, which we found. 

Experiment 3 

Exp.3 Methods 
Participants. 48 psychology undergraduates (1st and 2nd 
year) from the same institution, meeting the same restrictions, 
participated for course credit. 
 
Materials and procedure were the same as in Exp.2, except 
that, in the critical items, the same non-veridical items were 
now used alongside neutral (instead of veridical) items.  
 
Design and analysis were the same as in Exp.2, except for 
the veridicality manipulation (now non-veridical vs neutral). 

Exp.3 Results and discussion 
Plausibility ratings. Unlike Exp.1-2, Exp.3 did not find a 
difference in mean plausibility ratings between consistent 
and inconsistent items in the key non-veridical (‘negative’) 
condition, while the difference materialized again in the 
neutral condition (see Fig.3).  

 
Figure 3. Exp.3 Mean plausibility ratings on 5-point 

scale. Whole sample (N=48). Error bars show the standard 
error of mean. 
 

We asked whether these whole-sample means might mask 
different response patterns between ‘correct’ responders 
(correctly judging CON ≤ INCON items, in the non-veridical 
conditions) and ‘biased’ responders (who incorrectly deem 
CON > INCON, even in this condition). The according 
assignment of participants to two groups revealed an almost 
even split between 26 ‘correct’ and 22 ‘biased’ responders 
(see Fig. 4 below). To account for this potential group 

difference, we included an additional ‘group’ variable in the 
LME model. Results showed a significant main effect of 
consistency t = -7.27, p < .05 (CON > INCON), an interaction 
between context and consistency t = 11.65, p < .05, and a 3-
way interaction between context, consistency, and group t = 
-4.76, p < .05. We followed up this 3-way interaction with 
paired comparisons for each group. All but one were 
significant (p’s <.05, most p’s <.001); however, the correct 
responders deemed consistent and inconsistent items equally 
plausible, in the neutral condition (p > .5). 

 
Fig. 4. Exp.3 Mean plausibility ratings by group on 5-point 
scale. 26 correct responders left, 22 biased responders right. 
 
Re-reading times. To examine whether these group 
differences are genuine or due to noise, we added a variable 
for group also to the LME analyses of reading times. We 
found the consistency effects (INCON > CON) predicted by 
H1 in rereading times in 3 regions of interest (source 
adjective: t = -4.35, p < .05, source object: t = -2.43, p < .05, 
conflict adjective: t = -4.01, p < .05). We also found a main 
effect of group precisely in the source region from which the 
inappropriate inference originates (source verb: t = -2.16, p < 
.05; source adjective: t = -2.24, p < .05.): The 26 ‘correct 
responders’ reread these regions more extensively than the 22 
‘biased responders’ (source verb: N=26: 263ms vs. N=22: 
202ms; source adjective: N=26: 240ms vs. N=22: 182ms). 
We inferred that the correct responders initially make the 
default belief inferences, just like the biased responders, but 
then make more effort to suppress it, leading to more 
successful suppression, which aligns plausibility ratings with 
the level of contextual support for the belief inferences. 
Rereading times thus suggest group differences in 
plausibility ratings are genuine, rather than due to noise. 
 
Discussion. The two different response patterns had us look 
for similar group differences in Exp.2. There, however, only 
4 of 45 participants (8.9%) displayed the correct response 
pattern in the non-veridical condition. The only difference 
between the two experiments is that the same non-veridical 
items are contrasted with veridical items in Exp.2 and with 
neutral items in Exp.3. We inferred that judgments about the 
key non-veridical items are influenced by what items they are 
contrasted with. We therefore reanalyzed data from Exp.1, 
which (like Exp.3) employed non-veridical and neutral items. 
We found the whole-sample means had masked the exact 
same two response patterns (see Figure 5). 

As in Exp.3, all but one paired comparisons were 
significant (p’s ≤ .007), with the same exception: Correct 
responders again deemed consistent and inconsistent items 
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equally plausible, in the neutral condition (p = .86). In the key 
non-veridical condition, consistency effects were again large 
for both correct responders t(63) = -10.146, p < .001, Cohen’s 
d= -1.268 and biased responders t(110) = 14.574, p < .001, 
d= 1.383, with the correct responders ‘flipping’ the biased 
response pattern. These patterns were displayed by different 
proportions of participants, in the two experiments: Biased 
responders were in the clear majority (63.4%) in Exp.1, but 
just shy of half (45.8%) in Exp.3. 

  
Fig. 5. Exp.1 Mean plausibility ratings by group, on 7-

point scale. 64 correct responders left, 111 biased responders 
right. 
 

The neutral items are the most difficult to judge, since their 
context does not support any assessment of the belief 
attributions, either way. Such difficulty (‘answer disfluency’) 
prompts analytic processing (Alter et al., 2007; 2013; 
Thompson et al., 2013). We tentatively infer that these items 
functioned as reflection prompts, supporting critical scrutiny 
and suppression of contextually inappropriate automatic 
inferences, across the board. These prompts may be yet more 
effective in a lab setting (as in Exp.3) than in the everyday 
settings in which Prolific studies (like Exp.1) are taken. More 
reflective participants then make more effort to suppress 
contextually unsupported and epistemically deviant default 
inferences, and are more successful. This interpretation 
predicts that overall reading times are highest for the (most 
difficult and disfluency-inducing) neutral items and that these 
dwell times are higher for non-veridical items when they are 
paired with (‘reflection prompting’) neutral items than when 
paired with veridical items. A follow-up analysis confirmed 
this was the case (Table 2). 

Table 2. Mean dwell times in Exp.2-3 
 

Veridicality condition Ms 
Neutral  857 
Non-veridical (vs. neutral) 755 
Non-veridical (vs. veridical) 710 
Veridical 706 

General Discussion 
Main findings. We found qualified support for the linguistic 
salience bias hypothesis (H0) that specifies a set of 
processing conditions under which default inferences beat 
contextual information: This happens when markedly 
unbalanced polysemes have a dominant sense that is 
associated with a schema that includes but over-specifies the 
semantic information relevant for interpreting subordinate 
uses and these are interpreted with the Retention/Suppression 

Strategy. We studied inferences from appearance verb, which 
we argued meet these conditions, and found: 

(1) Re RQ1: Evidence from re-reading times suggests that 
subordinate (phenomenal) uses of appearance verbs trigger 
default (belief) inferences that are supported only by their 
dominant sense, even when pre-verbal contexts (specifying 
non-veridical viewing conditions) invite subordinate 
(phenomenal) interpretation from the start.  

(2) Re RQ2: Evidence from plausibility ratings suggests 
that these contextually inappropriate and epistemically 
deviant automatic inferences influence further cognition, 
though this influence is mitigated by reflection prompts (viz., 
difficult contrast items that engender ‘answer disfluency’). 

(3) Upon inclusion of reflection prompts, group differences 
emerged in both re-reading times and plausibility ratings: 
When prompted to reflect, up to roughly half of participants 
managed to disregard the default inferences, in their further 
judgment and reasoning, and to successfully align their 
judgments with the levels of contextual support available for 
the default inference. Even then, however, the default 
inferences of interest strongly influenced subsequent 
judgments of roughly half of participants. 
 
Limitations and future directions. These studies on 
appearance verbs contribute to an incremental approach that 
examines the linguistic salience bias hypothesis for one 
restricted word class after the other. They motivate use of the 
same experimental paradigm to examine inferences from 
other unbalanced polysemes. 

Whereas findings (1)-(2) were made by examining initial 
hypotheses, we arrived at (3) through interpretation of results, 
supported by post-hoc analyses. Accordingly, (3) should be 
treated as a hypothesis to be examined by future work, using 
well-understood analytic thinking primes and reflection 
prompts (cf. Hertwig & Ortmann, 2001; Lerner & Tetlock, 
1999). Group differences emerging upon inclusion of 
reflection prompts may be due to individual differences in 
reflectiveness (Frederick, 2005) or the ability to suppress pre-
potent responses (inhibition; Hasher et al., 2007). Individual 
differences studies can thus help assess present conclusions. 
 
Philosophical and wider relevance. The linguistic salience 
bias posited by H0 poses a challenge to philosophical 
practice: Philosophers frequently give subordinate 
(regimented, technical) uses to familiar terms. The emerging 
field of ‘conceptual engineering’ explicitly examines how 
familiar words can be optimized for research purposes or to 
change attitudes, in pursuit of societal agendas (Cappelen & 
Plunkett, 2020). The field has begun to consider empirical 
constraints on linguistic innovation (Fischer, 2020; Machery, 
2021). The linguistic salience bias will lead to fallacies in 
reasoning with new or ‘(re-)engineered’ subordinate senses, 
where the polyseme at issue is strongly unbalanced and 
subordinate uses are interpreted through Retention/ 
Suppression. Our studies support this challenge, but 
simultaneously suggest it may be mitigated by reflectiveness. 
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