
UCSF
UC San Francisco Previously Published Works

Title
Artificial Intelligence System Approaching Neuroradiologist-level Differential Diagnosis 
Accuracy at Brain MRI

Permalink
https://escholarship.org/uc/item/44m8j4xs

Journal
Radiology, 295(3)

ISSN
0033-8419

Authors
Rauschecker, Andreas M
Rudie, Jeffrey D
Xie, Long
et al.

Publication Date
2020-06-01

DOI
10.1148/radiol.2020190283
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/44m8j4xs
https://escholarship.org/uc/item/44m8j4xs#author
https://escholarship.org
http://www.cdlib.org/


ORIGINAL RESEARCH • NEURORADIOLOGY

Artificial intelligence (AI) shows great potential for trans-
forming health care and medical imaging, with deep 

learning being the AI tool with the most impact (1,2). 
Many successful implementations of deep learning in neu-
roradiology have been for extracting findings, such as hem-
orrhage on head CT images (3–5). Although useful, a fully 
diagnostic system must additionally be applicable to rare 
diseases despite scarce training cases, differentiate between 
a large number of diagnoses, and provide direct access to 
intermediate features used to derive a diagnosis.

Moreover, in an inherently probabilistic field such as 
radiology, differential diagnoses with associated disease 
probabilities, rather than a single best diagnosis output, are 

essential for guiding management (6,7). Bayesian inference 
(8) offers the opportunity to directly provide such calcu-
lations of disease probabilities, taking into account image 
and clinical features and baseline probabilities of rare and 
common diseases. This is a task for which nonspecialists 
and deep learning are both ill-equipped.

Because of the complementary nature of different AI 
methods, we sought to develop a system that computation-
ally models the three sequential steps radiologists use for 
MRI interpretation by using a conglomerate of AI tools. 
First, the system detects image abnormalities using deep 
learning, which simulates the radiology trainee learning to 
recognize abnormalities through many examples. Second, 
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Background: Although artificial intelligence (AI) shows promise across many aspects of radiology, the use of AI to create differential 
diagnoses for rare and common diseases at brain MRI has not been demonstrated.

Purpose: To evaluate an AI system for generation of differential diagnoses at brain MRI compared with radiologists.

Materials and Methods: This retrospective study tested performance of an AI system for probabilistic diagnosis in patients with 19 
common and rare diagnoses at brain MRI acquired between January 2008 and January 2018. The AI system combines data-driven 
and domain-expertise methodologies, including deep learning and Bayesian networks. First, lesions were detected by using deep 
learning. Then, 18 quantitative imaging features were extracted by using atlas-based coregistration and segmentation. Third, these 
image features were combined with five clinical features by using Bayesian inference to develop probability-ranked differential 
diagnoses. Quantitative feature extraction algorithms and conditional probabilities were fine-tuned on a training set of 86 patients 
(mean age, 49 years 6 16 [standard deviation]; 53 women). Accuracy was compared with radiology residents, general radiologists, 
neuroradiology fellows, and academic neuroradiologists by using accuracy of top one, top two, and top three differential diagnoses 
in 92 independent test set patients (mean age, 47 years 6 18; 52 women).

Results: For accuracy of top three differential diagnoses, the AI system (91% correct) performed similarly to academic neuroradi-
ologists (86% correct; P = .20), and better than radiology residents (56%; P , .001), general radiologists (57%; P , .001), and 
neuroradiology fellows (77%; P = .003). The performance of the AI system was not affected by disease prevalence (93% accuracy 
for common vs 85% for rare diseases; P = .26). Radiologists were more accurate at diagnosing common versus rare diagnoses (78% 
vs 47% across all radiologists; P , .001).

Conclusion: An artificial intelligence system for brain MRI approached overall top one, top two, and top three differential diagnoses 
accuracy of neuroradiologists and exceeded that of less-specialized radiologists.

© RSNA, 2020

Online supplemental material is available for this article.

This copy is for personal use only. To order printed copies, contact reprints@rsna.org
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inversion-recovery (FLAIR) abnormality, focusing on diseases 
predominantly affecting the cerebral hemispheres (Fig 2). Di-
agnoses were selected to contain considerable imaging overlap, 
making definitive diagnostic differentiation difficult or impos-
sible, instead requiring differential diagnoses (similar to standard 
neuroradiologic practice).

In addition to imaging data, five clinical characteristics were 
extracted from each patient’s chart: age, sex, immune status, 
presence of viral prodrome, and chronicity of clinical symptoms 
(Table 1).

Imaging Data
Studies were divided into training (n = 86) and test (n = 92) 
sets. Training data previously used to train convolutional neural 
networks (see below) overlapped with the 86 training studies 
described here, but not with the test studies. This training set of 
86 cases was used to update AI system parameters (specifically, 
thresholds for key feature extraction [see “Lesion Characteriza-
tion” section] and conditional probabilities [see “Bayesian In-
ference for Differential Diagnosis Development” section]). The 
test set was held out for independent testing. Because no hyper-
parameter optimization was performed, there was no require-
ment for a separate validation set. The test data set included 
five example studies of each disease randomly selected from the 
study cohort except Susac syndrome, for which we only found 
two patients due to its rarity. The remainder formed the train-
ing set (Table 1). Imaging data stemmed from a wide range 
of imaging parameters from over 20 different physical MRI 
scanners (16 scanner models across multiple locations) (Table 
2), typical of clinical imaging. Sequences extracted from MR 
images included T1-weighted, T1 postcontrast, T2-weighted, 
FLAIR, diffusion-weighted, apparent diffusion coefficient, and 
gradient-echo or susceptibility-weighted imaging. If a sequence 
(eg, T1 postcontrast) was unavailable for a patient, then the 
AI algorithm and radiologist provided diagnoses without that 
sequence. Specific pulse sequences were highly heterogeneous, 
with over 30 unique FLAIR sequences alone (varying along 
echo time, repetition time, in-plane resolution, and slice thick-
ness) (Table 2).

Deep Learning for Lesion Detection
The AI system consisted of three separate components (Fig 3). 
First, following image preprocessing (see Appendix E1 [on-
line]), intracranial lesions were detected based on the FLAIR 
sequence by using our previously developed convolutional 
neural network with three-dimensional U-Net architecture (9) 
(Fig 3, A). Two separately trained previously developed three-
dimensional U-Nets using the same architecture and training 
cases were also applied to our data for detecting pathologic 
T1 signal (10) and abnormal gradient-echo or susceptibility-
weighted imaging signal (11).

Lesion Characterization
Image processing was performed by using in-house modifica-
tions of the open-source Advanced Normalization Tools soft-
ware package (version 2.1; https://github.com/ANTsX/ANTs) 
(12,13) (see details in Appendix E1 [online]). The lesion mask 

Abbreviations
AI = artificial intelligence, AUC = area under the receiver operating 
characteristic curve, CI = confidence interval, FLAIR = fluid-attenuated 
inversion recovery, OR = odds ratio

Summary
An artificial intelligence system extracted meaningful image features 
and calculated disease probabilities to derive brain MRI differential 
diagnoses approaching neuroradiologists’ accuracy for 19 diseases.

Key Result
 n An artificial intelligence (AI) system combined deep learning, fea-

ture engineering, and an expert-knowledge Bayesian network–de-
rived accurate brain MRI differential diagnoses similar to academic 
neuroradiologists (91% vs 86% correct, respectively; P = .20), and 
higher than radiology residents (56%; P , .001), general radiolo-
gists (57%; P , .001), and neuroradiology fellows (77%; P = 
.003) across a range of 19 diagnoses at brain MRI.

it characterizes abnormalities through available MRI sequences 
using image processing with quantitative outputs, akin to a radi-
ologist explicitly describing imaging features or findings. Finally, 
it integrates these AI-based image features with clinical features 
into a probabilistic differential diagnosis by using Bayesian infer-
ence, like the radiologist correlating imaging features with cer-
tain diagnoses based on knowledge.

Although the first step of this process, image abnormality de-
tection, is purely data driven (ie, learned from training data), the 
third step is explicitly informed by domain expertise in the form 
of expert-derived conditional probabilities. That is, a system ex-
tracting image features that probabilistically differentiate diag-
noses of interest requires no additional training data to derive 
a differential diagnosis. Rather, the need for training data can 
be replaced by expert knowledge about the probability of these 
image features given each diagnosis. To validate the outputs of 
such a composite data-driven and domain-expertise automated 
system, we compared its diagnostic performance to radiologists 
with various levels of specialization. We hypothesized that the 
AI system would perform diagnostically at the level of academic 
neuroradiologists, focusing on 19 common and rare diseases af-
fecting the cerebral hemispheres as proof of concept.

Materials and Methods
This Health Insurance Portability and Accountability Act–
compliant retrospective study was approved by our institu-
tional review board, with a waiver for written informed con-
sent. Nonemployee or nonconsultant authors (A.M.R., J.D.R., 
J.W., L.X., and M.T.D.) analyzed and controlled the data.

Patients and Diseases
There were 178 study patients (105 women; mean age, 48 years 
6 17 [standard deviation]), with one anonymized brain MRI 
(“study”) per patient, acquired between January 2008 and Janu-
ary 2018. Studies were obtained from our institution’s picture 
archiving and communication system (Table 1) according to the 
procedures detailed in Figure 1 and in Appendix E1 (online).

Diagnoses included 19 entities encompassing a large 
range of common and rare diseases causing fluid-attenuated 
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conditional probabilities were determined with domain exper-
tise, using statistics published in a comprehensive neuroradi-
ology textbook (14) and in available literature (15–19) when 
available, and otherwise a consensus of two neuroradiologists 
(A.M.R., a neuroradiology fellow, and S.M., with 12 years 
of postfellowship experience). The goal of this process was to 
encapsulate expert knowledge of the probabilistic mapping 
between features and diseases. The probabilities were subse-
quently tuned to approximate a weighted average of the expert-
derived probabilities with the disease-specific frequency of the 
feature states across the 86 training studies only.

Comparison to Radiologist Performance
To compare the performance of the AI system to radiologists, 
test data were anonymized and independently presented to 
four radiology residents (two 2nd-year and two 4th-year res-
idents), two neuroradiology fellows (each with 9 months of 

of FLAIR U-Net was overlaid onto each MRI sequence, with 
extracted tissue segmentations and with a standard atlas to ex-
tract 18 features of interest for each study (Fig 3, B and C). 
Quantitative image features (eg, lesion volume in cubic mil-
limeters) were extracted and then thresholded to obtain quali-
tative feature states (eg, large, medium, or small lesions). The 
thresholds were set by expert knowledge and updated by us-
ing the 86 training studies. Detailed descriptions for all 18 ex-
tracted signal (n = 5), volumetric (n = 6), and spatial (n = 7) 
quantitative features, and the five clinical features, are provided 
in Appendix E1 (online).

Bayesian Inference for Differential Diagnosis Development
For each patient, the 18 imaging features plus five clinical 
features were combined by using naive Bayesian inference 
(available at https://github.com/rauscheck/radai) to calculate a 
probability for each possible diagnosis (Fig 3, D). Bayesian 

Table 1: Demographics and Clinical Characteristics of the Study Population

Sex
No. Immuno- 
compromised

No. Viral  
Prodrome Chronicity

Disease
No. Training  
Patients

No. Test  
Patients

Prevalence  
Rating

Age Range  
(y) M F Yes No Yes No Acute Chronic N/A

ADEM 4 5 Moderate 15–47 3 6 0 9 6 3 9 0 0
ALD 1 5 Rare 28–56 5 1 0 6 0 6 0 6 0
CADASIL 4 5 Rare 34–66 5 4 0 9 0 9 2 7 0
CNS lymphoma 5 5 Common 47–83 6 4 4 6 0 10 1 9 0
High-grade glioma 5 5 Common 34–75 7 3 0 9 0 9 3 6 0
HIV encephalopathy 7 5 Moderate 27–60 7 5 12 0 0 12 3 9 0
Low-grade glioma 5 5 Common 28–52 3 7 0 10 0 10 4 6 0
Metastatic disease 5 5 Common 32–75 6 4 6 4 0 10 3 4 3
Migraine 5 5 Moderate 20–63 3 7 0 10 0 10 2 8 0
MS: active 5 5 Common 23–52 2 8 1 9 0 10 6 4 0
MS: inactive 4 5 Common 18–57 5 4 1 8 0 9 1 8 0
MS: tumefactive 6 5 Rare 25–55 1 10 0 11 0 11 9 2 0
NMO 4 5 Rare 24–70 0 9 2 7 1 8 3 6 0
PML 5 5 Moderate 29–67 5 5 10 0 0 10 4 6 0
PRES 5 5 Common 14–69 1 9 3 7 0 10 10 0 0
Susac syndrome 0 2 Rare 23–31 1 1 0 2 0 2 0 2 0
SVID 7 5 Common 55–88 4 8 0 12 0 12 5 5 2
Toxic leukoencephalopathy 4 5 Rare 22–63 5 4 4 5 0 9 5 4 0
Vascular (acute or 

subacute ischemia)
5 5 Common 53–84 4 6 0 10 0 10 1 9 0

 Total 86 92 ... 14–88 73 105 39 138 7 170 71 101 5

Note.—Prevalence ratings were determined by consensus of two neuroradiologists. Immune status was determined from the medical chart 
based on a list of predefined qualifying conditions or current medications at the time of the MRI that placed patients in the immunocom-
promised category: human immunodeficiency virus (HIV)–positive (regardless of current CD4 count), azathioprine, natalizumab, dimethyl 
fumarate, fingolimod, ocrelizumab, current chemotherapies (including intrathecal methotrexate), immunosuppressive therapies following 
organ transplantation, and recent (,2 weeks) radiation therapy of any kind. The presence of a viral prodrome was considered present if any 
clinical note within the patient’s electronic medical record mentioned a history of viral illness (respiratory, flulike, or gastrointestinal) within 
a 2-week period prior to the onset of neurologic symptoms that prompted the MRI examination. For chronicity, acute was defined as neu-
rologic symptoms occurring within 7 days or less of the MRI examination; chronic was defined as neurologic symptoms lasting for more 
than 7 days prior to the MRI examination. If the patient was not experiencing neurologic symptoms prior to the MRI scan (eg, for routine 
cancer screening examination with incidental finding), then chronicity was coded as not available (N/A). ADEM = acute disseminated 
encephalomyelitis, ALD = adrenoleukodystrophy, CADASIL = cerebral autosomal dominant arteriopathy with subcortical infarcts and 
leukoencephalopathy, CNS = central nervous system, MS = multiple sclerosis, NMO = neuromyelitis optica, PML = progressive multifocal 
leukoencephalopathy, PRES = posterior reversible encephalopathy syndrome, SVID = small vessel ischemic disease.
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Statistical Analysis
To compare the AI system to 
radiologists while considering 
the paired nature of the data, 
we used a generalized estimat-
ing equation with robust vari-
ance estimator, expressed as 
odds ratios (ORs) compared 
with AI system accuracy as 
baseline, for three separate 
outcome measures: correct 
diagnosis within the top three 
differential diagnoses, within 
the top two differential di-
agnoses, and within the top 
one diagnosis. Categories of 
radiologists (attending physi-
cians, fellows, general radiolo-
gists, residents, and AI system) 
were specified in this model 
and individual readers nested 
within their respective cat-
egories. For comparing the AI 
system to individual radiolo-
gists, McNemar test was used. 
Receiver operating characteris-
tic curves were constructed to 
serve as a summary measure of 
performance across top one, 
top two, and top three dif-
ferential diagnoses by using 
position in the differential 
diagnoses to create an ordinal 
scale of four confidence levels, 
with 95% confidence intervals 
(CIs) of area under the receiver 
operating characteristic curves 
(AUCs) calculated by boot-
strapping. The x2 test was used 
for comparing the fraction of 
cases answered correctly ac-
cording to disease prevalence. 
Correlations between individ-
ual-reader confusion matrices 

were evaluated. All statistical analyses were performed by us-
ing MATLAB (version r2019a; Mathworks, Natick, Mass), 
except the generalized estimating equation, implemented by 
using Stata (version 13.1; StataCorp, College Station, Tex). 
Statistical significance was defined as P , .05. See additional 
details in Appendix E1 (online).

Results

Patient Demographics
The train and test set split resulted in 86 studies in the train-
ing set and 92 in the test set (Fig 1, Table 1) across 19 different 
diseases (Fig 2). There were no significant differences in age 

fellowship training), two general radiologists (who routinely 
read brain MR images; one neuroradiology fellowship–trained; 
with 20 years and 21 years of posttraining experience, respec-
tively), and two academic neuroradiology attending physicians 
at our tertiary care center (I.M.N. and S.M., with 7 years and 
12 years postfellowship experience, respectively), using a stan-
dard hanging protocol in our institution’s picture archiving and 
communication system. Radiologists were given the same MRI 
sequences and clinical features available to the AI system. They 
were informed of the equal distribution of diagnoses across 
patients. Radiologists provided their top three most probable 
diagnoses (“differential diagnosis”) out of a menu of 19 pos-
sible diagnoses.

Figure 1: Flowchart shows study selection according to exclusion criteria, from initial patient search to training set and 
test set randomization. FLAIR = fluid-attenuated inversion recovery, IRB = institutional review board.
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eases. Training data were only used for fine-tuning expert-
defined key feature thresholds and Bayesian conditional 
probabilities, so training data did not require equal propor-
tions of diagnoses.

(P = .38; two-tailed t test) or sex (P = .49; x2 test) between the 
training and test set. Having fixed the number of test studies to  
five for each disease except Susac syndrome (n = 2), the num-
ber of training studies varied from zero to seven across dis-

Figure 2: Image shows example axial fluid-attenuated inversion recovery (FLAIR) slice for each of 19 neurologic diseases included in study. 
ADEM = acute disseminated encephalomyelitis, CADASIL = cerebral autosomal dominant arteriopathy with subcortical infarcts and leukoen-
cephalopathy, CNS = primary central nervous system, HIV = human immunodeficiency virus, MS = multiple sclerosis, NMO = neuromyelitis 
optica, PML = progressive multifocal leukoencephalopathy, PRES = posterior reversible encephalopathy syndrome. Range of repetition time and 
echo time values are given in Table 2.
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performance was better than radiology residents (37–59 
items correct of 92 items [40%–64%; mean percent correct 
across participants, 56%]; OR, 0.12; 95% CI: 0.06, 0.27;  
P , .001), general radiologists (49–54 items correct of 92 
items [53%–59%; mean percent correct across participants, 
57%]; OR, 0.11; 95% CI: 0.05, 0.25; P , .001), and neu-
roradiology fellows with 9 months of experience (63–78 
items correct of 92 items [68%–85%; mean percent correct 
across participants, 77%]; OR, 0.31; 95% CI: 0.14, 0.68;  
P = .003). We also evaluated the algorithm on top two differen-
tial diagnoses (Fig 4, B) and top diagnosis accuracy (Fig 4, C), 
showing similar performance to academic neuroradiologists 
(top two, P = .20; top one, P = .08) and neuroradiology fellows 
(top two, P = .26; top one, P = .78) and better performance 
than general radiologists (P , .001) and radiology residents  
(P , .001) on both outcome measures (Tables E1–E3 [on-
line]). Comparisons of the AI system to individual radiolo-
gists demonstrated similar findings: AI system performance 
was similar to that of academic neuroradiologists on all mea-
sures, was better than one of two neuroradiology fellows on 
top one differential diagnosis and top two differential diag-
noses performance, and was consistently better than that of 
all radiology residents and general radiologists (see Table E4 
[online] for P values).

Receiver Operating Characteristic Analysis
Evaluation by using receiver operating characteristic curve also 
demonstrated performance of the AI system (AUC, 0.92 [95% 
CI: 0.88, 0.95]) similar to academic neuroradiologists (AUC, 
0.90 [95 % CI: 0.89, 0.93]), both of which were superior to 
neuroradiology fellows (AUC, 0.85 [95% CI: 0.81, 0.87]), 
general radiologists (AUC, 0.72 [95% CI: 0.68, 0.76]), and 
radiology residents (AUC, 0.73 [95% CI: 0.70, 0.75]) (Fig 4, C). 
Results were similar when using partial AUC values at high 
specificity (Table E5 [online]).

Effect of Disease Prevalence on Radiologists and on AI 
System
To understand the strengths of the automated system, we 
evaluated its performance compared with radiologists for each 
diagnosis individually (Fig E1 [online]) and according to how 
commonly the diseases are encountered in practice (Fig 5). 
Radiologists across all specialization levels were better at di-
agnosing common diseases (25–43 items correct of 45 items 
[56%–96% correct; median percent correct across radiologists, 
77%]) compared with rare diseases (six to 22 items correct of 
27 items [22%–82% correct; median percent correct across ra-
diologists, 39%]) (P , .001), with intermediate performance 
on moderately rare diseases (six to 18 items correct of 20 items 
[30%–90% correct; median percent correct across radiologists, 
60%]). The difference in performance between common and 
rare diseases was most pronounced for residents (43% differ-
ence; P , .001) and general radiologists (37% difference; P 
, .001), compared with neuroradiology fellows (20% dif-
ference; P = .007) and academic neuroradiology attending 
physicians (17% difference; P = .003), who more frequently 
see rare diseases at a tertiary care center.

AI System Performance Compared with Radiologists
The composite AI system outputs a probability associated 
with each of the 19 diseases. The three diseases with the high-
est probabilities represent the system’s differential diagnosis. 
The AI system correctly placed the correct diagnosis within 
its top three differential diagnoses in 84 of 92 (91%) of test 
studies (Fig 4, A). There was no difference in diagnostic ac-
curacy between the AI system and academic neuroradiolo-
gists on the same set of studies (76–82 items correct of 92 
items [83%–89%; mean percent correct across participants, 
86%]; OR, 0.58; 95 CI%: 0.25, 1.32; P = .20). AI system 

Table 2: Heterogeneous Scanning Parameters in Training 
and Test Samples

Summary Training Set Test Set
Total patients 86 92
Field strength
 1.5 T 58 (67.4) 57 (62.0)
 3.0 T 28 (32.6) 35 (38.0)
FLAIR dimension
 Two-dimensional 78 (90.7) 81 (88.0)
 Three-dimensional 8 (2.7) 11 (12.0)
Manufacturer and model
 GE (Milwaukee, Wis)
  Discovery MR750w 0 (0.0) 3 (3.3)
  Genesis Signa 6 (7.0) 6 (6.5)
  Optima MR450w 4 (4.7) 1 (1.1)
  Signa Excite 5 (5.8) 7 (7.6)
  Signa HDxt 4 (4.7) 7 (7.6)
 Phillips (Best, the Netherlands)
  Intera 0 (0.0) 1 (1.1)
 Siemens (Erlangen, Germany)
  Aera 1 (1.2) 2 (2.2)
  Avanto 7 (8.1) 8 (8.7)
  Espree 27 (31.4) 19 (20.1)
  Magnetom Essenza 3 (3.5) 1 (1.1)
  Skyra 4 (4.7) 8 (8.7)
  Symphony 1 (1.2) 3 (3.3)
  SymphonyTim 0 (0.0) 1 (1.1)
  TrioTim 15 (17.4) 11 (20.0)
  Verio 8 (9.3) 13 (14.1)
 Toshiba (Tokyo, Japan)
  Titan 1 (1.2) 1 (1.1)
FLAIR TE (msec)*
 Minimum 86 82
 Median 136 136
 Maximum 396 398
FLAIR TR (msec)*
 Minimum 5000 5000
 Median 9000 9000
 Maximum 11002 12000

Note.—Unless otherwise specified, data are the number of study 
patients in each category, with percentages in parentheses. TE = 
echo time, TR = repetition time.
* TE and TR values shown are for fluid-attenuated inversion 
recovery (FLAIR) images, which form the basis of the deep learn-
ing algorithm for lesion detection.
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(r = 0.79) was higher than the mean correlation between the AI 
system and each academic neuroradiologist (r = 0.71; P = .02), 
and the mean correlation between individual academic neurora-
diologists and neuroradiology fellows (r = 0.72) was higher than 
between the AI system and individual neuroradiology fellows 
(r = 0.64; P = .05; Fisher r-to-z transformation).

Importantly, the probabilities produced by the AI system re-
flect the confidence of the system in its diagnostic predictions. 
For those cases where the AI system predicted the correct di-
agnosis as the most likely (n = 51 of 92), the mean prediction 
probability of the top diagnosis was 63%, which was higher than 
the mean prediction probability of 47% in those cases (n = 41 of 
92) where it predicted an incorrect diagnosis (P , .001; t test).

Impact of Imaging and Clinical Features on AI Performance
By holding out features from the Bayesian network that are 
otherwise calculated by the AI system, one can learn about the 
relative importance of those features for providing diagnostic 
information (Table 3). When all five clinical features are re-
moved from the input, the performance of the entire system is 

For the AI algorithm, there was no detectable difference be-
tween performance on common compared with rare disease en-
tities (absolute difference, 8%; 42 of 45 common diseases and 23 
of 27 rare diseases; P = .26).

Evaluating Radiologist and AI Errors
We further evaluated the strengths and weaknesses of the AI 
system, as well as those of radiologists, by means of confusion 
matrices (Fig 6). When evaluated on predicting the true diagno-
sis as the top diagnosis, the AI system was found to perform par-
ticularly well at some diagnoses (eg, posterior reversible encepha-
lopathy syndrome and low-grade glioma) and poorly on others 
(eg, multiple sclerosis and metastases). Different individual radi-
ologists and the AI system make errors on divergent diagnoses 
(Fig 6, B–E). However, confusion matrices between radiologists 
more closely resemble each other than the confusion matrix of 
the AI system, suggesting that the AI system and humans make 
different types of errors. This claim can be qualitatively appreci-
ated or quantified by using correlation between confusion matri-
ces. The correlation between the two academic neuroradiologists 

Figure 3: Image shows overview of artificial intelligence (AI) system. A, Schematic of three-dimensional U-Net architecture used for abnormal signal detection. B, Illustration 
of automatically extracted features by using image processing. All examples except gradient-echo (GRE) susceptibility detection are from patient with primary central nervous 
system lymphoma. See Materials and Methods section for details on how each feature is extracted. C, Multiple quantitative features are calculated for every lesion in every 
patient, including those shown in this example. These features are stored, providing rich quantitative description of the lesions. For developing differential diagnosis, thresholded 
features are then probabilistically combined in Bayesian network. D, Schematic of Bayesian network demonstrates naive Bayesian architecture with complete set of features used 
by AI system to differentiate diseases of cerebral hemispheres, divided into four categories: clinical, signal, spatial, and volumetric. ADC = apparent diffusion coefficient, ANTs = 
Advanced Normalization Tools, CC = corpus callosum, DWI = diffusion-weighted imaging, FLAIR = fluid-attenuated inversion recovery, vol = volume.
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(P , .001) demonstrate the importance of clinical information 
combined with imaging features for brain MRI diagnosis.

Because image quality improves over time, we analyzed AI 
system accuracy as a function of study acquisition date. There 
was no clear change in diagnostic accuracy across the 10 years of 
study acquisition dates (Fig E2 [online]).

Discussion
Despite advances in deep learning, its utility for providing dif-
ferential diagnoses of common and rare diagnoses on complex 
imaging such as brain MRI remains limited. To address some 

reduced from 84 of 92 (91%) correct to 63 of 92 (68%) cor-
rect on top three differential diagnoses accuracy. Signal features 
(T1 signal, gradient-echo, etc) carry the least information, with 
performance at 79 of 92 (86%) without these features. The 
removal of only spatial or volumetric features reduces perfor-
mance to 77 of 92 (84%) and 75 of 92 (82%), respectively. 
Removing all imaging information (leaving only five clinical 
features for deciding between the 19 diagnoses) still allows 
top three diagnosis accuracy of 50 of 92 (54%). Both the re-
duced performance without clinical features (P , .001) and 
the performance far above chance given only clinical features  

Figure 4: Graphs show performance of composite artificial intelligence (AI) system compared with radiologists with various levels of specialization. A, Performance is 
measured as percent correct by listing correct diagnosis within top three differential diagnoses (DDx) across 92 test studies (19 diseases). Each circle represents a single 
radiologist, and horizontal line represents mean across each radiologist group. Horizontal dashed line is performance of AI system. Error bars represent 95% binomial prob-
ability confidence intervals. B, Accuracy (percent correct) within top two diagnoses. C, Accuracy (percent correct) only using top diagnosis. D, Receiver operating charac-
teristic (ROC) curves for AI system (green) compared with radiologists (other colors). AI system has similar area under the curve (AUC) to that of academic neuroradiologists 
(black). ROC curves are based on top one, top two, and top three most probable diagnoses provided by each radiologist. See Materials and Methods section for further 
details. Reported AUCs are nonparametric.
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calculation of intermediate image features, such as location or 
size of lesions, and the framing of system outputs in terms of 
clinically meaningful probabilities. With access to all features in 
the system, the accuracy of each component can be investigated 
and improved independently.

Although the AI system produced errors, these were differ-
ent from and perhaps complementary to those produced by hu-
mans. The types of errors addressed by this type of AI algorithm 
include distinctly human biases such as satisfaction of search 
(21) and heavily skewed probability calculations (22). With im-
aging demand increasing steadily and outpacing the capacity of 
radiologists (23), methodologies that simultaneously improve ef-
ficiency (24,25) and reduce errors should be a welcome addition 
to the radiologist’s repertoire.

Our study had limitations. This proof-of-concept study 
focused on 19 predefined common and rare neurologic 
diagnoses causing FLAIR abnormality within the cerebral 
hemispheres, whereas the number of diseases, disease subcat-
egories, and imaging manifestations encountered in practice 
is broader. Whereas the current system is limited to certain 
prespecified image features important for differentiating these 
19 diseases, other imaging features, including comparisons to 
prior imaging, could be computationally extracted for other 
diagnoses or for improving top diagnosis performance. At 
present, academic neuroradiologists qualitatively exceed per-
formance of the AI system at single top diagnosis, and further 
studies are needed to understand the conditions under which 
humans outperform this system. In addition, clinical context 
and implications of diagnoses are not modeled into the AI 

limitations of existing techniques, we constructed an artificial 
intelligence (AI) system as a fusion of distinct methods with 
complementary strengths. This AI system accepts clinical 
brain MRI scans as input and provides a differential diagnosis 
as output. On a number of outcome measures, the AI system 
approached neuroradiologists’ diagnostic performance for 19 
diseases affecting the cerebral hemispheres (eg, 91% vs 86% 
correct top three differential diagnoses; P = .20), providing 
strong support that diagnostically relevant information is ex-
tracted by this system.

The AI system was constructed to separately model the per-
ceptual and cognitive components of human radiologic im-
age interpretation (20). First, a convolutional neural network 
trained on abnormal FLAIR signal detects lesions (9). Then, 
human-interpretable quantitative image and lesion features are 
explicitly derived by using image processing techniques. Finally, 
these “findings” are combined with limited clinical features by 
using expert knowledge–based Bayesian inference to arrive at a 
differential diagnosis (ie, the “impression”), ranked by disease 
probabilities.

The final diagnostic component of the AI system does not 
rely on training, instead encapsulating expert knowledge about 
the relationship between image features and diagnoses within 
the conditional probabilities of the Bayesian network. As such, 
it performed similarly on common (93% top three differential 
diagnoses accuracy) and rare (82%) diseases (P = .26). Mean-
while, radiologists performed better on common (78%) than 
rare (47%) diseases (P , .001). Additional advantages of a com-
posite deep learning and Bayesian AI system include explicit 

Figure 5:  Graphs show performance of artificial intelligence (AI) system and radiologists depending on disease prevalence. Radiologists at all 
levels more often correctly diagnosed common diseases than rare diseases, with the effect less pronounced with increasing experience with rare 
diseases. For AI system, there was no significant difference in performance on common versus rare diseases. Individual shapes indicate top three 
diagnostic accuracy (percent correct) for an individual disease across radiologists of each category, with diseases categorized by their prevalence. 
Horizontal bars demonstrate mean across individual data points, with corresponding standard error of mean indicated by the error bars. P values 
shown are based on x2 test comparing common and rare disease performance. DDx = differential diagnosis.
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Figure 6: Confusion matrices show sources of diagnostic errors for artificial intelligence (AI) system and individual radiologists for each disease. By convention, true 
disease labels are shown along x-axis, and predictions are shown along y-axis, with color bar representing fraction of patients of true diagnosis where predicted disease 
was listed as top diagnosis (ie, columns add up to one). Perfect diagnostic algorithm would result in yellow squares along diagonal from top left to bottom right. At least two 
types of mistakes are seen both among radiologists and AI system, exemplified by white rectangles for AI system: confusion between similarly appearing diseases, and over-
diagnosing certain diseases. Different individuals within a group make different mistakes, and fewer errors occur with increasing specialization. Act = active, ADEM = acute 
disseminated encephalomyelitis, ALD = adrenoleukodystrophy, CADASIL = cerebral autosomal dominant arteriopathy with subcortical infarcts and leukoencephalopathy, 
CNS = central nervous system, HG = high-grade, HIV enceph = human immunodeficiency virus encephalopathy, Inact = inactive, LG = low-grade, MS = multiple sclerosis, 
NMO = neuromyelitis optica, PML = progressive multifocal leukoencephalopathy, PRES = posterior reversible encephalopathy syndrome, SVID = small vessel ischemic dis-
ease, TLE = toxic leukoencephalopathy, tumef = tumefactive.

Table 3: Accuracy of the Artificial Intelligence System after Excluding Information Derived from Various Feature Categories  
(n = 92)

Features Excluded Top One Differential Diagnosis Correct Top Three Differential Diagnoses Correct
None; baseline performance 51 (55) [45, 66] 84 (91) [84, 96]
Clinical; five features 34 (37) [27, 48] 63 (68) [58, 78]
Signal; five features 48 (52) [42, 63] 79 (86) [77, 92]
Spatial; seven features 43 (47) [36, 57] 77 (84) [74, 91]
Volumetric; six features 52 (57) [46, 67] 75 (82) [72, 89]
All MRI features excluded; clinical features only 24 (26) [18, 36] 50 (54) [44, 65]

Note.—Data in parentheses are percentages, with 95% confidence intervals in brackets. None refers to baseline performance, with 
no information excluded. Clinical features include age, sex, chronicity, immune status, and viral prodrome. Signal features include 
T1, T2, diffusion, susceptibility, and enhancement. Spatial features include lobar distribution, corpus callosum involvement, peri-
ventricular, juxtacortical, cortical gray matter involvement, anterior temporal lobe involvement, and symmetry. Volumetric features 
include number of lesions, lesion volume, lesion extent, enhancement ratio, mass effect, and ventricular volume. All imaging features refer 
to the combination of signal, spatial, and volumetric features. See also Figure 3, D for feature categories. For additional detailed descriptions 
of features, please see Appendix E1: Quantitative Feature Extraction Methods.
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system and are components of radiology that remain difficult 
to model computationally. Because many of the diagnoses in-
cluded in our study do not have a fully independent patho-
logic reference standard, instead defined by a combination of 
radiologic and clinical follow-up, the AI system is unlikely to 
perform better than did expert radiologists on these diagno-
ses. Furthermore, this system only functions on patients with 
a single diagnosis and without prior surgery. Future systems 
will need to incorporate the ability to differentiate multiple 
diagnoses within the same patient (26,27). Finally, the retro-
spective work described here was performed at a single health 
system, potentially limiting generalization (28). Decreased 
reliance on training data in favor of neuroimaging principles 
may, however, boost generalizability.

In conclusion, we built a composite artificial intelligence (AI) 
system that computationally models radiologists’ perceptual and 
cognitive steps to brain MRI interpretation. On a diverse set of 
19 diseases with real clinical MR images, it explicitly extracts 
clinically relevant imaging features and combines these into di-
agnostic performance at a level exceeding general radiologists 
and trainees and approaching that of academic neuroradiolo-
gists. The study exemplifies the large variety of diseases that can 
be diagnosed when combining data- and knowledge-driven ap-
proaches, despite small training samples. It will be important 
to test the system prospectively and at other institutions. We 
anticipate that our AI system will generalize well, as it already 
works across more than 20 different MR scanner types and a 
wide range of acquisition parameters. Prospective evaluation is 
important because the current data samples were biased toward 
a near-equal probability of common and rare diseases. In clinical 
practice, disease prevalence can be incorporated into the Bayes-
ian network as “prior probabilities,” but transitioning from an 
experimental to clinical setting using such modifications will 
necessitate further performance evaluations. We anticipate that 
the general framework of a composite AI system combining 
data-driven and knowledge-driven approaches can be applied to 
many domains within radiology and will ultimately form the 
basis of more efficient and accurate radiology practice.

Acknowledgments: We gratefully acknowledge the support of NVIDIA, who do-
nated the Titan Xp graphics processing unit used for this research.

Author contributions: Guarantors of integrity of entire study, A.M.R., J.C.G.; 
study concepts/study design or data acquisition or data analysis/interpretation, all 
authors; manuscript drafting or manuscript revision for important intellectual con-
tent, all authors; approval of final version of submitted manuscript, all authors; 
agrees to ensure any questions related to the work are appropriately resolved, all au-
thors; literature research, A.M.R., J.D.R., J.C.G.; clinical studies, A.M.R., J.D.R., 
L.X., J.W., A.M.K., J.E., T.C.C., I.M.N., S.M., J.C.G.; statistical analysis, A.M.R., 
J.D.R., M.T.D., J.C.G.; and manuscript editing, A.M.R., J.D.R., L.X., M.T.D., 
A.M.K., T.C.C., R.N.B., I.M.N., S.M., J.C.G.

Disclosures of Conflicts of Interest: A.M.R. Activities related to the present article: 
received payment for reimbursement for American Society for Neuroradiology and So-
ciety for Imaging Informatics in Medicine (SIIM) 2019 travel expenses. Activities not 
related to the present article: disclosed no relevant relationships. Other relationships: 
disclosed no relevant relationships. J.D.R. disclosed no relevant relationships. L.X. Ac-
tivities related to the present article: disclosed no relevant relationships. Activities not 
related to the present article: is a consultant for Galileo Clinical Decision Support; is 
employed by University of Pennsylvania. Other relationships: disclosed no relevant re-
lationships. J.W. disclosed no relevant relationships. M.T.D. disclosed no relevant rela-
tionships. E.J.B. disclosed no relevant relationships. A.M.K. disclosed no relevant rela-



Rauschecker et al

Radiology: Volume 295: Number 3—June 2020  n  radiology.rsna.org 637

 30. Simard PY, Steinkraus D, Platt JC. Best practices for convolutional neural 
networks applied to visual document analysis. Seventh International Confer-
ence on Document Analysis and Recognition, 2003 Proceedings, Edinburgh, 
August 6, 2003. Piscataway, NJ: IEEE, 2003; 958–963.

 31. Ronneberger O, Fischer P, Brox T. U-Net: Convolutional Networks for 
Biomedical Image Segmentation. Cham, Switzerland: Springer International, 
2015; 234–241.

 32. Milletari F, Navab N, Ahmadi SA. V-Net: Fully Convolutional Neural 
Networks for Volumetric Medical Image Segmentation. arXiv [preprint]. 
https://arxiv.org/abs/1606.04797. Posted June 15, 2016. Accessed June 1, 
2016.

 33. Abadi M, Agarwal A, Barham P, et al. TensorFlow: Large-Scale Machine 
Learning on Heterogeneous Distributed Systems. arXiv [preprint]. 
https://arxiv.org/abs/1603.04467. Posted March 14, 2016. Accessed 
January 2, 2019.

 34. Marcus DS, Wang TH, Parker J, Csernansky JG, Morris JC, Buckner RL. 
Open Access Series of Imaging Studies (OASIS): cross-sectional MRI data 
in young, middle aged, nondemented, and demented older adults. J Cogn 
Neurosci 2007;19(9):1498–1507.

 35. Manjón JV, Coupé P, Buades A, Fonov V, Louis Collins D, Robles M. 
Non-local MRI upsampling. Med Image Anal 2010;14(6):784–792.

 36. Zhou XH, McClish DK, Obuchowski NA. Statistical methods in diagnostic 
medicine. 2nd ed. Hoboken, NJ: Wiley, 2011.

 37. Obuchowski NA. ROC analysis. AJR Am J Roentgenol 2005;184(2):364–372.
 38. Shiraishi J, Pesce LL, Metz CE, Doi K. Experimental design and data analysis 

in receiver operating characteristic studies: lessons learned from reports in 
radiology from 1997 to 2006. Radiology 2009;253(3):822–830.

 39. Lusted LB. Signal detectability and medical decision-making. Science 
1971;171(3977):1217–1219.

 20. Bruno MA, Walker EA, Abujudeh HH. Understanding and Confronting 
Our Mistakes: The Epidemiology of Error in Radiology and Strategies for 
Error Reduction. RadioGraphics 2015;35(6):1668–1676.

 21. Kim YW, Mansfield LT. Fool me twice: delayed diagnoses in radiology with 
emphasis on perpetuated errors. AJR Am J Roentgenol 2014;202(3):465–470.

 22. Kahneman D, Tversky A. Subjective probability: A judgment of represen-
tativeness. Cognit Psychol 1972;3(3):430–454.

 23. McDonald RJ, Schwartz KM, Eckel LJ, et al. The effects of changes in 
utilization and technological advancements of cross-sectional imaging on 
radiologist workload. Acad Radiol 2015;22(9):1191–1198.

 24. Al Yassin A, Salehi Sadaghiani M, Mohan S, Bryan RN, Nasrallah I. It is 
About “Time”: Academic Neuroradiologist Time Distribution for Interpret-
ing Brain MRIs. Acad Radiol 2018;25(12):1521–1525.

 25. Brown M, Browning P, Wahi-Anwar MW, et al. Integration of Chest CT 
CAD into the Clinical Workflow and Impact on Radiologist Efficiency. 
Acad Radiol 2019;26(5):626–631.

 26. Guerrero R, Qin C, Oktay O, et al. White matter hyperintensity and stroke 
lesion segmentation and differentiation using convolutional neural networks. 
Neuroimage Clin 2017;17:918–934.

 27. Rudie JD, Weiss DA, Saluja R, et al. Multi-Disease Segmentation of Gliomas 
and White Matter Hyperintensities in the BraTS Data Using a 3D Convo-
lutional Neural Network. Front Comput Neurosci 2019;13:84.

 28. Zech JR, Badgeley MA, Liu M, Costa AB, Titano JJ, Oermann EK. 
Variable generalization performance of a deep learning model to detect 
pneumonia in chest radiographs: A cross-sectional study. PLoS Med 
2018;15(11):e1002683.

 29. Yushkevich PA, Piven J, Hazlett HC, et al. User-guided 3D active contour 
segmentation of anatomical structures: significantly improved efficiency and 
reliability. Neuroimage 2006;31(3):1116–1128.




