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Professor Richard E. Wirz, Chair

Electrospray propulsion devices employ strong electric fields to extract high velocity droplets and

molecular ions from a liquid propellant. When these constituents strike downstream surfaces,

impact processes can lead to the emission of a diverse set of secondary species, including electrons,

atomic ions, molecular ions, and subsidiary droplets. The objective of this research is to examine

the emission and transport of secondary species in electrospray thrusters to understand the effects

on thruster life, performance, spacecraft interactions, and terrestrial facility effects.

This dissertation presents theoretical, analytical, and experimental investigations of electro-

spray operation in vacuum facilities to show that secondary species emission (SSE) plays a sig-

nificant role in the behavior of electrospray thrusters during ground testing. First, an analysis of

SSE mechanisms and onset thresholds showed that SSE occurs in the regimes where electrospray

thrusters commonly operate. Therefore, SSE must be carefully considered for accurate measure-

ments and determination of performance and life.

A series of experiments were conducted to investigate the consequence of SSE on electrospray

thruster operation. A beam target biasing experiment was conducted to demonstrate the impact of

ii



SSE on thruster-to-facility coupling, which introduces significant uncertainty in thruster lifetime

measurements. A novel “SSE probe” diagnostic was developed and used to obtain the first-ever

angular distributions of positive and negative SSE yields for an electrospray thruster. An optical

emission spectroscopy study was conducted to show that glow discharges observed in electrospray

thrusters during vacuum operation are a consequence of SSE; this observation is in direct contrast

to common postulations that glows are intrinsic to electrospray operation.

Two analytical models were developed to study SSE impact on thruster performance and life-

time. The first model was a one-dimensional heat and mass flux analysis of an ionic liquid ion

source, which showed that SSE-induced Ohmic dissipation can significantly affect thruster perfor-

mance. The second model, named the “Electrospray SSE Control-volume Analysis for Resolving

Ground Operation of Thrusters” (ESCARGOT) invokes conservation of charge to derive a set of

governing equations that describes the emission and transport of secondary species throughout an

electrospray thruster and testing facility. The model relies on geometric factors obtained from nu-

merical simulations, and experimentally-obtained SSE yields to correct for SSE-induced current

measurement uncertainty in thruster performance and life testing. Therefore, the ESCARGOT

model serves as an important link to determine accurate in-space thruster life and performance

predictions based on terrestrial qualification testing.

Overall, this work reveals the critical importance of SSE to electrospray thruster performance,

life, facility effects, and space interactions; and provides both experimental and modeling tech-

niques to assess their impact for a range of operating and test conditions.
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CHAPTER 1

Introduction

1.1 Miniature Spacecraft and Micropropulsion

In 1999, California Polytechnic State University San Luis Obispo and Stanford University jointly

developed the standardized small satellite form factor called the “CubeSat” [15]. In the ensuing

two decades, the technical and economical accessibility of CubeSats have driven a renaissance

in small spacecraft development and flight, creating a technology pull for low-power and high-

efficiency propulsion capabilities. The total number of launched small-scale satellites (0.1 kg to

50 kg) has increased exponentially since the inception of the CubeSat, as shown in Figure 1.1.

Notably, the number of small satellites equipped with propulsion is a fraction of the total number

of satellites.

The lack of propulsion on CubeSats can be attributed to three factors: (1) limited lifetime of

space-rated CubeSat components and therefore no need for propulsion systems, (2) Range Safety

limitations on pressurized or energetic propellants to protect primary payloads, and (3) technical

challenges in miniaturizing mainstream propulsion technologies. With improvements in the life-

time of off-the-shelf CubeSat subsystems, propulsion capability has become a critical area of need

for increasing the mission capabilities of CubeSats [16]. Furthermore, in an attempt to mitigate the

rise in orbital space debris, the Federal Communications Commission (FCC) recently proposed a

requirement for any spacecraft operating above 400 km to employ some form of propulsion [17].

The propulsion requirement would ensure that all spacecraft have a minimum capacity to perform

limited collision avoidance maneuvers, or end-of-life deorbiting. Due to stakeholder feedback,
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Figure 1.1: Running total of CubeSats launched over time. CubeSats generally lack propulsion
capabilities, but are becoming more popular as mission needs emerge. Figure credit
from Erik Kulu’s Nanosat Database [1].

the FCC pushed the orbit threshold for the propulsion requirement to 600 km. The space debris

issue is unsustainable given current community practices [18], thus a universal propulsion require-

ment is inevitable. Given the mission-pull, and the policy-push, micropropulsion is poised for

unprecedented growth, yet the space community is not currently equipped to meet the demand for

CubeSat-scale micropropulsion.

Electrospray thrusters are attractive as primary propulsion systems for meeting future space-

craft compliance needs, and for enabling high-risk/high-reward scientific missions on CubeSat

platforms [19]. Electrosprays are inherently microscale devices, consuming extremely small amounts

of propellant and power. Since electrosprays rely on non-energetic, liquid-phase propellants,

Range Safety and primary payload stakeholder concerns are ameliorated.
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1.2 Electrospray Propulsion

Electrosprays operate by applying a strong electrostatic field to a conductive liquid meniscus. The

electric traction force balances against surface tension, deforming the curved meniscus into a

cone [20]. The electric field is enhanced at the cone’s apex due to its tight radius of curvature,

where an electrically-forced jet forms in response to the field singularity, extracting fluid from the

meniscus [21]. The electrified jet is an inherently unstable flow that may undergo different electro-

hydrodynamic instabilities, leading to breakup of the jet into droplets or clusters. The development

of electrospray technology for the application of mass spectrometry of biological macroparticles

was awarded the Nobel Prize in Chemistry in 2002 [22, 23], and has found unique applications via

electrospinning fabrication of nanoscale fibers [24, 25], or thin film deposition [26]. The subject of

this dissertation is the development of another compelling application for electrosprays - spacecraft

propulsion.

Electrospray thrusters are a class of micro-scale electric propulsion device that produce thrust

by electrostatically emitting and accelerating charged species from a liquid-phase propellant. Elec-

trosprays were initially developed for propulsion applications in the 1960’s through the mid-

1970’s [27], and again since the early-2000’s [28, 29, 30, 31]. The latter development effort

has sought to exploit electrosprays for low-noise disturbance reduction systems enabling future

space-based observatories, such as the Laser Interferometer Space Antenna (LISA) and Habitable

Exoplanet Observatory (HabEx) [31, 32, 33]. A vital area of research for electrospray propulsion

to support space science missions is the improvement of electrospray thruster lifetime to meet

mission requirements [33]

When electrospraying, the conical shape of the meniscus is sustained by feeding fluid to

the emission site through several different methods, depending on the desired thruster perfor-

mance [34, 35]. An electrospray thruster that provides very high specific impulse ideally operates

in the “purely-ionic regime” where the thruster only emits monomer ions, and is often referred to

as an ionic liquid ion source (ILIS) or liquid-ion thruster [36, 3]. ILIS thrusters are passively fed,
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Figure 1.2: Two examples of ionic liquid ion source (ILIS) thrusters that employ emitters made
from sharpened porous media. The left two images are of the Air Force Electrospray
Thruster Series 2 (AFET-2) [2, 3]. The right two images are of the Accion TILE
thruster [4].

consisting of either an externally-wetted needle emitter [36], or a machined porous material [37].

Figure 1.2 shows two examples of ILIS thrusters that have emitters made of a machined porous

medium. A separate, yet closely-related technology called liquid metal ion sources (LMIS) or

field-effect electric propulsion (FEEP) makes use of liquid metals to produce positively-charged

ions [38, 39, 13].

The discrepancy between the high predicted efficiency of ILIS thrusters (80% to 91%) [40, 41]

and their lower actual efficiency (24% to 60%) [42, 3] is not yet fully understood. A major

performance-limiting mechanism for ILIS thrusters has recently been identified as “anomalous
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mass loss” [3]. Room temperature ionic liquids have negligible vapor pressures, so ILIS thrusters

should ideally have a 100% mass utilization efficiency, hence any unexplained neutral mass loss

from an ILIS thruster is considered “anomalous”. In addition to performance limitations, ILIS

thrusters have relatively short lifespans. Prior research efforts have established emitter arcing,

propellant impurities, and electrochemical effects as key contributors to thruster lifetime limita-

tions [43, 44, 45, 46]. These effects have been ameliorated through the use of emitter bias polarity

alternation, distal electrodes, and appropriate conditioning and handling of propellant to push state-

of-the-art ILIS thrusters to lifetimes of ∼500 hours [47, 48]. Flight lifetimes for ILIS thrusters have

not been publicly disclosed. The root cause of persisting ILIS thruster lifetime limitations remains

unresolved.

Higher thrust-to-power ratio can be achieved at the cost of lower specific impulse by operat-

ing an electrospray in droplet-mode, where the thruster ideally emits a monodisperse population

of droplets. Droplet-mode thruster feed systems contrast from their ILIS thruster counterparts in

that propellant is actively-fed via capillary needle emitter [49, 50]. Two examples of capillary

droplet-mode thrusters are shown in Figure 1.3. To date, droplet-mode thrusters are considered

the most technologically matured embodiment of electrospray propulsion, given their success-

ful flight on the LISA Pathfinder mission [31]. While demonstrated lifetimes for droplet-mode

thrusters (∼3,400 hours) exceed those of ILIS thrusters, they still fall short of the >40,000 hours

needed to meet mission requirements for LISA or HabEx. The main life-limiting mechanism for

droplet-mode thrusters has been identified as overspray, which causes mass flux impingement on

the extraction and acceleration grids [51]. Strategies for improving droplet-mode thruster lifetime

includes characterizing the causes of overspray, increasing electrode capacity to absorb propellant,

and minimizing lifetime uncertainty by improving model and measurement fidelity [52].

All electrospray plumes have polydisperse populations of charged species consisting of sin-

gle ions, oligomeric clusters, and droplets [53]. SSE behavior is highly dependent on the nature

of the incident species, so plume polydispersity will affect which secondary species we expect

to observe. For ILIS thrusters, polydispersity influences thruster efficiency, where a plume con-
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Figure 1.3: Two examples of droplet-mode thrusters that rely on actively-controlled flow through
capillaries. The left image is of the Busek Colloid MicroNewton Thruster [5, 6]. The
right images show micrographs of the capillaries and propellant channels of a micro-
fabricated electrospray thruster [7].

sisting entirely of monomers is desired. The presence of droplets in ILIS thrusters is detrimental

to performance [54], yet largely avoidable with appropriately designed porous substrates [3, 35].

In droplet-mode thrusters, polydispersity contributes to plume expansion and impingement on the

electrodes, which detrimentally affects thruster life [55, 56, 51, 57]. A small fraction of solvated

ions are emitted naturally as a consequence of charged droplet dynamics in the plume, yet the

contribution of ion emission to thruster performance is negligible [58, 55, 57]. Although droplets

constitute the majority of mass flux in the plume, ions may contribute to a non-negligible amount

of current in droplet-mode electrosprays (as high as 15% of the plume current [58])

1.3 Research Motivation: Facility Effects and Spacecraft Interactions

Electric propulsion (EP) system usage on spacecraft has increased considerably over the last

decade due to the need for enhanced mission flexibility and longer mission lifetimes. Applica-

tions that leverage EP range from large commercial satellite constellations [59], to advanced sci-
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entific [32] and human exploration missions [60]. With increased demand for EP devices comes

the need to accurately predict, test, and evaluate their performance and lifetime. The "test-like-

you-fly" paradigm is an approach that seeks to recreate the operational environment as closely as

possible to reduce the risk of on-orbit failure [61]. While test-like-you-fly is considered a core

philosophy of spacecraft systems integration, it may be prohibitively challenging to adequately

emulate Low-Earth Orbit or Geostationary environments in terrestrial facilities [62]. For example,

Hall effect thruster behavior and lifetime are highly dependent on the ambient neutral gas pres-

sure [63, 64, 65, 66, 67, 68], yet developing a vacuum facility that can achieve Low-Earth Orbit

pressures (∼10 nPa to 700 nPa [69]) while processing the flow of exhausted propellant is techni-

cally and economically unfeasible. Subsequently, a heavy emphasis has been placed on improving

first-principles modeling for performance and life prediction, as well as advanced on-orbit diag-

nostics for evaluating thruster health. "Facility effects" have been the subject of extensive study

for Hall effect thrusters due to thruster sensitivity to background pressure and electrical coupling

effects [68, 70, 71]. However, the study of thruster-facility interactions with electrospray devices

is still in its infancy.

A critical consideration for EP systems is the interaction between the thruster and spacecraft.

Mission success is paramount, so it is necessary to fully understand how a thruster may influence

the behavior of other subsystems. For EP devices, spacecraft interactions may entail electromag-

netic interference (EMI), spacecraft charging, and plume interception [72]. Electrospray thrusters

are quiescent electrostatic devices, so the EMI introduced by an electrospray is negligible, espe-

cially compared to Hall effect thrusters. For all EP systems, particle-surface interactions caused

by impingement of the plume on downstream surfaces can lead to erosion or charging of space-

craft components [73, 74, 75]. Electrospray thrusters rely on the acceleration of conductive liquid

propellants, so plume impingement on spacecraft components is particularly concerning, as it may

lead to shorting or contamination of the spacecraft.

The research discussed herein will demonstrate how “secondary species emission” (SSE) is

the main mechanism through which electrospray thrusters interact with ground testing facilities,
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and a major consideration for spacecraft interactions. In contrast to the term “secondary emission”

that is commonly used to discuss secondary electron emission [76], SSE includes the ejection

of secondary electrons, atomic ions, molecular ions, oligomeric clusters, and droplets. Facility

effects must be appropriately taken into account when performing qualification testing of electro-

spray thrusters, or when attempting to experimentally validate numerical models. Accordingly,

the objective of the presented work is to rigorously examine SSE in the context of electrospray

propulsion.

1.4 Dissertation Overview

Chapter 2 presents a review of literature and evaluation of onset thresholds, showing that SSE is

always present when conducting ground testing of an electrospray thruster. Chapter 3 examines the

consequences of SSE on electrospray thruster testing in terrestrial facilities. Experimental results

show how SSE generates currents that cause thruster-to-facility coupling, contributing to consider-

able measurement uncertainty during testing. A novel diagnostic is presented for both measuring

SSE-corrected plume currents, and quantifying the spatial distribution of SSE within an electro-

spray plume. Post-testing microscopy of surfaces exposed to electrospray plumes confirms the

onset of SSE phenomena discussed in Chapter 2. A heat and mass flux model tests the hypothesis

that SSE-induced Ohmic dissipation contributes to performance and lifetime limitations in elec-

trospray thrusters. The origins of glow in electrospray thrusters are discussed, and arguments are

presented that photon emission cannot be caused by the evaporation of ions. An experimental study

is presented that indicates SSE processes are responsible for electrospray thruster glow. Chapter 4

presents a formalism for describing SSE transport in an electrospray testing facility. The formalism

is used to derive the Electrospray SSE Control-volume Analysis for Resolving Ground Operation

of Thrusters (ESCARGOT) model, which may be used to resolve discrepancies between experi-

mental measurements and computational modelling results. Chapter 4 also describes the compu-

tational and experimental methods used to determine the two major parameters employed by the
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ESCARGOT model: geometric factor and SSE yields. Chapter 5 presents a series of suggestions

for mitigating facility effects for electrosprays. Chapter 6 reiterates the objective of the proposed

work, summarizes the current findings, and suggests future work.
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CHAPTER 2

Theory of Secondary Species Emission (SSE)

SSE is a general term encompassing the many complex interfacial phenomena initiated by the

high-velocity impact of charged species on a solid or liquid surface [77]. SSE can be categorized

into two general classes: ion impact effects, and droplet impact effects. Ion impact effects consist

of: (1) polyatomic ion-induced electron emission (IIEE), (2) sputtering, and (3) molecular disso-

ciation. Droplet impact effects consist of: (1) splashing, and (2) shock-induced desorption. SSE

results in a diverse population of secondary species, including electrons, ions, oligomeric clusters,

and droplets. The charge state of secondary species may be positive, negative, or neutral. The

following chapter consists of discussion of the different identified SSE mechanisms, and presents

thresholds for their respective onset in the context of electrospray propulsion.

2.1 Ion Impact Effects

2.1.1 Polyatomic Ion-Induced Electron Emission (IIEE)

Secondary electron emission describes the liberation of an electron due to an incident charged

particle [76]. The energy distributions of electrons emitted via IIEE are effectively independent

of primary particle energy and species, and peak at less than 10 eV [78, 79]. The molecular ions

produced by electrospray devices exhibit higher electron emission yields than monatomic ions,

with yield as high as 10’s to 100’s of electrons per incident particle [80]. Polyatomic IIEE has been

extensively studied for impact energies on the order of 10 keV to 1000 keV [81, 82, 83, 84, 85],

whereas electrospray thruster energies are on the order of 1 keV to 10 keV [86, 36, 37]. Magnusson
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Figure 2.1: Diagrams representing different ion impact effects that occur when an electrospray
molecular ion strikes a surface.

et al. [87] provide a detailed review of the physical mechanisms that contribute to polyatomic IIEE

in the regimes relevant to electrospray thrusters, as well as a comparison of semi-empirical and

analytical models predicting secondary electron yield.

2.1.2 Sputtering

Monatomic ion impacts on solid surfaces may liberate material from the substrate in a process gen-

erally referred to as “sputtering”. Collision cascades caused by an impact may induce electronic

excitation or ionization as electrons rapidly transition from valence bands in the target surface to

eigenstates of liberated atoms [88, 89]. Hence, material released from a solid surface (i.e. sput-

terants) can have a positive, negative, or neutral charge state. Electronegative primaries are more

likely to produce positive secondary sputterants, and electropositive primaries are more likely to

produce negative secondary sputterants [88]. For non-reactive noble gases, sputtering is dominated

by momentum and energy transfer alone. However, chemically-reactive primary ions (i.e. hydro-

gen or oxygen) cause “chemical sputtering”, where the main form of material removal occurs via

chemical reaction and subsequent evaporation of volatile byproducts [90, 91].
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2.1.3 Molecular Dissociation

Molecular ion impact mechanics are unique from monatomic impacts in that molecular ions have

more degrees of freedom to dissipate energy in the impact process [92, 91]. Therefore, in ad-

dition to sputtering of the target material, the incident molecular ion may also undergo several

processes that result in a diverse set of species that contribute to the ejected secondary population.

Collision-induced dissociation or surface-induced dissociation occur when the kinetic energy of an

incident molecule is converted into internal energy during an impact, cleaving bonds and dissoci-

ating the molecule into smaller fragments [93, 94, 95]. Different types of molecular dissociation

may result in either positive, negative, or neutral secondary species. Homolytic dissociation will

result in the production of two neutral free radicals, whereas heterolytic dissociation will result

in a cation/anion pair [96]. Resonant or dissociative electron capture of neutral particles is plau-

sible either from metal donors in the target, or from secondary electrons present at the impact

site [97, 98, 99]. Depending on the chemical composition of incident molecule and surface ma-

terial, protonation/deprotonation and formation of salts due to adduction of the surface material

also contribute to the secondary population [99]. While it’s clear that positive, negative, or neutral

SSE may be induced by molecular ion impacts, further study is necessary to identify the chemi-

cal composition of secondary species and characterize their emission properties, such as yield and

charge-to-mass ratio.

2.1.4 Onset Thresholds for Ion Impact Effects

Magnusson et al. used the “TRansport of Ions in Matter” (TRIM) software to evaluate stopping

power of incident species, finding that EMI+ cations impacting stainless steel have a threshold of

49 eV for onset of electron emission, and 1.32 keV for unity electron yield. Owing to the kinetic

emission assumption and neglect of intramolecular dynamics, it is reasonable to divide these values

by the molecular mass of the cation (i.e. 111 u for EMI+) and use the specific energy to generalize

the threshold to anions and clusters. Specific energy of emitted species is calculated assuming no
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loss in the potential energy during acceleration, giving a straightforward relationship of:

e =
q

ms
φA, (2.1)

where e is specific energy, q is charge, φA is accelerating potential, and ms is the species mass.

Accelerating potential is evaluated as

φA = φem −φTC, (2.2)

where φem is the emitter bias and φTC ≈ 400V is the voltage drop across the Taylor cone [56].

Figure 2.3 shows the specific energy of monomers and dimers for [EMI]Im and [EMI]BF4 as a

function of accelerating potential, along with the IIEE onset thresholds. Onset of electron emis-

sion occurs at 0.44 eVu−1 (red dashed line), and unity electron yield occurs at 11.89 eVu−1 (blue

dashed line).

The 0.44 eVu−1 onset threshold is sufficiently low that polyatomic IIEE should always con-

tribute to SSE in ILIS thrusters. Droplet-induced electron emission has not been conclusively

observed, but it is likely negligible due to the extremely high mass of droplets compared to ions,

resulting in very low specific energies. However, the invariable presence of ions in the plume of

droplet-mode electrospray thrusters implies that secondary electrons may occur in this class of

thruster, as well.

The thresholds for onset of secondary ion production due to sputtering and dissociation are re-

ported in literature as 1 eVu−1 (black dashed line in Fig. 2.3), though suppressed levels of fragmen-

tation may occur between 0.1 eVu−1 and 1 eVu−1 [100, 101, 102, 103]. The origin of fragmen-

tation thresholds in literature are unclear, but appear to arise empirically based on the observation

of fragmented species in mass spectrometry data. The cluster dissociation threshold is reported in

the controlled deposition community as 1 eV per atom [104, 105, 106], which is ultimately a lower

threshold for dissociation than those reported in the mass spectrometry community owing to the

large atomic masses of cluster constituents.
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Figure 2.2: Bond energies for each atomic bond within the [EMI]Im and [EMI]BF4 ionic liquid
propellants.

Neglecting the specific chemical pathways of dissociation, a simplified model of the dissocia-

tion threshold can be obtained by considering the energy conservation of a molecule impacting a

surface. A classical molecular model treats atoms and bonds as masses interconnected by springs.

It is reasonable to assume that all kinetic energy is converted to internal energy of the molecule

during impact. The timescale of an ion or cluster impact is on the order of >1 ps [107], which

is much greater than molecular vibrational timescales of ∼10 fs to 100 fs [108], so it is reason-

able to further assume that kinetic energy from impact equalizes rapidly between the bonds. In

the described scenario, an impacting molecule evenly distributes energy among its bonds until the

weakest bond breaks, which represents the dissociation threshold. The plot in Figure 2.2 shows

the bond energies for each atom in [EMI]Im and [EMI]BF4, with the C H bond having the lowest

energy at 3.51 eV and the C N and B F bonds having the highest energy at ∼8 eV.

The [EMI]+ cation has 12 bonds and a molecular mass of 111 u, the Im– anion has 19 bonds
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and a molecular mass of 280 u, and the BF –
4 anion has 4 bonds and a molecular mass of 110 u.

Assuming the weakest bond energy for each respective ion, the specific energy threshold may be

estimated by

eth =
NEB

mion
, (2.3)

where N is the number of bonds in the molecule, EB is the bond energy, and mion is the mass

of the molecular ion. Substituting the above values into equation 2.3 gives eth of 0.66 eVu−1,

0.32 eVu−1, and 0.37 eVu−1 for [EMI]+, Im–, and BF –
4 , respectively. Estimated values using the

presented threshold model agree well with empirically observed thresholds described above.

It is worth emphasizing again that the described processes may cause positive, negative, or

neutral species. The existence of oppositely-charged secondary species is important to consider,

since the secondary species will backstream to the thruster and be attracted to the emitter bias.

Since ion emission is present in all electrospray devices, and the specific energy threshold for

onset of secondary ion emission is sufficiently low, it likely contributes to SSE in all electrospray

ground testing situations.
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Figure 2.3: Specific energy thresholds for onset of secondary ion and electron emission by incident
monomers and dimers of [EMI]Im and [EMI]BF4. The red dashed line represents
onset of electron emission (0.44 eVu−1). The black dashed line represents onset of
ion dissociation (1 eVu−1). The blue dashed line represents the specific energy where
predicted electron yield becomes unity, and begins increasing linearly (11.89 eVu−1).

2.2 Droplet Impact Effects

As primary species mass increases, the slope of the specific energy line in Figure 2.3 decreases until

clusters become large enough to fall below the thresholds for ion impact effects. At these regimes,

impact behavior is better described by hydrodynamic phenomena. Hence the distinction between

“ion” and “droplet” impact effects. The two droplet impact effects relevant to electrosprays are (1)

shock-induced desorption, and (2) splashing.
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2.2.1 Shock-Induced Desorption

Higher-order oligomer clusters and droplets have specific energies below the secondary ion emis-

sion threshold at accelerating potentials relevant to electrospray thrusters. While dissociation of

incident ions is suppressed below the 1 eVu−1 threshold, SSE may occur in the form of desorption.

Constituents released by desorption consist of secondary droplets born from the primary droplet,

and vaporized fluid from the accumulated liquid on the surface. Desorbed species are either neutral,

or retain the charge state of the incident primary droplet. The key difference between desorption

and conventional splashing is that, with desorption, the moving shock causes a temperature jump

in the droplet, inducing evaporation and allowing for higher mass loss than splashing alone. Des-

orption is distinct from sputtering or other ion impact processes in that the resulting mass spectra

are effectively free of signals due to dissociated ions, which is an advantage of massive cluster

impact mass spectrometry [100]. Mahoney et al. [101] proposed a shock wave model to explain

the desorption of massive cluster impacts at low specific energies. When droplets impact a sur-

face at velocities exceeding the acoustic speed of the liquid, a moving shock wave forms inside of

the droplet, causing a large pressure and temperature spike. By applying the Rankine-Hugoniot

equations to the impact interface, Mahoney et al. [101] were able to recover the heat of vaporiza-

tion of the electrosprayed fluid within ∼ 12% agreement of known values. High-speed imaging

experiments performed by Field et al. [109] provide qualitative evidence that supports the notion

of travelling shocks induced by high-velocity droplet impacts.

In terms of droplet size, the bounds of validity for shock theory are defined by the length-

scale limits of continuum mechanics, and droplet diameters that impact at the acoustic speed.

Mahoney et al. derive equations for minimum and maximum droplet diameters [101]:

Dmin =
1
2

τc0, (2.4)
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Dmax = 2

(
6(ε0γ)1/2φA

ρc2
0

)2/3

, (2.5)

where ε0 is vacuum permittivity, γ is surface tension, φA is the accelerating potential, ρ is density,

c0 is the liquid’s acoustic speed, and τ ≈ 1ps is the timescale of molecular vibrations.

The charge of droplets emitted by an electrospray lies between 0.5 and 1 of the Rayleigh sta-

bility limit, giving the following relationship for the bounds of droplet diameters [110, 111]:

(72γε0/ρ
2
ξ

2)1/3 < D < (288γε0/ρ
2
ξ

2)1/3, (2.6)

where ξ is the charge-to-mass ratio of the droplet. Tandem retarding potential and time-of-

flight spectrometry published by Gamero-Castaño and Cisquella-Serra [58] give a range of ξ for

[EMI]Im droplets between 142 Ckg−1 and 1000 Ckg−1.

To analyze the range of validity of shock theory in ionic liquid nanodroplets, we select φA = 6kV,

corresponding to the nominal beam voltage used in the Colloid MicroNewton Thruster [31]. Sub-

stituting property values for [EMI]Im from Table B.1, into equations 2.4 and 2.5 gives minimum

and maximum droplet diameters of 0.625 nm and 83.5 nm, respectively. Substituting the range of

values for ξ into equation 2.6 gives an expected droplet diameter range of 21.4 nm to 125 nm. For

the most part, we expect shock theory to be valid for describing the desorption process over most

of the droplet diameters. However, some low-ξ droplets may be too large to induce a strong shock

in the fluid upon impact. The threshold for onset of shock-induced desorption is the acoustic speed

of the ionic liquid (i.e. ∼ 1250ms−1 for [EMI]Im).

2.2.2 Splashing

Droplets travelling below the acoustic speed will not induce a travelling shock wave in the fluid,

and the behavior is better described by splashing hydrodynamics. Three dimensionless numbers

used to define the threshold for onset of splashing are the Reynolds, Weber, and Ohnesorge num-
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bers. Reynolds number (Re = ρV D/µ) is the ratio of inertial to viscous forces. Weber number

(We = ρv2D/γ) gives the relative importance of a fluid’s inertia to its surface tension. Ohnesorge

number (Oh = µ/
√

ργD) relates viscous to inertial and surface tension forces. Splashing thresh-

olds are reported as a power-law fit obeying the relationship Kc = Oh× Ren. The splashing thresh-

old for macroscopic droplets impacting a dry surface has been experimentally and numerically de-

termined at Kds =Oh× Re1.25 ∼ 50 over a wide range of fluid parameters, with the exact parameter

value varying with surface roughness [112, 113]. It remains uncertain whether macroscopic droplet

impact trends are applicable to nanodroplets, since experimental observations of droplet impacts

at the nanoscale are incredibly challenging. Nanodroplet behavior studies rely almost exclusively

on theoretical frameworks or molecular dynamics (MD) simulations [114, 115, 116].

For nanodroplet impacts on dry surfaces, MD simulations by Li et al. [115] have determined

the splashing threshold to be Knd = Oh× Re0.5 = 3.25, which agrees well with trends observed by

Koplik and Zhang [116]. The discrepancy between macro- and nanodroplet splashing thresholds

can possibly be attributed to the source of initial perturbations for instabilities that drive droplet

breakup. Surface defects and trapped air pockets may serve as nucleation points for film insta-

bilities that cause macroscopic droplet breakup [117]. By contrast, MD simulations often utilize

ideal smooth surfaces as a target for incident nanodroplets [116, 115]. The initial disturbance that

prompts nanodroplet breakup in MD simulations occurs when the amplitude of capillary waves on

the droplet’s surface becomes larger than the thickness of the spreading liquid film [115].

The vacuum environment in which electrospray thrusters operate challenges the applicabil-

ity of well-established droplet splashing thresholds, which are mainly performed at atmospheric

pressures. Experimental evidence shows that splashing due to droplet impacts on dry surfaces is

suppressed in vacuum, which is attributed to the removal of trapped gas at the liquid-solid inter-

face, thus suppressing breakup instabilities [118, 119]. However, molecular dynamics simulations

indicate that this trend does not hold for nanodroplet impacts, and that the onset of splashing is not

qualitatively affected by the removal of surrounding gas [116]. A further complication of vacuum

operation is that the negligible vapor pressure of ionic liquids will lead to accumulation of propel-
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lant on surfaces that intercept the plume. Any droplet impacts for electrospray thrusters operating

in vacuum may occur on a thin liquid interface, rather than a clean solid. The splashing threshold

for macroscopic droplets has been experimentally determined at Kt f = Oh× Re1.17 ∼ 63 for a thin

film [120, 121], though the splashing threshold for nanodroplets on thin films remain unknown.

2.2.3 Onset Thresholds for Droplet Impact Effects

It’s useful to put the power-law splashing thresholds into terms contextualized for electrospray

propulsion systems. The charge-to-mass ratio (ξ ) and accelerating potential (φA) are key perfor-

mance metrics for evaluating thrust [30], and both have been experimentally resolved for [EMI]Im

in a droplet-mode thruster [86, 58]. Therefore, we seek to express the thresholds for onset of

droplet splashing in terms of ξ and φA. The diameter of a droplet charged to the Rayleigh limit

is [21]:

D = 2
(

qr

8π
√

γε0

)2/3

(2.7)

By dimensional arguments, the charge-to-mass ratio of a droplet can be represented as

ξ =
qr

m
=

6qr

ρπD3 , (2.8)

which may be rearranged to give qr as a function of ξ :

qr =
ρπD3ξ

6
(2.9)

Equation 2.9 can be substituted into equation 2.7, giving an expression for droplet diameter as

a function of charge-to-mass ratio:

D =
1
2

(
48
√

γε0

ρξ

)2/3

(2.10)

Conservation of energy gives v2 = 2ξ φA, which can be substituted along with equation 2.10 to
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express Reynolds and Weber numbers as

Re =
2
√

2(6
√

ργε0)
2/3

µ

√
φA

ξ 1/6 (2.11)

We =
(

48
√

ρε0

γ

)2/3

ξ
1/3

φA (2.12)

Equation 2.12 can be rearranged to give an expression for ξ as a function of Weber number:

ξ =
1

ρε0

(
γ

48

)2
(

We
φA

)3

(2.13)

The power-law splashing thresholds may be recast by expressing Oh in terms of Re and We:

Oh×Ren =
√

WeRen−1 = Kc, (2.14)

which may be rearranged to give We at the splashing threshold as a function of Re:

We = K2
c Re2(1−n) (2.15)

Equation 2.11 may be substituted into equation 2.15 to give We as a function of ξ and φA:

We = K2
c

(
2
√

2(6
√

ργε0)
2/3

µ

√
φA

ξ 1/6

) 2
(1−n)

(2.16)

Finally, we substitute equation 2.16 into equation 2.13 and move all ξ terms to the left hand

side of the equation to arrive at an expression for evaluating the splashing thresholds in terms of
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electrospray thruster performance parameters and propellant properties:

ξ =

 1
ρε0

(
γ

48

)2
(

K2
c

φA

)3
(

36(8φA)
3/2(ργε0)

µ3

) 2
(1−n)


1

(2−n)

(2.17)

Figure 2.4 shows equation 2.17 plotted for the dry surface (Kds = 50, n = 1.25), thin film

(Kt f = 63, n = 1.17), and nanodroplet (Knd = 3.25, n = 0.5) limits. Droplet charge is assumed

to lie between 0.5 and 1 times the Rayleigh limit [111], giving a locus of possible ξ for each

splashing threshold. The acoustic speed (c0 = 1250ms−1) is also shown to indicate the transition

from splashing to shock-induced desorption.

To contextualize the splashing thresholds with electrospray thruster systems, we compare the

expected splashing behavior of the droplet-mode thrusters operated at the University of California,

Los Angeles (UCLA) and the Jet Propulsion Laboratory (JPL). A diagram of JPL’s thruster setup

is shown in Chapter 3.1 in Figure 3.1, and an overview of UCLA’s electrospray system has been

presented by Collins et al [122]. The UCLA and JPL electrospray systems operate with identical

emitter and extractor geometries, and emitter-to-extraction voltages of ∼ 1.6kV. A key difference

is that UCLA grounds the extractor while JPL operates with a ∼ 6kV total bias from emitter-to-

ground to better approximate the Colloid MicroNewton Thruster (CMNT) bias levels [31]. Subse-

quently, both setups have similar ξ profiles, yet different net acceleration potentials (φA1 ≈ 1.2kV

and φA2 ≈ 5.6kV, per equation 2.2). The marked bounds of ξ values expected in UCLA and

JPL’s respective droplet-mode electrospray systems are estimated to lie between 142 Ckg−1 and

1000 Ckg−1 [58].

The trends shown in Figure 2.4 suggest that splashing is inevitable in droplet-mode electro-

spray thrusters. JPL’s thruster configuration operates in a regime where the entire droplet pop-

ulation undergoes shock-induced desorption. UCLA’s thruster configuration operates in a regime

where splashing is expected, and some of the higher-ξ droplets cross the desorption threshold. Ob-

serving the upper left hand corner of Figure 2.4, the UCLA thruster operates near a regime where

22



the desorption threshold intersects with the two macroscopic droplet splashing thresholds. The

behavior at the intersecting region is unknown, but the desorption threshold is likely more accurate

in this region, since the empirical splashing thresholds were established for macroscopic droplets

in operating conditions that may not be valid for electrosprayed nanodroplets.

Demmons et al. [123] have reported observing backstreaming progeny droplets during thruster

characterization studies performed at Busek using a thruster configuration similar to JPL’s electro-

spray setup. Lenguito et al. [124] reported observing mass accumulation on downstream-facing

elements due to an unknown “flyback mechanism,” which was likely due to splashing. Mass

deposition and reflection due to splashing and desorption are important to quantify, since mass

accumulation on the grids determines lifetime for droplet-mode thrusters. Reflection of mass off

downstream surfaces introduces uncertainty on plume diagnostics used to measure mass accumu-

lation rate, such as quartz-crystal microbalances (QCMs). Droplets that return to the thruster and

impinge on downstream-facing thruster components artificially increase the accumulation rate of

mass to the grids, causing premature thruster end-of-life.

The charge state of splashed or desorbed droplets may be qualitatively evaluated by comparing

the charge relaxation time (tr = εε0/κ) to the inertial timescale for a droplet splash,

τi = D/
√

2ξ φA, (2.18)

where D is the droplet diameter. When τi/tr >> 1, the droplet’s charge may equilibrate with the

surface throughout the splashing process, resulting in low-ξ or charge-neutral progeny droplets.

To evaluate τi, the minimum and maximum expected ξ values (ξ = 142Ckg−1 to 1000Ckg−1)

are substituted into equation 2.10 and equation 2.18. Figure 2.5 indicates that for acceleration

potentials greater than ∼ 100V, even the largest expected droplets will produce charged progeny

through the splashing or desorption processes.

23



0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

A
, V

10-2

10-1

100

101

102

103

104

, 
C

/k
g

UCLA, 
A1

1.2kV JPL, 
A2

5.6kV

c
0
=1250 m/s

Oh Re1.17 63

Oh Re1.25 50

Oh Re0.5 3.25

No Splashing

Splashing

Shock-Induced Desorption
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2.3 SSE Summary

Chapter 2 provided a broad overview of the complex mechanisms through which the primary

species in an electrospray thruster’s plume produce secondary species upon impact with a surface.

The presented analyses of SSE thresholds has shown that charged secondary species are likely

always present when operating electrospray thrusters in vacuum chambers, and must therefore be

taken into consideration when designing and operating electrospray ground testing facilities, or

evaluating the data obtained by intrusive plume diagnostics. The discussed SSE mechanisms have

been presented as distinct and separate phenomena, but it is possible for concurrent production

of different secondary species. For example, an ion may undergo collision-induced dissociation

upon impact with a metallic surface, and also impart enough kinetic energy to liberate a secondary

electron from the surface. Another possible post-emission process is the evaporation of ions from

charged progeny droplets recoiling from a splashing event. Post-emission interactions may occur

between the emitted secondaries that are currently unknown.
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CHAPTER 3

Influence of SSE on Facility Effects and Electrospray Thruster

Operation

The effects of secondary electrons have been alluded to in prior electrospray thruster studies [38,

125, 126, 127, 128, 129], and briefly hypothesized as a possible life-limiting mechanism for elec-

trosprays [45, 126]. In situ electron microscopy by Terhune et al. [126] revealed that ILIS emission

sites will form dendritic solid structure under electron bombardment. Modelling work by Magnus-

son et al. [87] and experimental work by Klosterman et al. [130] have characterized IIEE yields

in conditions relevant to ILIS thruster operation. Electron backstreaming has been considered as

a life-limiting mechanism by Thuppul et al. [51] in the context of space plasma electrons. How-

ever, the secondary emission of heavier, positively-charged species in electrospray devices has

been largely ignored in literature, and must be considered when operating electrospray thrusters in

vacuum facilities. Furthermore, analyses of the consequences that SSE may have on electrospray

thruster performance and lifetime are missing from the available literature.

Since properly designed ILIS thrusters operate in the “pure ion emission” regime, splashing

and desorption may be neglected. In droplet-mode thrusters, the polydisperse plume consists of

both ions and droplets, so all forms of secondary ejecta must be considered. Secondary species

interact with electrospray thrusters via “backstreaming”, where species return to the thruster and

impinge upon critical components. Backstreaming secondaries are attracted to surfaces that are

biased opposite of their charge state. The objective of Chapter 3 is to present experiments and

models that demonstrate several possible consequences of SSE on electrospray thrusters.

The experimental data in Chapter 3.1 demonstrates how SSE generated at facility surfaces in-
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troduces considerable uncertainty to lifetime measurements. The angular current density distribu-

tions in Chapter 3.2 illustrates how secondary currents lead to uncertainty in plume measurements.

Post-testing microscopy shown in Chapter 3.3 provides insight into the processes undergone when

high-velocity primary species impact surfaces, revealing evidence of SSE phenomena discussed

in Chapter 2. The heat and mass flux analysis in Chapter 3.4 examines the contribution of SSE-

induced Ohmic dissipation to performance and lifetime limitations in ILIS thrusters. Chapter 3.5

presents arguments that SSE is the root cause of glow discharge phenomena observed in electro-

spray thrusters, and experimental optical emission spectra as evidence supporting the claim.

3.1 SSE-Induced Thruster-to-Facility Coupling

.

To meet the >40,000 hour lifetime requirements for the LISA or HabEx missions, UCLA and

NASA JPL are jointly developing high-fidelity models of Busek’s Colloid Microthruster Technol-

ogy, and validating them experimentally [49, 52, 55, 131, 122]. Model validation requires precise

current measurements from the emitter, extractor, and accelerator electrodes. Currents measured

at the accelerator and extractor quantify the extent of plume impingement, which is the main life-

limiting mechanism in droplet-mode electrospray thrusters [51]. Thruster end-of-life occurs when

the porous accelerator or extractor electrodes become saturated with propellant, and either short-

circuit or spray back towards upstream electrodes. Hence, plume impingement current from the

extractor and accelerator are key metrics for evaluating thruster lifetime. Secondary species that

backstream from the beam target towards the thruster may also strike the downstream-facing sides

of the accelerator and extractor, conflating measurements of the plume impingement current with

secondary species currents. JPL and UCLA both corroborate Busek’s experimental observations

of propellant accumulation on downstream-facing thruster components [123], which has prompted

the development of an approach to effectively mitigate SSE at the beam target.

Secondary electron emission is often suppressed by either biasing the collection surface it-
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self [38, 125], or biasing an intermediate grid [132]. Due to the presence of both cationic and

anionic secondary species, practices generally employed in the EP community are not sufficient to

suppress SSE in electrosprays. Since the testing apparatus is designed for long-duration lifetime

experiments, intermediate suppression grids are unfeasible, as they may accumulate propellant

and clog. Furthermore, the grids themselves emit secondary species when impinged upon by the

plume, so SSE is not adequately mitigated. A novel approach was devised that employs a biased

beam target, along with a separately biased “electron cage” electrode that partially frames the beam

target without intercepting the plume. The trade-off with an open electron cage geometry is that

the potential within the beam target geometry is inhomogeneous. The objective of the beam tar-

get biasing experiment was to identify possible facility operating regimes where SSE is mitigated,

permitting lifetime tests that exclude the uncertainty introduced by SSE.

3.1.1 Beam Target Bias Experiment

Figure 3.1 shows a diagram representing the electrode configuration and nomenclature used in the

beam target biasing experiment. Each electrode is monitored with a picoammeter, and the beam

target is the only electrode whose bias is varied. The electron cage bias is held at φec =100 V, and

the beam target is swept from φbt =−100 V to 100 V. Presented current traces for the extractor

(Iext), accelerator (Iacc), shield (Ish), electron cage (Iec), and beam target (Ibt) are all normalized

by the emitter current (Iem). The beam target has an area of approximately 0.15 m by 0.15 m, and

located ∼0.1 m downstream of the thruster.

Figure 3.2 shows the current-voltage (I-V) characteristic traces for the φbt sweep, and Figure 3.3

shows the total I-V trace representing the sum of all measured currents shown in Figure 3.2. Ide-

ally, the total I-V trace should be zero, yet aggregate current varies by ±25% over the φbt range,

indicating that charge is lost to the vacuum chamber. A key observation from the presented I-V

traces is that the total sweep range of the beam target bias is very small when compared to the

emitter bias voltage voltage (±1.6%), yet impingement currents Iext and Iacc experience substan-

tial nonlinear and asymmetric variation in response. The system’s I-V curve behavior indicates
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Figure 3.1: Schematic representing the thruster testing setup for JPL’s electrospray thruster.

current coupling between the thruster and facility that we hypothesize is attributed to emission

and transport of secondary species. While the maximum impingement current deviation is only

∼5% of the total emitter current, measured current due to overspray is indistinguishable from cur-

rent due to backstreaming cations. Interpreting impingement current as exclusively due to primary

incident droplets, we can apply a scaling analysis to the thruster end-of-life calculation used by

Thuppul et al. [51]:

tsat =
ρV– crit⟨ξ ⟩

Iimp
, (3.1)

where V– crit is the critical accumulated propellant at which an electrode becomes saturated, ⟨ξ ⟩ is

mean charge-to-mass ratio of incident droplets, and Iimp is the impingement current. We take

the parameters’ orders of magnitude to be ρ = O(103), V– crit = O(10−7), ⟨ξ ⟩ = O(102), and

Iimp = O(10−9), giving tsat = O(107). An increase in normalized Iacc from 0.004 to 0.01 is ef-
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fectively a 2.5 times increase in current, which causes tsat to drop by 60%. Understanding the

observed thruster-facility coupling is vital to quantifying the uncertainty it introduces to experi-

mental measurements to provide accurate model validation data.

3.1.2 Total Facility Current Response

Based on observations of the experimental data, electric field simulations, and qualitative argu-

ments of charged species behavior, we postulate that the total I-V trace in Figure 3.3 can be broken

into three different regimes: (1) Anionic Enhancement, (2) Secondary Mitigation, and (3) Cationic

Enhancement.

The Anionic Enhancement regime occurs when φbt <∼0 V, where the beam target repels neg-

ative species and attracts positive species. In Anionic Enhancement, the extractor current, Iext

experiences increasing current as φbt is biased more negatively. The accelerator’s φacc=−1 kV bias

should repel negative secondary species, preventing backstreaming to the extractor and emitter.

However, axisymmetric COMSOL simulations of the CMNT geometry show that the maximum

potential at the accelerator’s aperture is ∼−200 V [51]. High-energy negative species in the tail of

their velocity distribution function may receive enough energy enhancement from φbt to overcome

the potential at the accelerator’s aperture, yet not enough energy to strike the accelerator itself. Af-

ter bypassing the accelerator, negative species will be attracted to the positive bias of the extractor

and emitter, resulting in the elevated extractor current seen in Figure 3.2. Space charge due to the

primary plume may further increase the potential on-axis, giving the electrons a path to travel up

through the accelerator.

When 0 V< φbt <∼50 V, secondary species backstreaming to the thruster are effectively mit-

igated. Some negative species may still have enough energy to overcome φec, but not enough to

overcome φacc. While positive species have greater energy enhancement, they still do not have

enough energy to overcome φec. Electron cage current, Iec is maximized in the Secondary Miti-

gation regime, indicating that φbt slows negative species enough for the electron cage to capture

31



-100 -50 0 50 100
-1.5

-1

-0.5

I b
t/I

e
m

-100 -50 0 50 100
-0.2

0

0.2

0.4

I e
c
/I

e
m

-100 -50 0 50 100
-0.03

-0.02

-0.01

0

I sh
/I

e
m

-100 -50 0 50 100
-0.06

-0.04

-0.02

0

I a
c
c
/I

e
m

-100 -50 0 50 100

bt
, V

-0.02

0

0.02

0.04

I e
x

t/I
e
m
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and extractor (Iext). All values are normalized by the measured emitter current (Iem).
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secondary species. Operating in Secondary Mitigation is preferred for lifetime testing and model

validation of the CMNT, since any measured current should be solely due to impingement from

the plume.

The Cationic Enhancement regime occurs when φbt >∼50 V, where negative species are heav-

ily suppressed and positive species now receive enough energy enhancement to overcome φec.

Since φacc is negative, it strongly attracts the backstreaming positive species, causing the negative

currents observed on the shield and accelerator (Ish and Iacc, respectively). The positive current

seen on the extractor grid in the Cationic Enhancement regime may be explained by a complex se-

quence of events. A fraction of the positive secondaries may be drawn into the accelerator aperture,

whereupon encountering the positive extractor bias (φext =4.4 kV), the cations are then repelled

into the upstream-facing side of the accelerator. Since the accelerator is biased to a rather high

potential, the cations themselves are accelerated to primary energies, resulting in secondary anion

or electron emission. The extractor will readily collect negative species, resulting in an observed

positive current.
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3.2 SSE-Induced Measurement Uncertainty

The beam of an electrospray device is inherently polydisperse due to several natural processes,

including deviations in droplet diameter during jet breakup, coulombic explosions downstream of

the emission site, and evaporation of ions from droplets within the beam [58, 111]. The distribu-

tion of charge-to-mass ratios in the beam also affects the terminal velocities of beam constituents

– a fact that enables time-of-flight mass spectrometry techniques commonly employed to analyze

polydispersity in electrosprays [58, 133, 4]. Polydispersity affects the beam structure, which man-

ifests as spatial variation of charge-to-mass ratio and velocity distributions over the angular extent

of the beam. Since SSE processes are sensitive to both charge-to-mass ratio and incident veloc-

ity of the primary species, SSE behavior should also exhibit spatial dependence. A novel “SSE

Probe” and analysis technique was developed to quantify the spatial dependence of SSE behavior,

and determine the impact that SSE may have on plume diagnostics.

3.2.1 Selective Secondary Species Suppression

Evaluating SSE contributions to measured currents relies on the observed bipolar sensitivity to ap-

plied voltages, and the large energy discrepancy between incident primary species (> 1keV) and

emitted secondary species (< 5eV). Voltages applied to the collector will attract any opposite-

charged secondaries back to the collection surface, while repelling same-charge secondaries. Se-

lective suppression analysis requires three measurements to distinguish SSE current contributions

to the total measured current: a null bias measurement, a positive SSE saturation measurement,

and a negative SSE saturation measurement. Figure 3.4 shows an illustration of selective sec-

ondary species suppression described above.

When a null voltage bias is applied to the collector (φc = 0V), the measured current is

Imeas

∣∣∣∣
φc=0V

= IP − IS
++ IS

−, (3.2)
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Figure 3.4: Selective secondary species suppression due to different applied potentials to a collec-
tion surface. Left: Positive SSE Suppression, Middle: Null-Bias Collection, Right:
Negative SSE Suppression.

where IP is the collected primary species, IS
+ is the emitted positive secondary species, and IS

− is

the emitted negative secondary species. With a sufficiently positive collector bias (φc =+Vsat), all

emitted negative species will be suppressed and the probe will reach a positive saturation current,

Imeas

∣∣∣∣
φc=+Vsat

= IP − IS
+ (3.3)

Likewise, with a sufficiently negative collector bias (φc =−Vsat), all emitted positive species

will be suppressed and the probe will reach a negative saturation current,

Imeas

∣∣∣∣
φc=−Vsat

= IP + IS
− (3.4)

Subtracting equation 3.3 from equation 3.2, and equation 3.4 from equation 3.2 gives the neg-

ative and positive secondary currents as a function of measured current values:

IS
− = Imeas

∣∣∣∣
φc=0V

− Imeas

∣∣∣∣
φc=+Vsat

IS
+ = Imeas

∣∣∣∣
φc=−Vsat

− Imeas

∣∣∣∣
φc=0V

.

(3.5)

The equations 3.5 may be substituted into equation 3.2 to give the actual collected primary
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current:

IP =−Imeas

∣∣∣∣
φc=0V

+ Imeas

∣∣∣∣
φc=−Vsat

+ Imeas

∣∣∣∣
φc=+Vsat

(3.6)

Secondary species have very low temperatures (< 5eV), so Vsat = 100V is used to ensure

adequate secondary suppression. Since Vsat << Vbeam, the probe bias will not affect collection

of primary species. The presented analysis is simple, yet powerful in that it mitigates current

measurement uncertainties due to SSE for any biased collector electrode in an electrospray device.

The following section will detail the design considerations for an “SSE Probe” whose objective is

to provide precise measurements of primary and secondary currents.

3.2.2 SSE Probe Design

The SSE Probe was developed as a purpose-built diagnostic leveraging the analysis detailed in

Section 3.2.1 to obtain the true current densities throughout an ionic liquid electrospray beam, as

well as the spatial distribution of positive and negative SSE yields. Discussion on SSE yields will

be withheld until Chapter 4.3 for the sake of context. This section will discuss the two major

considerations for measurement uncertainty, and provide rationalization of probe design choices

that contributed to the final embodiment of the SSE Probe. The first contributor to measurement

uncertainty is collection of secondaries produced from surfaces other than the collector, which

results in an enhancement in the perceived SSE yield. The second contributor to uncertainty is

excessive leakage current in transmission lines, which results from finite conductivity in insulators

and varies with applied bias potential. For simplicity, the presented probe design is based on a

cylindrical tube geometry.

Coulombic interactions within an electrospray beam only dominate immediately downstream

of the jet breakup region, so space charge contributions downstream of this “interaction region” are

negligible [134, 55, 135, 136]. The presence of a single charge polarity within the beam ostensibly

simplifies the analysis of current probes compared to plasma diagnostics, since considerations for
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Figure 3.5: Results of a 2-D axisymmetric COMSOL study. The potential contours and particle
trajectories are of two representative SSE Probe configurations, with aspect ratios AR=
0.75 and AR = 0.375. Simulated SSE are T = 1eV electrons, since they will be the
most mobile species. Plots (a) and (b) show increased penetration of the collector’s
electrostatic field with increased collimator aperture diameter. Plots (c) and (d) show
influx of SSE from the upstream face of the collimator.
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sheaths may be neglected. However, with the presence of secondary species emitted from any

surface intercepted by the beam, the lack of a bulk plasma to “shield” the collector from non-

localized phenomena introduces a considerable element of uncertainty in diagnostics that rely on

current measurement. Since secondary species are generally emitted with very low temperatures,

their trajectories are easily deflected by relatively low potentials. An excellent analogy to plasma

diagnostics would be the behavior described by orbital-motion-limited ion collection theory, where

the sheath is considered infinitely-thick, and therefore a biased collector will deflect the motion

of charged species from everywhere within the chamber [137, 138]. As a consequence of the

described orbital-motion-limited current collection behavior of secondary species, careful design

considerations must be made to ensure that secondaries generated elsewhere do not contribute to

current measured by the collector.

In electrostatic diagnostics, such as retarding potential analyzers, metallic grids are used to

form a semi-transparent equipotential surface [139, 140, 141]. However, ionic liquids have negli-

gible vapor pressure, so intercepted propellant will accumulate on the grids and ultimately block

the beam. Furthermore, secondaries emitted from the grids themselves may contribute to measure-

ment uncertainty if they enter the probe. Instead of a grid, the SSE Probe uses a single collimating

aperture as seen in Faraday cup designs [142]. The collimating aperture is connected to ground,

shielding the collector bias from attracting secondaries emitted elsewhere in the chamber. The

collimators’s effectiveness as a shield is related to its aperture aspect ratio, which is defined as the

aperture channel’s length divided by its diameter (AR = Lch/Dch).

Channel length and diameter may both be tuned to reach an ideal aspect ratio, but increasing

length causes greater beam impingement upon the channel walls, generating unwanted SSE. For

the presented design, aperture channel length is fixed at Lch = 1.5mm, and a parametric sweep of

the channel diameter was conducted using COMSOL’s Electrostatics and Particle Tracking mod-

ules to evaluate an ideal diameter. Figure 3.5 shows two representative sets of results from a 2-D

axisymmetric COMSOL study, where plots (a) and (b) illustrate how the equipotential contours

change with aspect ratio. The collimator face is the nearest beam-facing surface to the collec-
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tor, so it will serve as the greatest contributor to unwanted secondaries that may be attracted to

the collector bias, introducing measurement uncertainty. Emission of undesired secondary species

was simulated on the collimator face by releasing 100,000 electrons from the surface with a tem-

perature of 1 eV. Plots (c) and (d) in Figure 3.5 clearly show the consequence of too wide an

aperture diameter. The parametric sweep suggests that when AR > 0.5, the collimator provides

adequate shielding of the collector bias voltage, minimizing the amount of externally emitted sec-

ondaries from being drawn into the probe. A channel diameter of Dch = 2mm (i.e. AR = 0.75)

was chosen for the presented SSE Probe design. Spherical expansion of the beam is negligible in

the short distance between collimating aperture and collector electrode, so the aperture area is the

used for calculating current density. Since some degree of impingement on the channel walls is

unavoidable, graphite was selected as the collimator material due to its low sputtering and electron

emission yields [143]. Other refracotry metals (e.g. molybdenum and tungsten) would make ex-

cellent candidates, as well. One possible design consideration is “knife-edging” the chamfering of

the downstream corner of the aperture to reduce the effects of SSE from the aperture wall. How-

ever, such chamfering will reduce the aperture size (and hence signal to the collector) needed to

effectively suppress collection of SSE from the upstream face of the aperture plate.

With a collimator aperture diameter selected, it’s important to estimate the expected current

levels, since electrospray beam current densities are very small. Using the mass flux and current

density measurements of the CMNT beam obtained by Thuppul et al [144], we can estimate the

measured current signal. Peak current density is approximately 8 nA/cm2, so a 2 mm diameter

collection area will give 250 pA of signal on centerline, and as low as ∼1 pA at high beam angles.

When measuring picoampere levels of current with an applied bias, the second critical design

consideration is whether leakage currents will introduce significant measurement error.

Leakage current manifests due to finite insulation resistance in cabling that connects the current

sensor to the probe. When biasing the center conductor of a coaxial cable, the insulation resistance

will always allow a small amount of current to pass to ground, with leakage current proportional

to the bias voltage divided by the insulation resistance, Ileak = Vbias/Rins. For a coaxial cable,
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Figure 3.6: Left: SSE Probe assembly with triaxial cable installed. Right: Cross-section image of
the SSE Probe, including numbered callout descriptions: (1) grounded probe cover, (2)
graphite collimator, (3) polytetrafluoroethylene insulator, (4) collector electrode, (5)
connector retaining rings, (6) guard electrode, (7) stacked wave disc spring, (8) shield
electrode, and (9) probe body. Coloring distinguishes different key components, where
copper corresponds to conductors, gray to insulators, black to the graphite collimator,
and blue to the spring.

insulation resistance is estimated as

Rins =
ρL
A

, (3.7)

where ρ is the resistivity, L is cable length, and A is insulator cross sectional area. An infinitesimal

slice of insulator in the radial direction is

dRins =
ρdr

2πrL
. (3.8)

Integrating equation 3.8 gives
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Figure 3.7: SSE Probe measurement configuration using triaxial cable. Figure adapted and modi-
fied from Keithley [8]

Rins =
ρ

2πL

∫ b

a

1
r

dr =
ρ

2πL
ln
(

b
a

)
, (3.9)

where a and b are the inner and outer conductor radii of the coax cable, respectively. Properties of

a common coaxial cable (RG-58) are a = 0.91mm, b = 3.51mm, L = 3m, and ρ = 160TΩm [145,

146], which gives Rins ≈11.5 TΩ, and Ileak =17.5 pA at Vbias =200 V. For predicted current levels

spanning 1 pA to 250 pA, a leakage current of Ileak =17.5 pA introduces unacceptable error in

beam measurements at higher angles. Therefore, mitigating leakage current in the signal-carrying

lines is necessary for the presented SSE measurement approach, where non-zero voltage biases

must be applied to the collector.

Minimizing leakage currents for low level measurements can be accomplished with triaxial

cable [8]. A triaxial cable consists of a biased “signal” center conductor that carries the current
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signal, a coaxial “guard” conductor that is biased to an identical voltage using a voltage follower,

and a coaxial “shield” conductor that is connected to ground. Since the voltage drop between

the signal and guard conductors is zero, leakage current from the measurement line should be

negligible, with all leakage occurring between the guard and shield conductors.

The SSE Probe is designed around terminating a triaxial cable in a manner that minimizes

leakage current within the probe itself, and consists of three internal electrodes that connect to their

respective triaxial conductors: the collector electrode, a guard electrode, and a shield electrode.

The collector is connected to the signal conductor of the triaxial cable. The collector and guard

electrodes have identical diameters, and are axially separated by 3 mm of insulation. The guard

and shield electrodes are separated by 15 mm of axial distance. The shield is connected to the

body of the probe, which is made of an unanodized lens tube holder from Thorlabs. To ensure

vacuum compatibility, all electrical connections are made by mechanical force applied with a wave

disc spring between the guard and shield electrodes, and a threaded retaining ring that holds the

assembly together. Figure 3.6 shows the complete SSE Probe assembly and a cross-section image

of the probe design. Figure 3.7 shows an adapted diagram that illustrates the probe measurement

setup [8].

After assembly, the SSE Probe’s leakage current was measured with a Keithley 6517B Source

Measurement Unit by applying a ±200V bias on the signal/guard conductor. Average leakage

current for a 3 meter cable was found to be ∼ 600fA, which is a reasonable leakage current for the

predicted current signals.

3.2.3 SSE-Corrected Current Density Distributions

The corrected current density distributions are shown in Figure 3.8. SSE behavior is strongly

dependent on incident energy. For lower beam energies (<3kV), the discrepancy between the

uncorrected current signal and “true” current signal is very small. At higher beam energies (>3kV),

the uncorrected current signal can be up to 15% greater than the true signal. For electrospray beams
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that rely on emitter bias potentials greater than ∼ 2kV, SSE cannot be neglected for accurate

measurements of the thruster plume.

3.2.4 Energy Distribution Function Estimates of Secondary Species

Using the current-voltage (I-V) characteristics obtained while sweeping the probe shown in Fig-

ure 3.9, it’s possible to examine the energy distribution function (EDF) of the secondary species.

Analyzing the EDF a posteriori informs the validity of our low-temperature SSE assumption.

Since all secondaries are produced on the collector surface, current collection behaves as a “thin

sheath” plasma, so current measurements do not need to be modified to account for sheath effects.

The EDF can be approximated by f (E) ∝ d2J/dV 2 using the method of Druyvesteyn, where J is

the measured current density, and V is the probe bias voltage [147, 148]. The secondary I-V trace

shown in Figure 3.9 is obtained by subtracting the current due to primary species from the total

measured probe current. The positive and negative species’ EDFs shown in Figure 3.9 have re-

spective mean energies of 2.12 eV and 1.94 eV, confirming our low-temperature SSE assumption.

In the context of electrospray devices, the shape of the EDF for secondaries emitted from down-

stream surfaces bears little significance on behavior of the electrospray itself. However, fitting the

curves to a Maxwell-Boltzmann (M-B) distribution gives possible insight into the relevant physics

occurring during the impact processes. A nonlinear least squares method was used to fit M-B dis-

tributions to the secondary EDFs, which are also shown in Figure 3.9. The fitted M-B curves have

temperatures of 1.04 eV and 1.16 eV for the positive and negative species, respectively. The dis-

crepancy between calculated mean energies from the data, and the temperatures from fitted M-B

distributions suggest that the EDF curves are non-Maxwellian. Some of the likely SSE mecha-

nisms that occur in electrosprays are non-equilibrium processes, e.g. collision-cascade sputtering,

molecular dissociation, or shock-induced desorption. For such non-equilibrium mechanisms, it’s

reasonable to expect a non-Maxwellian EDF. The measured current represents the aggregate of

all currents produced by the different SSE mechanisms, so the presented EDFs likely represent a

superposition of many different EDFs belonging to each species.
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Figure 3.8: Current density distributions for the CMNT at different beam energies. Solid lines
show SSE-corrected current distributions and dashed lines show uncorrected current
distributions.
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Figure 3.9: Left: Representative I-V trace obtained during the SSE Probe sweeps. Middle: EDF
of positive secondary species. Right: EDF of negative secondary species.

3.3 Post-Testing Microscopy of Impinged Surfaces

This section will discuss some microscopy results of surfaces that have been exposed to high-

velocity electrospray species. The first set of images comes from a beam target used at JPL to

terminate the plume of the Busek CMNT, a droplet-mode electrospray. The second set of images

comes from the extractor of a UCLA-developed ILIS thruster that has been heavily impinged by

the plume.

3.3.1 Beam Target Microscopy - Evidence of Droplet Desorption

Metallic foams have been shown to reduce the effective sputtering rates in plasmas [149], so a

nickel foam beam target was adopted by JPL in an attempt to suppress SSE during ground test-

ing of the Busek CMNT. The nickel foam panels were arranged in a chevron-style configuration

to further redirect emitted secondaries away from the thruster. Examining the beam target after

several hours of nominal thruster operation (i.e. Vbeam =6 kV) reveals qualitative insights into SSE

spatial dependence. Figure 3.10 depicts ionic liquid propellant deposition from the electrospray’s

full plume. Mass flux across the plume exhibits a super-Gaussian distribution [144], so we should

expect to see propellant accumulation trends that follow a similar profile, i.e. a majority of deposi-

46



tion in the center that decays with radial extent. Visual inspection of propellant deposition instead

shows an annular profile, with negligible accumulation in the center of the plume pattern. Scanning

electron microscopy (SEM) images of the target at different radial positions also show the absence

of deposited propellant in the center of the plume, and accumulated propellant at farther radial

distances. The dry patch observed at the center of the beam target is consistent with shock-induced

desorption, where incident droplets undergo a non-isentropic impact process that causes the total

gas-phase transition of the droplet and any accumulated liquid on the surface [100, 101]. The

images in Figure 3.10 confirm the predicted onset of shock-induced desorption for nanodroplets

emitted by the CMNT, as discussed in Chapter 2.2.1. By contrast, Figure 3.11 shows that UCLA’s

beam target does not exhibit a dry spot across the extent of the plume deposition pattern, which is

sensible since UCLA’s embodiment of the CMNT operates below the desorption threshold.

Secondary species behavior is strongly dependent on that of the incident primary species, so

examining the propellant deposition pattern in Figure 3.10 provides inferred insights into primary

plume mechanics. Plume studies conducted by Thuppul et al. [144, 150], obtained the mass flux

and current density distributions of the CMNT plume. Taking the ratio of the mass flux and current

density distributions gives the mean charge-to-mass ratio (ξ ) of the plume, which increases mono-

tonically with polar angle [150]. Based on the splashing thresholds shown in Figure 2.4, higher-ξ

droplets should have greater incident velocity, and therefore be further into the shock-induced des-

orption regime. With those two trends in mind, we should see the prevalence of shock desorption

increase with polar angle. Instead, we see desorption in the center of the plume, and deposition on

the higher angles.

A portion of the emitted droplets undergo Coulombic fission, resulting in significant loss of

charge, yet negligible loss of mass [111]. A retarding potential mass analyzer (RPMA) was devel-

oped at UCLA to identify possible neutral or low-ξ mass flux within an electrospray plume [151].

The RPMA consists of repelling electrodes similar to those found in a retarding potential analyzer,

but with a quartz crystal microbalance (QCM) used in lieu of a current collector. Results of the

RPMA study suggest that between 1% and 10% of the plume is comprised of a population with
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Figure 3.10: Left: Plume pattern observed on the nickel foam beam target. Right Top: SEM image
of the visibly wetted region near the periphery of the plume. Propellant has clearly
wetted to the foam ligaments. Right Bottom: SEM image of the visibly dry region at
the center of the plume. The foam liagments appear devoid of propellant.

negligible charge, which Collins et al. [151] describe as “pseudo-neutral”. If Coulombic fission

occurs before the primary species are fully accelerated, then the pseudo-neutral population will

have a lower terminal velocity, pushing them below the limit of shock-induced desorption. The

RPMA results show that pseudo-neutral flux persists across all polar angles. This suggests that

shock-induced desorption removes all accumulated propellant from the surface, hence the dry spot

in the center and resulting annular deposition pattern.

In summary, the observed propellant deposition pattern may be a result of a subsidiary plume,

which consists of pseudo-neutral species born from the Coulombic fission process. The hypoth-

esized subsidiary plume is analogous to the “satellite plumes” observed in atmospheric condi-

tions [57], where the satellite plume is instead caused by drag.
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Figure 3.11: Flat plate beam target used to terminate the plume in UCLA’s electrospray testing
facility. The border of the plume is highlighted with a red circle. No dry patch
is observed in the center of the plume deposition pattern, suggesting that UCLA’s
CMNT configuration operates below the desorption threshold.
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3.3.2 Extractor Grid Microscopy - Evidence of Chemical Sputtering

A single-emitter porous tungsten electrospray was developed at UCLA to study transient flow in

porous ILIS thrusters [152]. The thruster developed by Wright [152] consists of an electrochemi-

cally sharpened porous tungsten emitter, and a 316 stainless steel extractor. The emitter was biased

up to 5 kV with respect to the grounded extractor. After 10’s of hours of testing, the thruster was

dismantled and inspected [153]. Figure 3.12 shows the upstream-facing side of the extractor. The

discoloration observed in the upper left image resembles post-test extractor grid images shown by

Lenguito et al. [124]. The bottom left image in Figure 3.12 is a control micrograph taken of the

extractor prior to thruster firing, where the bottom right image shows the extractor after thruster

testing. Comparing the pre- and post-test images, the steel’s grain structure becomes clearly visi-

ble after exposure to the ILIS plume. The emergence of a grain structure suggests that a chemical

reaction is occurring between the impinging plume species and the stainless steel.

Along the grain boundaries in stainless steel, diffusion of carbon leads to the formation of

chromium carbides, and diffusion of oxygen leads to formation of iron oxides. Depletion of

chromium and enhancement of oxides in the regions adjacent to the grain boundaries causes

“sensitization”, or decreased corrosion resistance. This process is referred to as “intergranular

attack” [154]. Stainless steel is a common material used for [EMI]Im propellant storage or plumb-

ing due to its chemical compatibility with ionic liquids. Corrosion only occurs via electrochemical

reactions between the steel and ionic liquid, when the electrochemical window is exceeded within

the double layer. Hence, polarity alternation is used for ILIS emitters to minimize electrochemical

degradation of metal-liquid interfaces [43, 44]. Propellant storage vessels, plumbing, or grounded

extractor electrodes should not experience [EMI]Im corrosion to the extent observed in the bottom-

right image of Figure 3.12. Furthermore, the lack of significant deposited material at the site of

observation suggests that negligible liquid-phase propellant impinged on the extractor during test-

ing.

Given these observations, it is highly likely that the observed intergranular attack is evidence
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Figure 3.12: Top left: Photograph of the upstream-facing side of the extractor after testing. Black-
ened regions are clear signs of impingement. Top Right: SEM image of the extrac-
tor. The dashed black box represents the region of high-magnification. Bottom Left:
High-magnification image of the extractor before firing the thruster. Bottom Right:
High-magnification image of the extractor after firing the thruster. The indentations
in the upper region of the image are artifacts of the machining process, and not due to
plume impingement.
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Figure 3.13: Results of EDS spectroscopy of the extractor. The top left image shows the region
of interest. The top right, bottom left, and bottom right images show the spatially-
resolved results of the EDS scans for sulfur, carbon, and iron, respectively.
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of chemical sputtering, since lack of an applied bias on the extractor would preclude electrochem-

ical decomposition. When ions strike the surface, they dissociate into fragments of the primary

molecules, which may include compounds that preferentially react with carbides and oxides within

the grain boundary.

Energy-dispersive X-ray spectroscopy (EDS) was performed on the extractor to evaluate the

makeup of atomic species on the surface. The results of the EDS scan are shown in Figure 3.13,

where the dashed square box in the upper left image represents the same image boundary high-

lighted in Figure 3.12. The “flower-petal” deposition shapes on the extractor are likely due to

off-axis emission sites that arose during testing of the emitter [152]. Sulfur is typically a good

indicator of propellant deposition for [EMI]Im, yet the trace impurity levels of sulfur in stain-

less steel obscure indications of propellant deposition on the surface. Instead, there appears to be

a deficit of carbon that corresponds to the “flower-petal” shapes see with optical and SEM mi-

croscopy. Since chromium carbides are vulnerable to corrosion (i.e. intergranular attack), it is

plausible that reactive secondary species interact with chromium carbides to preferentially erode

the grain boundaries.

3.4 SSE-Induced Ohmic Dissipation

During performance testing of the Air Force Electrospray Series 2 (AFET-2), Natisin et al. [3] re-

ported a mass utilization efficiency of ∼40% measured using total thruster mass loss, showing that

the commonly-assumed 100% mass utilization efficiency is invalid. One of the proposed mech-

anisms for anomalous mass loss is thermal decomposition of the ionic liquid propellant due to

transient arcing events. Given the theoretical evidence of SSE discussed in Chapter 2 and experi-

mental evidence of backstreaming secondary currents in Chapter 3.1, it is possible that secondary

species may directly impinge upon the emitter. Therefore, it is sensible to explore the sensitivity

of ILIS emitters to steady-state heating caused by secondary impingement.

Ionic liquid properties are highly sensitive to temperature changes, with viscosity and con-
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ductivity being arguably the most important and sensitive properties. An increase from 25 °C

to 30 °C results in a ∼ 15% decrease in viscosity and a ∼ 36% increase in conductivity for

[EMI]Im [155, 156]. For [EMI]BF4, the same ∆T = 5°C results in a ∼ 17% decrease in vis-

cosity and a ∼ 13% increase in conductivity [157, 158]. For porous bulk ILIS devices, viscosity

directly affects volumetric flow rate, which scales as Q ∝ 1/µ per Darcy’s law describing flow

through a porous medium [37]. An order-of-magnitude analysis by Higuera [159] suggests that

finite electrical conductivity controls ion evaporation current. Self-heating via Ohmic and viscous

dissipation has been considered previously in literature, where Gamero [160] found ∆T for droplet

emission to be high enough that it violates the isothermal assumptions used to derive electrospray

scaling laws. Recent computational modelling by Magnani and Gamero [161] indicate a tempera-

ture rise of ∆T ≈25 °C at the emission site for an ion-mode electrospray due to viscous and Ohmic

dissipation. Another important temperature-dependent property of ionic liquids is the vapor pres-

sure, which becomes finite at elevated temperatures (>120 °C for [EMI]Im [162]). SSE-induced

Ohmic dissipation is a heating mechanism distinct from the self-heating considered in previous

studies [160, 161], which is caused by the flow of current due to secondary species impinging on

the emission site. It is hypothesized that evaporation and decomposition of propellant at the emis-

sion site due to SSE-induced Ohmic dissipation is a possible explanation for the anomalous neutral

mass loss reported when testing the AFET-2 thruster [3].

To support the hypothesis of neutral mass loss via Ohmic dissipation caused by backstream-

ing secondary species, the following Chapter derives an analytical heat and mass flux model of a

porous bulk emitter. Using the analytical model, the sensitivity of neutral mass loss to backstream-

ing secondary current will be examined. The geometry of an emitter can be modeled as a segment

of a spherical shell. Assuming axisymmetry and that temperature gradients in the polar-direction

are small, an emitter may be modeled as a steady, one-dimensional heat transfer problem. From

Fourier’s law of heat conduction,
dT
dr

=−q′′

k
, (3.10)

where q′′ is heat flux, k is thermal conductivity, T is temperature, and r is the radial distance. Per
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the Stefan-Boltzmann law, radiative heat flux is

dq′′rad = εeσsbdAs(T 4 −T 4
∞) (3.11)

where εe is emissivity, σsb = 5.67×10−8W/m2K4 is the Stefan-Boltzmann constant, dAs is a dif-

ferential element of surface area, and T∞ is ambient temperature. Assuming that the cross sectional

area varies slowly along the length of the emitter, the energy equation reduces to:

d2T
dr2 +

εeσsbP
kAc

(T 4
∞ −T 4) = 0, (3.12)

where Ac is the mean cross-sectional area and P is the mean perimeter of the emitter’s cross section.

Equation 3.12 may be linearized by taking a first-order Taylor series expansion of the radiation heat

transfer term, giving a linear second-order ordinary differential equation:

d2T
dr2 +

4εeσsbPT 3
∞

kAc
(T∞ −T ) = 0 (3.13)

We apply an isothermal boundary condition at the emitter base (T (r = 0) = T∞), and use equa-

tion 3.10 as a constant heat flux boundary condition at the emitter tip. Applying the boundary

conditions results in an expression for the temperature profile of an emitter:

T (r) =−c0 exp(ar)+ c0 exp(−ar)+T∞,

c0 =
q′′

k a
exp(ah)

exp(2ah)+1
,

a =

(
4εeσsbPT 3

∞

kAc

)1/2

,

(3.14)

where h is the emitter height, and q′′ is the applied heat flux boundary condition, which we will

elaborate after discussing the mass flux model.

Neutral mass loss is caused by evaporation and decomposition of the ionic liquid. The temperature-

dependent mass loss due to vaporization may be modeled with the Langmuir equation [163, 164,
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165]:

ṁvap(T ) = K1K2
exp(−∆Hvap/RT )

T 1/2 , (3.15)

where R is the universal gas constant, ∆vapH is the enthalpy of vaporization, and K1 and K2 are

empirical constants discussed in Appendix A. Mass loss due to decomposition can be modeled by

the Arrhenius equation [163, 162]:

ṁdec(T ) = K2K3 exp(−Ea/RT ), (3.16)

where Ea is activation energy and K3 is another empirical scaling constant discussed in Ap-

pendix A.

Neutral mass loss rate from the total emitter surface is found by substituting equation 3.14 into

equations 3.15 and 3.16, and integrating over the length of the emitter. The aggregate neutral mass

loss rate at a given temperature is then the sum of the mass loss rates,

ṁneut(T ) = ṁvap(T )+ ṁdec(T ) (3.17)

The choice of input parameters for the presented heat and mass flux model are informed by

performance values from the AFET-2 operating at its 700 µA setpoint, since these are the only

published performance results using a total mass loss measurement, which does not neglect neutral

mass flux [2, 3]. Natisin et al. [3] reported an emission current of Iem ≈ 1.2µA per emitter, emission

voltage of φem = 1850V, emitter height of h ≈ 300µm, and total average neutral mass flow rate

of ṁneut = 0.86µgs−1. While the AFET-2 was tested with [EMI]BF4, empirically obtained values

for K1, K2, and K3 are unavailable in literature. Thermophysical properties for [EMI]Im are very

similar to those of [EMI]BF4, so the empirical constants for [EMI]Im were used for the presented

analysis.

Modern porous bulk electrospray thrusters are fabricated out of porous borosilicate glass [35,

42, 2] or xerogel/aerogel substrates [166, 167]. Micro- and nano-scale porous materials are excel-
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lent insulators, with thermal conductivity ranging from 0.001 Wm−1 K−1 to 0.1 Wm−1 K−1, often

much lower than any gases or liquids they contain [168, 169]. Subsequently, we neglect heat

conduction through the porous substrate, and only consider the thermal conductivity of [EMI]BF4.

Remaining thermophysical properties used in the presented analysis are shown in Table B.1.

The constant q′′ boundary condition applied in equation 3.14 is a balance between SSE-induced

Ohmic dissipation, and cooling due to evaporation and decomposition mass loss. The heating

caused by backstreaming secondary species that are accelerated to the emitter potential is a given

by,

q′′bs = jbsφem, (3.18)

where jbs is the backstreaming secondary current density, which is used as a free parameter to

explore the thermal response of the system. Cooling due to evaporation and decomposition are

q′′vap =
∆Hvap

M
ṁvap, (3.19)

q′′dec =
Ea

M
ṁdec, (3.20)

where M = 0.226kgmol−1 is the molar mass of [EMI]BF4. The total heating applied to the emitter

is then

q′′ = q′′bs −q′′vap −q′′dec (3.21)

An initial guess for the temperature profile neglects the cooling contribution, and then evaluates

them iteratively until the temperature profile converges.

Figure 3.14 shows the emitter tip temperature plotted against the backstreaming current density,

which is normalized against the emitter current density,

jem = Iem/(2πR2
tip), (3.22)

where Rtip ≈ 10µm is the emitter tip’s radius of curvature. A value of jbs/ jem=0.052% may cause
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a ∆T =5 °C, which suggests that isothermal assumptions made when deriving ILIS thruster scaling

laws may be invalidated if SSE is not appropriately mitigated. Figure 3.14 shows the total neutral

mass loss versus normalized backstreaming current, where a value of jbs/ jem=2.65% correspond-

ing to an emitter tip temperature of 279 °C may cause the measured ṁneut = 0.86µgs−1. The

presented results suggest that mass loss via thermal effects are highly sensitive to backstreaming

current, and that relatively modest backstreaming currents may significantly alter thruster perfor-

mance. The temperature rise ceases at approximately 360 °C, when cooling due to propellant

phase change equalizes with the heating due to backstreaming secondaries. Since the emitter cools

as it evaporates propellant, our model suggests that thermal effects alone cannot cause decompo-

sition of propellant. Therefore, neutral mass loss due to SSE-induced Ohmic dissipation is solely

due to evaporation. The presented heat and mass flux analysis only examines thermal effects, yet

other mechanisms may contribute to anomalous mass loss. Dissociation caused by heavy species

impinging on propellant at the emitter’s surface (see Chapter 2.1), and electrochemistry at the

emission site are pathways for decomposition that is not described by our heat flux model.

The TRIM analysis by Magnusson et al. [87] estimates an IIEE yield of ∼ 1 electron per in-

cident ion at φem = 1850V, which agrees well with experimental measurements of IIEE yields

between ∼ 0.75 and 1.25 electrons per ion at φem =2 kV to 3 kV [130]. Furthermore, Kloster-

man et al. [130] found that 85-90% of the backstreaming secondary current was collected by the

emitter, lending credence to our mass flux model results suggesting the jbs/ jem =2.65% required

to induce the measured ṁneut = 0.86µgs−1.

While SSE-induced Ohmic dissipation can detrimentally affect performance and life for ILIS

thrusters, LMIS thrusters experience somewhat different consequences. The pure liquid metals

used in LMIS devices do not undergo chemical decomposition as ionic liquids do when exposed

to high temperatures, nor do they exhibit the same extent of temperature sensitivity. Furthermore,

liquid metals have thermal conductivities orders of magnitude greater than ionic liquids, so they

are much more effective at carrying heat away from the emission site. However, LMIS thrusters

require active propellant heating to keep the propellant in a liquid state, so SSE-induced Ohmic
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dissipation may cause localized heating that might affect the flow of propellant to the emitter

structures.

One consequence of backstreaming secondaries on LMIS thrusters unrelated to Ohmic dissipa-

tion is the accumulation of material at the emitter tip, which modifies the Taylor cone base radius

and subsequent thruster mass utilization efficiency [170]. Another consequence may be contam-

ination of the emitters by sputtered extractor or beam target material. When performing post-fire

examination of their indium LMIS, Tajmar et al. [13] observed stainless steel contamination on the

porous tungsten emitters, and attributed the 2 kV to 4 kV increase in required extraction voltage to

the accumulation of contaminants over the 500 hour performance test. A steadily increasing extrac-

tion voltage required to maintain the same level of emitter current is known as “emission decay,”

and has previously been observed in ILIS devices [43, 42]. Emission decay has been attributed

to electrochemical degradation of ionic liquids at the electrode interface [171], which motivates

the use of polarity alternation [43] and distal electrodes [44] to prevent the double layer potential

from reaching the electrochemical window. However, even when applying alternating polarities

and using distal electrodes, emission decay persists in ILIS thrusters [54].

Given the lack of electrochemical decomposition processes in liquid metals, and the common

observation of emission decay among both LMIS and ILIS thrusters, contamination due to back-

streaming secondary species may be another mechanism that contributes to emission decay in

ILIS thrusters. Precipitate byproducts formed due to collision-induced dissociation, rheological

changes that ionic liquids undergo when bombarded with high-energy electrons [126, 172], and

accumulation of sputtered steel contaminants from the facility [13] likely promote pore clogging,

increasing the emitter’s hydraulic resistance, thus causing emission decay. Pore clogging due to

backstreaming contaminants suggests that space weather may detrimentally impact ILIS thruster

flight performance and life. However, incorporating SSE-mitigating elements into ILIS thruster

designs may have the added benefit of ameliorating the effects of interactions with ambient space

plasma.
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Figure 3.14: Emitter tip temperature and mass loss rate results from the presented analytical
model. Backstreaming current density is normalized against the emission current
density. (Left Axis): Propellant temperature at the emission site due to SSE-induced
Ohmic dissipation, assuming a base temperature of 25 °C. The vaporization tem-
perature threshold of [EMI]BF4 is not well characterized, so the green dashed line
marks the 158 °C where [EMI]BF4 enthalpy of vaporization measurements have been
obtained [9]. The green dotted line marks the 445 °C threshold where [EMI]BF4 de-
composes [10]. (Right Axis): Neutral mass flow rate as a function of the normalized
backstreaming current density. The purple dashed line represents ṁneut = 0.86µgs−1

measured on the AFET-2 thruster [3]. Based on our model, the experimentally mea-
sured neutral mass loss is achieved when jbs =2.65% of the emitter current density,
indicating the significance of even modest backstreaming currents on thruster facility
effects.
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3.5 SSE-Induced Glow Discharges in Electrospray Thrusters

3.5.1 Discussion

With the notion of omnipresent SSE in ground testing of electrospray thrusters, published obser-

vations of glow discharges in ILIS thrusters invite scrutiny of the possible mechanisms that may

lead to glow from ILISs and LMISs operated in vacuum [11, 14, 173, 12, 174]. A few examples of

glowing electrospray thrusters are shown in Figure 3.15. A glow discharge is a type of electrical

discharge that is caused by the ionization of a gas surrounding a conductor [175]. Glow discharges

are sustained by an electron avalanche, where free electrons are accelerated by an electric field

and collide with neutral gas molecules, which produces additional free electrons, and so on. The

resulting plasma consists of ions and neutral atoms that may become excited and then emit light

when reverting to their ground state.

Electrical discharges have been identified as a failure mechanism in ILIS electrospray thrusters

[44, 45]. However, previous studies focused on the formation of electrical arcs, which are distinct

in character from glow discharges. Arc discharges are highly transient and have orders of mag-

nitude higher current density than glow discharges, resulting in extreme temperatures and nearly

instantaneous decomposition of propellant at the emission site. Arcing in electrosprays is relatively

straightforward to identify by monitoring electrode current for transient overcurrent events, or us-

ing long-distance microscopy to monitor the emission site for bright sparks. Glow discharges have

much lower current density and fainter light emission than arcs, which may cause glow discharges

to go unnoticed during ILIS thruster testing, since very long shutter exposures may be required to

observe thruster glow.

While electrosprays are used to generate charged particle beams, they are not technically con-

sidered plasma-generating devices since the electrospray ionization mechanism relies on the di-

rect solvation of ions from an emission cone [176], rather than stochastic impact-ionization or

thermionic emission processes in gaseous discharges. The ion evaporation process may induce

rotational and vibrational energy in the emitted species [177], but spectra associated with rovibra-
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Figure 3.15: Glow discharge images. (a) Porous bulk ILIS thruster operating with [EMI]BF4 re-
ported by Chen et al. [11] that experienced persistent glow, although the authors also
report some arc discharges at elevated emission currents. Reprinted from Ref [11]
with permission from Elsevier. (b) Bright glow in a porous bulk thruster operating
with [EMI]BF4 reported by Bretti [12]. Reprinted from Ref [12] with permission
from Michael Bretti. (c) An indium LMIS “crown emitter” during a 500 hour per-
formance characterization reported by Tajmar et al. [13]. Reprinted from Ref [13]
with permission from Elsevier. (d) Glow at the emission site and collector during
the operation of an additively-manufactued ILIS thruster by Máximo et al. [14]. The
collector is located 8.5mm downstream of the thruster. Reprinted from Ref [14] with
permission from Elsevier. 62



tional modes generally fall in the microwave to infrared range [108]. Electronic transitions are

necessary to induce the visible wavelength glow seen in electrospray thrusters. Electron exchange

does occur in electrospray devices, but not at the site of emission. All molecular constituents in

a room temperature ionic liquid are charged, existing in a “pre-ionized” state. Electric double-

layers form at biased conductive surfaces in contact with the ionic liquid, similar in principle to

sheaths forming at boundaries in a plasma [43]. All electron charge transfer associated with elec-

trospray ionization occurs within the electric double layer [42] inside of the ionic liquid, and does

not manifest as a glow discharge in the plume.

3.5.2 Optical Emission Spectra of Electrospray Glows

The Highly Optimizable Apparatus for Groundbreaking Investigations of Electrosprays (HOAGIE)

is a high-vacuum testing facility developed at the University of California, Los Angeles for char-

acterizing the life- and performance-limiting mechanisms in electrospray propulsion devices [178,

144, 122, 179]. For the presented study, an ILIS was installed in HOAGIE such that the princi-

pal emission axis was orthogonal to the cylindrical chamber’s axis, with the beam terminated by a

hemicylindrical target. The beam target geometry permitted collection of the full ILIS plume, while

maintaining ∼ 55cm of distance between the ILIS and nearest downstream surface. The chamber

was pumped to high vacuum (∼ 0.133mPa) using a CTI-Cryogenics 10-inch cryogenic pump.

All experiments were performed with the ionic liquid propellant 1-ethyl-3-methylimidazolium

bis(trifluoromethylsulfonyl)imide , or [EMI]Im (C8H11F6N3O4S2). The propellant was condi-

tioned and vacuum dried to ensure minimal water content, in accordance with best practices for

ionic liquid electrospray operation [46]. Collection optics used in the presented experiment con-

sisted of a multimode fiber coupled to a collimating lens positioned 15cm from the ILIS, giving an

approximately 1cm spot size on the extractor face. The optical fiber was fed to an Ocean Insight

FLAME series spectrometer, which has spectral resolution of 1.37 nm. A long-exposure camera

was used to capture images of glow in the chamber. A diagram of the experiment setup is shown

in Figure 3.16.
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Figure 3.16: Optical emission spectroscopy setup

Figure 3.17 shows the beam target during and after operating the ILIS. The image taken during

operation (left image) required 10’s of seconds of exposure time to capture the observed glow,

which illustrates the low intensity of optical emission for electrospray devices. To achieve suffi-

cient signal-to-noise ratio, the OES study was carried out at the maximum emitter current operating

point, where glow has the highest intensity. The operating point corresponded to a beam energy of

approximately 2.5keV. Results of the OES study shown in Figure 3.18 are broken down into three

different emission structures of interest: nonmetal atomic lines, metal atomic lines, and molecular

line shapes. All atomic spectra were compared to the NIST Atomic Spectra Database [180].

The first emission structures of interest are atomic lines of excited neutral and ionized non-

metal elements that constitute [EMI]Im, including hydrogen, carbon, nitrogen, oxygen, fluorine,

and sulfur. Observation of the atomic constituents of [EMI]Im suggests that photon emission in-

duced by dissociation of molecular ions contributes to the observed glow. Molecular dissociation
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Figure 3.17: Left: Image of glow occurring at the beam target during operation of the ILIS. Right:
Image of beam target post-testing.

occurs when the kinetic energy of impact is converted to internal energy of the molecule, which

cleaves bonds and breaks the molecule into fragments. The specific energy threshold for molecu-

lar dissociation is approximately 1eVu−1 with specific energy estimated as e = qφb/m, where q

is the ion charge, φb is the beam energy, and m is the mass in amu. For the ILIS operating point

in the presented experiment, the specific energy of monomers, dimers, and trimers is 22.5eVu−1,

4.9eVu−1, 2.8eVu−1, respectively. Therefore, even the largest expected charged molecules will

be well above the dissociation threshold.

The second set of emission structures are atomic lines of excited neutral metallic elements that

make up the ILIS extractor grid. The presence of atomic metal lines indicates that photon emission

induced by kinetic sputtering also contributes to the observed glow. LMIS devices produce atomic

metal ion beams instead of molecular ion beams, so glow observed in LMIS devices is likely

dominated by sputter-induced photon emission. Sputtering of extractor grid material has significant

implications for device lifetime [51].

The third emission structure of interest is the wide spectral band that emerges from 500 nm to

800 nm. In plasma discharges using complex gas mixtures, the abundance of molecular transitions
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generate many line shapes that superpose to produce a wideband continuum spectrum [181, 182,

183]. The emergence of a wideband line shape in the electrospray glow spectra further supports

the notion that the observed glow is due to photon emission induced by molecular ion dissociation.

Analyzing molecular spectra requires a priori knowledge of the reaction products and tempera-

tures to properly utilize spectral fitting algorithms or molecular transition databases. The temper-

ature of the emitted species may likely be between 1 eV and 2 eV per EDF estimates obtained in

Chapter 3.2.4. However, the dissociation products this system are unknown, so it is prohibitively

challenging to attempt in-depth molecular band matching without results informed by molecular

dynamics.

These findings show that the glows from electrospray devices are not directly caused by the

electrospray emission process, but rather by photon emission due to high velocity impact of emitted

species on downstream surfaces.

66



400 500 600 700 800 900 1000

Wavelength, nm

-50

0

50

100

150

200

250

300

350

400
In

te
n
s
it
y
, 
a
rb

.
C I

C II

F I

F II

H

N I

O I

O II

S I

S II

Glow Spectra

((a)) Nonmetal atomic lines.

400 500 600 700 800 900 1000

Wavelength, nm

-50

0

50

100

150

200

250

300

350

400

In
te

n
s
it
y
, 
a
rb

.

Metal Atomic Lines

Glow Spectra

((b)) Metal atomic lines.

Figure 3.18: ILIS device spectra and lines matching the first 60 peaks.
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3.6 Conclusions

The experimental and analytical studies presented in Chapter 3 examined the consequences of SSE

on electrospray thruster behavior, including measurement uncertainty, thruster-to-facility coupling,

performance loss, and potential life-limiting phenomena.

The beam target biasing experiment in Chapter 3.1 illustrated the coupling between thruster and

facility that is caused by SSE. SSE can contribute to significant uncertainty in lifetime estimates

if not appropriately mitigated. Different regimes of operation were identified based on the applied

beam target bias, and the total facility current response.

Chapter 3.2 provided a detailed study of SSE-induced measurement uncertainty for plume cur-

rent. The selective secondary species suppression technique discussed in Chapter 3.2.1 quantifies

electrospray SSE by taking advantage of the bipolar sensitivity of secondaries to an applied voltage,

and the large energy discrepancy between primary and secondary species. Selective suppression

may be applied to correct any electrospray diagnostics that rely on current measurements, such

as Faraday probes or other current collectors, such as those used in retarding potential analyzers

(RPAs). To rigorously quantify positive and negative charge yields, a bespoke “SSE Probe” was

developed and tested with an ionic liquid electrospray device. The SSE Probe was successfully

employed to obtain SSE-corrected beam current measurements, which also provide positive and

negative SSE yields (to be discussed in Chapter 4.3). The presented experimental data represent

the first reported spatial distributions of positive and negative charge yields obtained in an ionic

liquid electrospray plume.

The SEM micrographs discussed in Chapter 3.3 show different surfaces after exposure to elec-

trospray plumes, providing insight into the phenomena that contribute to SSE. Images of the beam

target exposed to a droplet-rich plume confirms the predicted onset of shock-induced desorption

at elevated beam energies. Microscopy of an ILIS extractor reveals chemical etching likely due

to reaction with dissociated molecular constituents. Both images provide visual evidence of SSE

effects occurring in electrospray devices.
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The heat and mass flux models in Chapter 3.4 show that backstreaming secondary species

may induce Ohmic dissipation at the emission site. Backstreaming current density contributing

to 0.052% of emitter current density can cause physical property variation in the ionic liquid that

alters the thruster’s emission characteristics, invalidating the isothermal assumption used to derive

scaling laws. SSE-induced Ohmic dissipation may also cause anomalous neutral mass loss, which

is a major performance limitation in ILIS thrusters. Secondary current density contributing to

2.65% of emitted current may cause the 0.86µgs−1 neutral mass flow rate observed in the AFET-2

thruster [3].

The results of the optical emission spectroscopy study in Chapter 3.5 strongly suggest that glow

observed when operating ILIS devices in vacuum is caused by electron excitation resulting from

surface impact phenomena such as sputtering and molecular dissociation. These findings support

the hypothesis that surface-localized glow observed when operating ionic liquid electrosprays in

high vacuum, whether on thruster components or at facility walls, is attributed to secondary species

emission (SSE) caused by impact of high velocity primary species on surfaces. As a corollary, glow

will not occur in electrospray devices if the emitted species do not impact surfaces. Therefore,

glow for electrospray devices is primarily an indicator of plume impingement on the downstream

electrodes of the electrospray device and downstream facility surfaces.
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CHAPTER 4

Secondary Species Transport Model

Simulating electrospray emission for propulsion devices is a multi-scale/multi-physics modelling

problem [133, 134, 55, 131, 122, 179, 184, 135, 185]. To rigorously predict the lifetime of electro-

spray devices, the UCLA Plasma & Space Propulsion Laboratory has adopted the strategy of dis-

cretizing the electrospray domain into different regions where certain physics dominate and others

can be neglected [179]. Figure 1 shows a diagram of the domain discretization approach [55]. The

PSPL electrohydrodynamic (EHD) emission model simulates the continuum process of electrified

conical meniscus formation, conversion to a forced jet, and breakup into droplets [131, 186]. The

Discretized Electrospray Lagrangian Interaction (DELI) model is an N-body approach to comput-

ing the interaction of the polydisperse species emitted from jet-breakup to produce plume shapes

that may be analyzed with simple non-coulombic paraxial trajectories [55, 135]. The Propagation

of Electrospray Plume Particles in the Exhaust Region (PEPPER) model is a Bayesian Inference

approach to determining the trajectories of plumes that leave the interaction region, and travel

downstream [184]. A final element of the modelling approach is interpreting computational simu-

lation results to experimental measurements, and vice versa. Accordingly, the ESCARGOT model

was developed to provide bidirectional interpretation between modelling results and experimen-

tal measurements. In other words, ESCARGOT can use modelled plume distributions to predict

measured impingement currents, or take experimental current measurements to interpret to actual

plume distributions that may be compared to models. SSE is the greatest contribution to dis-

crepancies between model and experiment, so the formalism presented in Chapter 4 describes the

emission and transport of secondary species within an electrospray thruster testing facility.
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Figure 4.1: UCLA Electrospray Multi-scale/Multi-physics modelling overview.

4.1 Analytical Model Derivation

In this section, we will begin by deriving a general equation for relating measured current to the

true primary impingement current. Next, we will develop a system of equations for a testing

arragement of the Busek Colloid MicroNewton Thrusters (CMNT) tested at JPL.

4.1.1 Generalized Equation

To examine charge transport in an electrospray thruster testing facility, we assume a testing con-

figuration where a beam target terminates the full extent of the thruster’s plume, and is equipped

with a transducer to report the captured plume current. Charge conservation serves as the basis for

our model, where the current measured by a transducer must equal the sum of all current collected

by and emitted from the electrode. In the idealized perspective of charge transport in electrospray

thrusters, primary species are perfectly captured by any interception surfaces and no SSE occurs.

Therefore, the ideal measured current at the ith electrode (IM
i ) is simply equal to the plume current
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intercepted by the electrode (JP
i ),

IM
i = JP

i (4.1)

However, primary species in the plume are well above the threshold for secondary species

emission (SSE), so we must consider the generation of secondary currents at each electrode [77].

Emitted currents induced by SSE (JS
i ) represent a loss of charged species from the surface, though

the current’s sign will depend on the charge polarity of both incoming and outgoing species. Fur-

thermore, the secondary plume from each impinged surface will result in charge transport to up-

stream electrodes. The extent of charge transport between the jth and ith electrodes is modeled by

the “dimensionless geometric factor”, G j→i. Chapter 4.2 will define G in detail, but for now it may

be thought of as a parameter that relates charge emitted by one surface and collected by another.

Accounting for emitted and collected secondary currents gives the following relationship between

primary and secondary transport terms, and the measured current:

IM
i = JP

i − JS
i + ∑

j∈D1

G j→iJS
j , (4.2)

where D1 is the set of electrodes downstream of the ith electrode. SSE current is proportional to

the incident primary current scaled by a yield parameter, γi(φ j−i), defined as the energy-dependent

SSE yield of the ith electrode, where φ j−i represents the potential difference between the jth and ith

electrodes. Since primary species may cause both positive and negative SSE, γi(φ j−i) consists of

the sum of both yields. Furthermore, G is also driven by the charge polarity of emitted secondaries,

so G must also represent both positive and negative charges.

Leaving all terms completely expanded leads to rather cumbersome expressions. To avoid too

much complication, we adopt a matrix shorthand notation for the SSE yields and geometric factors:

ΓΓΓi, j =
[
γ
−
i (φ j−i) , − γ

+
i (φ j−i)

]
(4.3)
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GGG j→i =
[
G−

j→i , G
+
j→i

]
(4.4)

Note the polarity of γ+ is due to emitted positive charges registering as negative measured

current. Emitted secondary current may then be defined as:

JS
i = ∑

±
ΓΓΓi,emJP

i , (4.5)

where ∑± indicates that the resulting two-term matrix must be summed, and the em subscript

denotes the emitter, since it is the electrode where all JP
i originates from. Substituting equation 4.5

into equation 4.2 gives:

IM
i = JP

i −∑
±

ΓΓΓi,emJP
i + ∑

j∈D1

〈
ΓΓΓi, j,GGG j→i

〉
(∑
±

ΓΓΓ j,emJP
j ), (4.6)

where the ⟨ ⟩ operator represents the inner product, such that

⟨ΓΓΓi, j,GGG j→i⟩= γ
−
i (φ j−i)G−

j→i − γ
+
i (φ j−i)G+

j→i (4.7)

The least complex configuration possible for an electrospray thruster involves two electrodes:

an emitter and an extractor. Many embodiments of ILIS thrusters use the simple emitter/extractor

configuration [36, 54, 4, 187]. Again, the ESCARGOT model presumes the use of a beam tar-

get that both terminates the full extent of the plume, and is capable of reporting collected cur-

rent. Therefore, the simplest set of electrodes that may be analyzed with ESCARGOT is S =

{emitter, extractor, beam target}.

For simple two-electrode thrusters, equation 4.6 is likely sufficient to model charge transport

in an electrospray. Some electrospray thrusters, such as the CMNT, may incorporate an addi-

tional accelerator electrode to prevent electron backstreaming, similar to traditional gridded-ion

thrusters [188, 31]. Furthermore, a total potential bias may be applied to the emitter and extrac-
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tor to provide thrust enhancement. For example, the CMNT emitter and extractor are biased to

6 kV and 4.4 kV, respectively [31]. In more sophisticated thruster geometries, where electrodes

are biased to very high voltages, it becomes necessary to consider third-order emission effects.

While secondaries are emitted with a very low temperature (< 5eV), they will be accelerated

up to primary energies by oppositely-charged electrodes in a manner similar to dynodes in electron

multipliers [189]. Therefore, this dynode-like cascade must be considered to capture the possible

emission of tertiary currents. Tertiary current is evaluated in the same manner as secondary cur-

rents, where G is used as a parameter to relate charge flux from one surface to another. Modifying

equation 4.2 to include tertiary emission caused by secondaries, and collection of tertiary emission

from all other electrodes gives:

IM
i = JP

i − JS
i + ∑

j∈D1

∑
±
GGG j→iJS

j − ∑
j∈D1

JT
j→i + ∑

k∈A
∑
±
GGGk→i ∑

l∈D2

JT
l→k, (4.8)

where D2 is the set of electrodes downstream of the lth electrode, and A is the set of all electrodes

in the thruster, excluding the ith electrode, i.e. i /∈ A. Equation 4.8 essentially states that the mea-

sured current at an electrode is the aggregate of: (1) the intercepted plume current, (2) the emitted

secondary current, (3) collected secondary current from all downstream electrodes, (4) emitted ter-

tiary current due to collected secondary current, (5) and collected tertiary current from all upstream

and downstream electrodes. Figure 4.2 provides a illustration of the behavior described by equa-

tion 4.8. A major takeaway from equations 4.2 and 4.8 is that the currents measured at different

electrodes in a thruster do not reflect the actual impingement current due to the primary species in

the plume.

Where dynode electron multipliers are tailored to provide a current gain by exploiting the high

electron emission yield of oxide coatings, electrospray thruster SSE yields are less than unity,

so current attenuates with each subsequent impact. Owing to the attenuating effect of SSE in

electrosprays, we neglect higher-order emission.

Emitted tertiary current is defined as:
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Figure 4.2: A graphic depicting the different currents collected and emitted by the ith electrode.
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JT
j→i = ⟨ΓΓΓi, j,GGG j→i⟩JS

j = ⟨ΓΓΓi, j,GGG j→i⟩(∑
±

ΓΓΓ j,emJP
j ) (4.9)

The governing equation for charge transport in a complex electrospray thruster configuration

(e.g. the Busek CMNT) can be obtained by substituting equations 4.5 and 4.9 into equation 4.8:

IM
i = JP

i −∑
±

ΓΓΓi,emJP
i

+ ∑
j∈D1

⟨ΓΓΓ j,em,GGG j→i⟩JP
j

− ∑
j∈D1

⟨ΓΓΓi, j,GGG j→i⟩

(
∑
±

ΓΓΓ j,emJP
j

)
+ ∑

k∈A
⟨ΓΓΓk,em,GGGk→i⟩ ∑

l∈D2

⟨ΓΓΓk,l,GGGl→k⟩JP
k (4.10)

Both equation 4.6 and equation 4.10 give measured current as a function of geometric factor

(G), SSE yield (γ), and collected primary current of the nth electrode (JP
n ). In the following sec-

tions, we will show how G may be obtained via numerical simulations, and γ may be obtained

experimentally. With both G and γ defined, the only remaining unknowns are the JP
n terms. If the

thruster testing facility is built in a manner that fully terminates the plume and allows for complete

measurement of the plume current, it’s possible to construct a system of linear equations from the

derived governing equations that provide a solution for the actual primary impingement current on

each electrode.

4.1.2 Colloid MicroNewton Thruster (CMNT) Charge Transport Equations

In this section, we derive the system of equations for an electrospray thruster testing configuration

as an example for how to apply the governing equations defined above. The objective of the present

study is to examine SSE charge transport in the CMNT to better predict lifetime. Accordingly, the
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Figure 4.3: System diagram of the Busek CMNT testing configuration in the JPL MicroPropulsion
Laboratory facility.

testing configuration discussed herein consists of a single-emitter embodiment of the CMNT that

was studied at NASA JPL, and a simplified representation of the beam target.

A system diagram of the thruster geometry and associated potential biases are shown in Fig-

ure 4.3. The emitter, extractor, accelerator, and beam target electrodes will be denoted with the

respective subscripts em, ex, ac, and bt. The ordered set of electrodes used to interpret the summa-

tions in the governing equations is S= {em, ex, ac, bt}.

Using equation 4.8, we derive the current for each electrode:

77



IM
em = JP

total + JT
ex→em + JT

ac→em + JT
bt→em

−∑
±
GGGex→em

(
JS

ex + JT
ac→ex + JT

bt→ex

)
−∑

±
GGGac→em

(
JS

ac + JT
bt→ac

)
−∑

±
GGGbt→em

(
JS

bt

)
(4.11)

IM
ex =− JP

ex − JS
ex − (JT

ac→ex + JT
bt→ex)

+∑
±
GGGem→ex(JT

ex→em + JT
ac→em + JT

bt→em)

+∑
±
GGGac→ex(JS

ac + JT
bt→ac)+∑

±
GGGbt→ex(JS

bt) (4.12)

IM
ac =− JP

ac − JS
ac − JT

bt→ac

+∑
±
GGGem→ac(JT

ex→em + JT
ac→em + JT

bt→em)

+∑
±
GGGex→ac(JT

ac→ex + JT
bt→ex)+∑

±
GGGbt→ac(JS

bt) (4.13)

IM
bt =− JP

bt − JS
bt

+∑
±
GGGem→bt(JT

ex→em + JT
ac→em + JT

bt→em)

+∑
±
GGGex→bt(JT

ac→ex + JT
bt→ex)+∑

±
GGGac→bt(JT

bt→ac) (4.14)

Expansion of equations 4.11 through 4.14 is facilitated by the use of Matlab’s Symbolic Math

Toolbox to accurately and rapidly perform symbolic computation. Equations 4.5 and 4.9 are sub-
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stituted into equations 4.11 through 4.14 and all coefficients of JP are collected:

IM
bt =−JP

total

+ JP
ex

(
⟨ΓΓΓex,em,GGGex→em⟩∑

±
ΓΓΓem,ex −⟨ΓΓΓex,em,GGGex→em⟩

)

+ JP
ac

(
⟨ΓΓΓac,em,GGGac→em⟩∑

±
ΓΓΓem,ac −⟨ΓΓΓac,em,GGGac→em⟩

−⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→em⟩

)

+ JP
bt

(
⟨ΓΓΓbt,em,GGGbt→em⟩∑

±
ΓΓΓem,bt −⟨ΓΓΓbt,em,GGGbt→em⟩

−⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→em⟩

−⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→em⟩

)

(4.15)

IM
ex = JP

ex

(
⟨ΓΓΓem,ex,GGGem→ex⟩⟨ΓΓΓex,em,GGGex→em⟩−∑

±
ΓΓΓex,em −1

)

+ JP
ac

(
⟨ΓΓΓac,em,GGGac→ex⟩−⟨ΓΓΓac,em,GGGac→ex⟩∑

±
ΓΓΓex,ac

+ ⟨ΓΓΓac,em,GGGac→em⟩⟨ΓΓΓem,ac,GGGem→ex⟩

)

+ JP
bt

(
⟨ΓΓΓbt,em,GGGbt→ex⟩−⟨ΓΓΓbt,em,GGGbt→ex⟩∑

±
ΓΓΓex,bt

+ ⟨ΓΓΓbt,em,GGGbt→em⟩⟨ΓΓΓem,bt ,GGGem→ex⟩

+ ⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→ex⟩

)

(4.16)
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IM
ac = JP

ex

(
⟨ΓΓΓex,em,GGGem→ac⟩⟨ΓΓΓem,ex,GGGex→em⟩

)

+ JP
ac

(
⟨ΓΓΓac,em,GGGac→em⟩⟨ΓΓΓem,ac,GGGem→ac⟩

+ ⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→ac⟩

−ΓΓΓac,em −1

)

+ JP
bt

(
⟨ΓΓΓbt,em,GGGbt→ac⟩−⟨ΓΓΓbt,em,GGGbt→ac⟩∑

±
ΓΓΓac,bt

+ ⟨ΓΓΓbt,em,GGGbt→em⟩⟨ΓΓΓem,bt ,GGGem→ac⟩

+ ⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→ac⟩

)

(4.17)

IM
bt = JP

ex

(
⟨ΓΓΓex,emGGGem→bt⟩⟨ΓΓΓem,ex,GGGex→em⟩

)

+ JP
ac

(
⟨ΓΓΓem,ac,GGGac→em⟩⟨ΓΓΓac,em,GGGem→bt⟩

+ ⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→bt⟩

)

+ JP
bt

(
⟨ΓΓΓbt,emGGGbt→em⟩⟨ΓΓΓem,btGGGem→bt⟩

+ ⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→bt⟩

+ ⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→bt⟩−ΓΓΓbt,em +1

)

(4.18)

With the system of equations fully defined, the coefficients of the JP terms may be used to

define define elements in a coefficient matrix. Each element is defined as:
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em1 = −1

em2 = ⟨ΓΓΓex,em,GGGex→em⟩∑
±

ΓΓΓem,ex −⟨ΓΓΓex,em,GGGex→em⟩

em3 = ⟨ΓΓΓac,em,GGGac→em⟩∑
±

ΓΓΓem,ac −⟨ΓΓΓac,em,GGGac→em⟩

−⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→em⟩

em4 = ⟨ΓΓΓbt,em,GGGbt→em⟩∑
±

ΓΓΓem,bt −⟨ΓΓΓbt,em,GGGbt→em⟩

−⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→em⟩

−⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→em⟩ (4.19)

ex1 = 0

ex2 = ⟨ΓΓΓem,ex,GGGem→ex⟩⟨ΓΓΓex,em,GGGex→em⟩−∑
±

ΓΓΓex,em −1)

ex3 = ⟨ΓΓΓac,em,GGGac→ex⟩−⟨ΓΓΓac,em,GGGac→ex⟩∑
±

ΓΓΓex,ac

+ ⟨ΓΓΓac,em,GGGac→em⟩⟨ΓΓΓem,ac,GGGem→ex⟩

ex4 = ⟨ΓΓΓbt,em,GGGbt→ex⟩−⟨ΓΓΓbt,em,GGGbt→ex⟩∑
±

ΓΓΓex,bt

+ ⟨ΓΓΓbt,em,GGGbt→em⟩⟨ΓΓΓem,bt ,GGGem→ex⟩

+ ⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→ex⟩ (4.20)

81



ac1 = 0

ac2 = ⟨ΓΓΓex,em,GGGem→ac⟩⟨ΓΓΓem,ex,GGGex→em⟩

ac3 = ⟨ΓΓΓac,em,GGGac→em⟩⟨ΓΓΓem,ac,GGGem→ac⟩

+ ⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→ac⟩

−ΓΓΓac,em −1)

ac4 = ⟨ΓΓΓbt,em,GGGbt→ac⟩−⟨ΓΓΓbt,em,GGGbt→ac⟩∑
±

ΓΓΓac,bt

+ ⟨ΓΓΓbt,em,GGGbt→em⟩⟨ΓΓΓem,bt ,GGGem→ac⟩

+ ⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→ac⟩ (4.21)

bt1 = 0

bt2 = ⟨ΓΓΓex,emGGGem→bt⟩⟨ΓΓΓem,ex,GGGex→em⟩

bt3 = ⟨ΓΓΓem,ac,GGGac→em⟩⟨ΓΓΓac,em,GGGem→bt⟩

+ ⟨ΓΓΓac,em,GGGac→ex⟩⟨ΓΓΓex,ac,GGGex→bt⟩

bt4 = ⟨ΓΓΓbt,emGGGbt→em⟩⟨ΓΓΓem,btGGGem→bt⟩

+ ⟨ΓΓΓbt,em,GGGbt→ac⟩⟨ΓΓΓac,bt ,GGGac→bt⟩

+ ⟨ΓΓΓbt,em,GGGbt→ex⟩⟨ΓΓΓex,bt ,GGGex→bt⟩−ΓΓΓbt,em +1 (4.22)

Using the coefficients defined in 4.19 through 4.22, the system of equations may be expressed

in XJP = IM matrix form:
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

−1 em2 em3 em4

0 ex2 ex3 ex4

0 ac2 ac3 ac4

0 bt2 bt3 bt4





JP
total

JP
ex

JP
ac

JP
bt


=



IM
em

IM
ex

IM
ac

IM
bt


(4.23)

The left matrix, X consists of the G and γ terms that are obtained by numerical simulation and

experiments, respectively. With the system of equations in matrix form, we now have a tool for

converting between experimentally obtained measurements and computational modelling results.

The next two sections will describe how to obtain the values for G and γ .

4.2 Geometric Factors

The “geometric factor” is a calibration parameter used to convert counts on a detector to differential

fluxes and phase space densities [190, 191]. Mathematical models for the geometric factor have

been derived in prior studies aimed at providing precision calibration for scientific instruments

aboard spacecraft [192, 193, 190, 191, 194]. A presupposed response function, R(v), describes the

probability of a particle entering an instrument being counted by the detector, and is nonzero in a

limited region of velocity space. Given a distribution of particle energies and angles of incidence,

a geometric factor, [GF ], is defined as the integral of R(v) over all phase space. Fundamentally,

the geometric factor quantifies charge flux from one surface to another – a scenario that is iden-

tical to our concerns with secondary species transport. In this section, we will show that using a

few assumptions, the geometric factor derivations presented in prior studies may be modified for

our purposes. We will then discuss the numerical simulation methodology used to determine the

dimensionless geometric factors.
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4.2.1 Mathematical Formalism

Kessel et al. [192] derive a mathematical formalism for determining geometric factor using Faraday

cup measurements of a calibrated ion beam. However, it is also possible to utilize their formalism

to obtain a geometric factor with numerical particle tracking simulations [195, 191, 190]. Our

approach is a slight modification of those reported in literature due to the differences in both the

physical phenomena of interest, and the end application of the geometric factor. Kessel et al. [192]

define [GF ] as

[GF ]≡
∫
(u′ ·A)R(v0u′)du′, (4.24)

where u′ is the velocity unit vector, v0 is the center of the energy baseband, and A is the area vector

of the detector aperture with direction along the instrument’s inward normal. The derivation by

Kessel et al. [192] arrives at a summation form of geometric factor calibration:

[GF ] =
eAFC∆u′∆θ∆φ ′

Tint
∑

l
∑
m

∑
n

N/I (4.25)

where e is elementary charge, AFC is Faraday Cup detector area, ∆u′ and ∆θ are the calibration

beam velocity and angular widths, ∆φ is azimuthal angle step, Tint is integration time, N is the

particle count on the detector, I is calibration beam current, and the lmn subscripts indicate sum-

mation over polar angle, azimuthal angle, and velocity. Due to the (u′ ·A) term in its definition,

[GF ] naturally accounts for the detector’s geometry, giving units m2sr.

Rather than interpreting detector counts, the objective of our analysis is to determine the extent

of current flux between two surfaces. Recognizing the similarity in geometry and mathematical

formalism required to describe both problems, all that is necessary is a change in context and

redefinition of several variables to apply the derived geometric factor to the secondary species

transport problem.

The electrostatic analyzer calibration problem posed by Kessel et al. [192] consists of a cali-
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brated ion beam introduced via an instrument aperture as an inlet, and a Faraday cup as an outlet

for particles. For the secondary species transport problem, we instead have an impinged electrode

surface as an inlet, and a collecting electrode surface as an outlet. As noted earlier, [GF ] naturally

accounts for the inlet area, but we must redefine AFC as outlet surface area Aout for our problem.

Instead of solving the time integral to a fixed integration period, we leave the integral indefinite

and solve to replace Tint with t. Next, we redefine the calibrated ion beam current, I, as the inlet

current from the ith electrode, Ii. The number of secondary particles emitted from the ith surface is

then defined as Mi = Iit/e. The number of collected particles on the Faraday cup, N, is redefined to

be the number of collected particles on the jth outlet surface, N j. We then rearrange equation 4.25

to make the expression entirely dimensionless:

[GF ]

Aout∆u′∆θ∆φ ′ = ∑
l

∑
m

∑
n

eN j/t
eMi/t

(4.26)

The dimensionless geometric factor relating the ith and jth electrode is then defined as G j→i =

[GF ]/(Aout∆u′∆θ∆φ ′), which results in the following expression:

G j→i = ∑
l

∑
m

∑
n

N j

Mi
(4.27)

When determining the geometric factor using particle tracking simulations, the azimuthal step,

polar step, and particle energies are parametrically swept, providing a locus of solutions [195].

Geometric factor is then obtained using equation 4.25 and summing the particle tracking solutions.

The energy distribution function (EDF) of SSE is reasonably well defined for the plume of the

CMNT (see Chapter 3.2.4), where the EDF can be approximated as Maxwellian with a temperature

of ∼1 eV. Using COMSOL Multiphysics® as the simulation suite, the inlet parameters may be set

to diffusely emit particles from a surface with a user-defined thermal velocity. Therefore, with

a sufficiently high particle count, the summations in equation 4.27 are satisfied by essentially

simulating all conditions simultaneously. Equation 4.27 can then be further simplified to

85



Figure 4.4: Wireframe rendering of the CMNT and Beam Target geometries modelled in COM-
SOL. Numbered callouts: (1) Beam target, (2) Accelerator, (3) Extractor, (4) Emitter,
(5) Grounded thruster enclosure.

G j→i =
N j

Mi
, (4.28)

where Mi are the number of particles released by the inlet surface, and N j are the number of

particles collected by an outlet surface. Expression 4.28 represents the definition of dimensionless

geometric factor used in the ESCARGOT model.

4.2.2 Numerical Simulation Method

To model the dimensionless geometric factors, the thruster and testing facility geometries must be

simulated using particle tracking software. Geometric factors are commonly obtained using com-

mercial ion optics software, such as SIMION® [195, 194, 190]. For the present study, COMSOL
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Multiphysics® was used to simulate particle trajectories. A 3D model of the CMNT and beam

target used in the testing campaigns at JPL were constructed in the COMSOL environment. Fig-

ure 4.4 shows an isometric view of the thruster and beam target. The first step of the numerical

study is conducting an electrostatics simulation. COMSOL’s AC/DC Module was used to perform

electrostatics simulations and obtain a solution for the electric field in the domain. COMSOL takes

voltages assigned to the boundaries, and solves the Laplace equation to obtain potentials and fields

throughout the simulation domain. All surfaces were considered conductors, except for the domain

boundary, which was assigned a zero-charge boundary condition.

COMSOL uses the electrostatics solutions from its AC/DC Module to evaluate forces acting on

particles with its Particle Tracing Module. Within the Particle Tracing Module, the release feature,

particle counter features, and particle properties must be assigned. The “release feature” is the

surface where particles that will be tracked by the simulation are introduced into the domain. The

“particle counter features” are outlet surfaces that will catch and count particles.

The procedure for obtaining geometric factor involves running the simulation several times,

where each simulation run assigns a different electrode surface as the inlet. All remaining surfaces

are assigned as outlet surfaces, which instructs COMSOL to track statistics of incident particles.

Using this method, it’s possible to obtain several geometric factors with a single simulation run.

After the simulations are complete, we may select different results to be tabulated. The “transmis-

sion probability,” or “alpha” is ratio of the number of collected particles to the number of particles

released at the inlet. Therefore, the transmission probability evaluated by COMSOL directly pro-

vides values for G.

Since SSE consists of many different mechanisms, the resulting constituents will consist of a

polydisperse population of particles (e.g. electrons, atomic ions, molecular ions, etc). Ostensibly,

it is necessary to simulate a geometric factor for each specific charge species. However, the applied

electrode biases are incredibly high (−1 kV to 6 kV) and emitted secondaries have very low energy

(<5 eV) [196]. Owing to the large discrepancy between emitted species energy and electrode

bias, the trajectories are insensitive to the particle’s specific charge. As an example, a sensitivity
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Table 4.1: Results of study examin-
ing geometric factor sen-
sitivity particle mass

Particle Mass Gbt→ac

Electron 9.11×10−31 kg 0.14875
Proton 1.67×10−27 kg 0.14869
[EMI]+ 1.85×10−25 kg 0.14866

[EMI]Im Cluster 1.85×10−22 kg 0.14864

Table 4.2: Results of a numerical simulation campaign to determine geometric factors for all elec-
trode combinations in the Busek CMNT testing arrangement at JPL. Each cell in the
table represents Gi→ j, where the rows denote the ith electrode and the columns denote
the jth electrode. Gi→ j values were obtained for both positive and negative species.

jthjthjth Electrode
Positive Species Negative Species

em ex ac bt em ex ac bt

ith ith ith
E

le
ct

ro
de em 0 0.3449 0 0 0 0 0 0

ex 0 0 0.05238 0.3137 0.9997 0 0 0

ac 0 0 0 0 0.0115 0.4852 0 0.4150

bt 0 0 0.22272 0 0 0 0 0

study was conducted where the mass of emitted species was varied to simulate an electron, proton,

[EMI]+ cation, and 1000-unit cluster of [EMI]Im. Of any other electrodes in the system, the beam

target and accelerator have the greatest distance and lowest potential difference between them,

making Gbt→ac the most susceptible to specific charge variation. Table 4.1 shows the results of the

mass sensitivity study, which indicates an overall insensitivity of G to specific charge.

The particle property that most significantly impacts the geometric factor is charge polarity.

For instance, the accelerator’s −1 kV bias will attract any positive species emitted from other

electrodes, but will repel all negative species. Subsequently, we simulate both positive and negative

SSE emission from each surface to fully define the geometric factors. Since the Busek CMNT uses
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[EMI]Im as a propellant, positive species are assigned the mass of an [EMI]+ cation, and negative

species are assigned the mass of an Im− anion in our simulations.

A numerical simulation campaign was conducted to determine the full set of Gi→ j for JPL’s

CMNT and beam target arrangement. The geometric factor results are shown in Table 4.2. A key

takeaway from the simulation campaign is that for many cases, Gi→ j is zero. In most instances,

the null value for Gi→ j is explained by the self-collection of opposite-charge species. For example,

positive particles released from the negatively-biased accelerator’s surface are entirely suppressed,

resulting in Gac→ j = 0 for all j.

4.3 SSE Yields

With the governing equations derived analytically, and the geometric factors obtained numerically,

the final horseman of this model-pocalypse is the SSE yield values. The SSE yield is defined as the

number of emitted secondary charges per incident primary charge. As discussed in Chapter 3.2,

the aforementioned SSE Probe may also be used to obtain both positive and negative SSE yields.

Since IS
−, IS

+, and IP are obtained with selective secondary species suppression, SSE yields can be

determined by dividing equations 3.5 by equation 3.6:

γ− =
IS
−

IP

γ+ =
IS
+

IP ,

(4.29)

where γ− is the negative species yield, and γ+ is the positive species yield. It is worth emphasizing

that the yields calculated by this method represent the aggregate charge yields of many simultane-

ous SSE processes occurring at the surface.

The collector in the SSE Probe described in Chapter 3.2.2 is comprised of a sample of porous

stainless steel frit used to fabricate the CMNT extractor and accelerator electrodes, which allows
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use of the SSE yield measurements to examine inter-electrode current transport in the thruster. All

probe materials were cleaned in a two-stage ultrasonic bath beginning with acetone, and ending

with isopropyl alcohol. Surface preparation is important because each distinct surface impact

phenomenon encompassed by the term “SSE” is heavily dependent on surface state. Ionic liquid

electrosprays are unique in that the emitted species should condense on any impinged surfaces, and

so SSE phenomena should present a time-varying response due to changing surface morphology.

Ionic liquid electrosprays are unique in that the emitted species should condense on any im-

pinged surfaces, and so SSE phenomena should present a time-varying response due to the accu-

mulation of a film. However, the spatially-dependent onset of shock-induced desorption suggests

that any collected propellant may be desorbed as the probe traverses across the center of the plume.

The circumstances of surface morphology variation are far more complicated than one may expect,

presenting a significant challenge in determining the most appropriate method of interpreting sur-

face state. For the present studies, we disclose the important caveat that the SSE yields are sensitive

to the collector’s surface state, which may change throughout the experiment. Characterizing the

extent of SSE yield sensitivity and measurement stability are subjects of on-going investigations.

4.3.1 SSE Yields Analysis and Discussion

In the plots shown in Figures 4.5 and 4.6, all error bars represent a single standard deviation from

the mean of 250 samples per datapoint. Primary species potential is approximated as Vprimary ≈

(Vbeam −VTC), where Vbeam is emitter bias potential, and VTC is the Taylor cone voltage drop. For

Ibeam=260 nA, 400 nA, and 600 nA, Gamero-Castaño determined VTC ≈200 V, 400 V, and 600 V,

respectively [58].

The positive and negative SSE yields (γ+ and γ−) obtained at the center of the plume are shown

as a function of beam potential for each Ibeam setpoint in Figure 4.5. At the center of the plume, SSE

yields obey an approximately linear dependence on primary potential. A disparity in the slopes for

γ+ and γ− gives an intersection of the curves at 4.2kV±250V. At the primary species potential,
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Figure 4.5: Centerline yields.
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the γ+ values are greater than γ− by 0.06−0.07, whereas at the maximum primary species potential

potential, the γ− values are greater than γ+ by approximately 0.08−0.15. SSE yield disparities will

introduce elevated uncertainty into plume current measurements if not accounted for in correction

during data analysis.

The data shown in Figure 4.6 confirm that γ+ and γ− have a strong dependence on plume

angle, beam voltage, and beam current. The angular distributions of γ+ and γ− exhibit different

trends at higher angles, and have distinct dependencies on beam energy. Since SSE behavior is

strongly linked to the primary species characteristics, the trends seen in the SSE measurements

can be reasonably explained through the prevailing understanding of electrospray beam structure.

The ensuing discussion will first focus on the the beam voltage and angular dependencies for

the Ibeam = 600nA dataset. At the lowest beam potentials, SSE yield appears relatively constant

across the plume, with a concave upward increase in the yield at the highest resolved angles. Stud-

ies examining the structure of an electrospray plume in vacuum have shown that the mean specific

charge of primary species obey remarkably similar angular distributions [150, 56]. Electrosprayed

species are nearly monoenergetic, so higher specific charge species will have a greater terminal

velocity. SSE yields are strongly dependent on the impact velocity of the primary species, so it’s

sensible to expect the specific charge distributions to correlate strongly with the SSE yields.

Two trends are observed with an increase in beam voltage: (1) the angular distribution ap-

pears to “tighten”, where onset of the concave upward increase in yield occurs at smaller polar

angles, and (2) a superposed Gaussian distribution emerges in the center of the plume with a

monotonically increasing peak value. Tightening of the angular distribution with increasing beam

voltage is consistent with the electrostatic lensing of primary species caused by the accelerator

electrode [122, 184]. The Gaussian yield distribution that emerges at small polar angles is likely

caused by ion impacts and droplet desorption, where each mechanism separately contributes to γ−

and γ+.

A natural consequence of charged nanodroplet emission in vacuum is the solvation of ions

from both the droplets, and the jet [58, 136]. Ions evaporated from droplets tend to be confined
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by space charge potential within the beam, and focused onto the center axis. Droplet-born ions

constitute about 15% to 25% of current at the center of the plume, and the ion population decays

at higher angles. The observed Gaussian yield distributions of SSE yield in Figure 4.6 agree with

experimentally and computationally resolved ion trajectories [56, 136]. At elevated beam voltages,

high-specific charge ions are far above the specific energy threshold for onset of electron emission

and molecular dissociation, so ions are likely the dominant contributors to γ−.

As beam voltage increases, the droplet population traverses the threshold for shock-induced

desorption, where secondaries emitted from desorption should be entirely positive [77]. The des-

orbed “dry patch” observed in Figure 3.10 reasonably agrees with the superposed Gaussian yield

distribution, suggesting that desorption is a dominant contributor to positive SSE in the center of

the plume at elevated beam energies. The extent to which ions and droplets each contribute to γ+ is

challenging to evaluate, owing to the natural emission of ions from the charged primary droplets.

For the most part, the beam energy and angular trends hold for each Ibeam case, with the excep-

tion of the superposed Gaussian yield distribution that emerges with increasing energy. As Ibeam is

reduced, the distributions trend towards more flat-topped distributions, e.g. super-Gaussian func-

tions.

4.4 Application to Experimental Results

In previous sections, the governing equations were applied to the CMNT testing arrangement at

JPL. Geometric factors were obtained using numerical simulations, and SSE yields were inter-

preted from experiments conducted on the CMNT. 260 nA, 400 nA, and 600 nA tests.

SSE yields are applied to the ESCARGOT model by selecting values at angles that correspond

to emitter line-of-sight with the grids (θ > 35°). Yields corresponding to the beam target were

obtained by applying selective secondary species suppression analysis to the beam target biasing

experiment data presented in Chapter 3.1.

Substituting values into the coefficients in 4.19 through 4.22, we arrive at a final matrix repre-
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senting charge transport in the Busek CMNT. Using SSE yields obtained from the 600 nA experi-

ment:



1 −0.035 −2.6×10−3 −1.093×10−6

0 −1.036 0.3589 46.160×10−6

0 0 −1.8637 3.2×10−3

0 0 0.5041 0.9854





JP
total

JP
ex

JP
ac

JP
bt


=



IM
em

IM
ex

IM
ac

IM
bt


(4.30)

Using SSE yields obtained from the 400 nA experiment:



1 −0.0489 −4.1×10−3 −3.433×10−6

0 −1.051 0.1897 1.4504×10−4

0 0 −1.7205 5.4×10−3

0 0 0.5292 0.9748





JP
total

JP
ex

JP
ac

JP
bt


=



IM
em

IM
ex

IM
ac

IM
bt


(4.31)

Using SSE yields obtained from the 300 nA experiment:



1 −0.054 −2.0×10−3 −5.4105×10−6

0 −1.057 0.2311 2.2859×10−4

0 0 −1.9491 7.7×10−3

0 0 0.7165 0.9644





JP
total

JP
ex

JP
ac

JP
bt


=



IM
em

IM
ex

IM
ac

IM
bt


(4.32)

Inverting each coefficient matrix and multiplying it by the measured current matrix provides

solutions for the actual impingement currents, JP
i . Since JP

total represents the total emitted cur-
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rent, and the remaining terms represent the true primary current collected by each electrode, the

solutions should obey:

JP
total − (JP

ex + JP
ac + JP

bt) = 0, (4.33)

where the negative sign indicates that emitted and collected primary species should have opposite

current polarities. Equation 4.33 is an indicator of the relative accuracy of the model. Three

operating setpoints were analyzed using the ESCARGOT model. The interpreted results are shown

in Table 4.3.

The ∑ IM is the aggregate of all measured currents, and ∑ IP is the current conservation ex-

pression in equation 4.33. Ideally, the measured current should also be conserved but ∑ IM shows

that there is an approximately 10 nA discrepancy in experimental measurements for each operating

point. The considerable violation of current conservation in the experiment measurements is due to

loss of secondary current from the beam target to the vacuum chamber. For the ESCARGOT model

output, currents are conserved to <20 pA, which suggests that the model appropriately interprets

the emission and transport of secondary species.

The accelerator and extractor currents exhibit significant differences between measured and

true current. When positive species are collected by an electrode or when negative species are

emitted, the current transducer registers a negative current, and vice versa. The accelerator col-

lects positive primary and secondary species, and emits negative secondaries, so all phenomena

occurring at the accelerator contributes to negative measured current. The extractor collects both

positive primaries and negative secondaries, which means that the currents introduced by both po-

larities of charge may negate each other. Indeed, enough negative secondary current is collected on

the extractor that the polarity is positive in the experiment measurements. True accelerator current

is 39% to 64% lower than measured current. Neglecting the sign flip, the true extractor current is

41% to 76% greater than measured current. The significant differences in measured and interpreted

current underscores why accounting for SSE is critical for evaluating electrospray thrusters.
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Table 4.3: True impingement currents obtained using ESCAR-
GOT to interpret currents measured in JPL’s CMNT
testing setup.

Current Setpoint Measured Current True Current

300 nA

IM
em = 300.9605nA JP

total = 300.9298nA
IM
ex = 0.3654nA JP

ex =−0.5161nA
IM
ac =−1.3265nA JP

ac =−0.5087nA
IM
bt =−289.5881nA JP

bt =−299.9092nA

∑ IM = 10.4112nA ∑JP =−0.0042nA

400 nA

IM
em = 401.0512nA JP

total = 401.0293nA
IM
ex = 0.2140nA JP

ex =−0.3774nA
IM
ac =−1.0498nA JP

ac =−0.6397nA
IM
bt =−390.2597nA JP

bt =−399.9956nA

∑ IM = 9.9373nA ∑JP = 0.01659nA

600 nA

IM
em = 602.8110nA JP

total = 602.7966nA
IM
ex = 0.2028nA JP

ex =−0.3611nA
IM
ac =−1.1941nA JP

ac =−0.4280nA
IM
bt =−593.4510nA JP

bt =−602.0275nA

∑ IM = 8.3543nA ∑JP =−0.0200nA
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4.5 Conclusions

Chapter 4 discussed a charge conservation formalism for resolving secondary species transport

in electrospray thrusters. The derived ESCARGOT model provides the true impingement cur-

rents based on two variables: geometric factors, and SSE yields. Geometric factors describe the

inter-electrode transport of charged species. SSE yields are a measure of the amount of secondary

species emitted per incident primary. The ESCARGOT model is applied to a testing arrangement

of the Busek CMNT operated at JPL. Geometric factors for the setup were obtained using COM-

SOL Multiphysics®, and SSE yields were obtained in experiments conducted at JPL (discussed in

Chapter 3.2.3) [196, 197].

All geometric factors and SSE yields were substituted into the system of equations, and the true

impingement currents were found for three different thruster operating points. The true accelera-

tor impingement current was found to be 39% to 64% lower than the uncorrected measurements,

and true extractor impingement was found to be 41% to 76% higher. The significant discrep-

ancy between uncorrected current measurements and true impingement currents determined by

ESCARGOT emphasizes the need to account for SSE to improve confidence in using terrestrial

qualification efforts for in-space life prediction. While the study presented herein highlighted the

use of ESCARGOT to interpret experimental measurements, the model may also take outputs from

computational simulations of the plume and provide predictions for experimental measurements.

Thus the ESCARGOT model serves as an important link between lifetime prediction models and

thruster lifetime qualification testing.
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CHAPTER 5

Strategies for Mitigating Facility Effects

The analyses presented in Chapter 2 showed that electrospray thrusters always operate above the

thresholds for onset of SSE. Several practical considerations are suggested that may minimize the

impact of SSE on thruster behavior based on SSE phenomena discussed throughout the presented

paper. The key to minimizing vacuum facility effects for electrospray thrusters is to minimize SSE

and its effects on the thruster operation. To this end, two guiding principles should be followed:

(1) SSE should be minimized through the use of an effective beam target for the thruster plume.

(2) The facility and thruster should be arranged to minimize primary beam impingement on other

facility and thruster surfaces, as well as minimize the effects of secondary species on the thruster

plume, thruster surfaces, and diagnostics.

Flat beam target geometries should be avoided to limit the reflection and impingement of sec-

ondary species on the thruster. Instead, presenting an angled surface to the thruster plume mini-

mizes the sputtering yield and diverts emitted secondaries away from the thruster. For example,

chevron or merlon-style beam target configurations have been successfully employed in LMIS

thruster testing to limit target sputtering and backstreaming secondaries [198]. Demmons et al. [123]

presented a corrugated beam target geometry designed for mitigating SSE during thruster lifetime

testing. Ensuring adequate thruster-to-target distance (> 1m) and applying a modest target bias po-

tential (> 100V) that matches the polarity of the emitter potential may suppress secondary species

that would otherwise backstream and impinge on the emitter. Collector and beam target biasing has

been successfully employed in LMIS/FEEP thruster testing to mitigate secondary electron emis-

sion [39, 13, 198, 38]. With ILIS thrusters, the presence of both anionic and cationic secondary
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species suggests that more sophisticated beam target arrangements and biasing schemes may be

necessary, such as the electrode arrangement tested in Section 3.1. As discussed above, the beam

target used in the presented experiments was located only ∼0.1 m downstream of the thruster, so

complexity of the beam target design trades with the distance between the target and thruster.

To reduce thruster complexity, negatively-biased accelerator electrodes are not commonly used

on ILIS thrusters, yet the sensitivity of the emitter to SSE-induced Ohmic dissipation suggests

accelerator electrodes may be necessary to prevent backstreaming current. All diagnostics that rely

on current measurements (e.g. Faraday probes, time-of-flight spectrometers, retarding potential

analyzers, etc) must also be designed with SSE-suppression techniques in mind, since secondary

currents may contribute to considerable uncertainty.

Material choice is an important consideration for electrospray thruster testing facilities, yet

material responses to ionic liquid droplet or molecular ion impacts have not been adequately stud-

ied. Indium LMIS/FEEP thrusters have utilized targets comprised of solid indium to minimize

contamination owing to backstreaming sputterants [38, 170]. However, coating a target with ionic

liquid propellant is costly and likely will not produce the same benefits because emitted secondary

species that backstream to the thruster are comprised of dissociated constituents ejected from the

impact site. Generally, facility materials that will intercept the plume should consist of conductive

materials that are minimally reactive and exhibit lower sputtering and secondary electron yields,

such as stainless steel, graphite, or refractory metals.

While SSE may be minimized by implementing appropriate beam target geometries and bias-

ing schemes, the extent of the uncertainty caused by any persisting SSE effects are unknown. To

that end, we recommend a basic SSE quantification test as a baseline step for electrospray thruster

evaluation, where a biased beam target is swept over a modest voltage range to evaluate the ex-

tent of impact that SSE imposes on thruster electrode measurements. Applying the generalized

governing equations for the ESCARGOT model defined in Chapter 4 may allow thruster operators

to interpret currents measured on thruster electrodes and facility walls as a strategy for mitigating

SSE.
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CHAPTER 6

Conclusions and Future Work

6.1 Summary of Conclusions

The work discussed herein consists of the first comprehensive study of secondary species emission

(SSE) in the context of electrospray propulsion. The primary conclusions from this work are as

follows:

1. SSE has a significant effect on electrospray thruster life, performance, facility effects, and

spacecraft interactions.

2. SSE behavior can be effectively monitored and mitigated in a terrestrial vacuum test envi-

ronment.

3. SSE behavior can be modeled using a combination of analytical charge conservation, exper-

imental SSE yield measurements, and computational evaluation of geometric factors.

Through an overview of the theory and onset thresholds for different SSE mechanisms, it has

been shown that SSE should always occur for electrospray thrusters. SSE may result in the emis-

sion of a diverse population of secondary species, including electrons, ions, oligomeric clusters,

and droplets. The charge state of secondary species may be positive, negative, or neutral.

The experimental and analytical studies presented in Chapter 3 examined the consequences

of SSE on electrospray thruster behavior, including measurement uncertainty, thruster-to-facility

coupling, performance loss, and potential life-limiting phenomena.
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The beam target biasing experiment in Chapter 3.1 illustrated the coupling between thruster

and facility that is caused by SSE. SSE can contribute to significant uncertainty in lifetime esti-

mates if not appropriately mitigated. Different regimes of operation were identified based on the

applied beam target bias, and the total facility current response. Chapter 3.2 provided a detailed

study of SSE-induced measurement uncertainty for plume current. The selective secondary species

suppression technique discussed in Chapter 3.2.1 quantifies electrospray SSE by taking advantage

of the bipolar sensitivity of secondaries to an applied voltage, and the large energy discrepancy be-

tween primary and secondary species. To rigorously quantify positive and negative charge yields, a

bespoke “SSE Probe” was developed and tested with an ionic liquid electrospray device. The SSE

Probe was successfully employed to obtain SSE-corrected beam current measurements, as well

as positive and negative SSE yields. The reported experimental data represent the first reported

spatial distributions of positive and negative charge yields obtained in an ionic liquid electrospray

plume.

The SEM micrographs discussed in Chapter 3.3 show different surfaces after exposure to elec-

trospray plumes, providing insight into the phenomena that contribute to SSE. Images of the beam

target exposed to a droplet-rich plume confirms the predicted onset of shock-induced desorption

at elevated beam energies. Microscopy of an ILIS extractor reveals chemical etching likely due

to reactions with dissociated molecular constituents. Both images provide visual evidence of SSE

effects occurring in electrospray devices.

The heat and mass flux models in Chapter 3.4 show that backstreaming secondary species

may induce Ohmic dissipation at the emission site. Backstreaming current density contributing

to 0.052% of emitter current density can cause physical property variation in the ionic liquid that

alters the thruster’s emission characteristics, invalidating the isothermal assumption used to derive

scaling laws. SSE-induced Ohmic dissipation may also cause anomalous neutral mass loss, which

is a major performance limitation in ILIS thrusters. Secondary current density contributing to

2.65% of emitted current may cause the 0.86µgs−1 neutral mass flow rate observed in the AFET-2

thruster [3].
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The results of the optical emission spectroscopy study in Chapter 3.5 strongly suggest that

glow observed when operating ILIS devices in vacuum is caused by electron excitation resulting

from surface impact phenomena such as sputtering and molecular dissociation. Atomic lines for

constituents of the [EMI]Im propellant, and metals from the thruster were observed. A broadband

spectral emission line shape was observed that is likely due to molecular emission. Glow for

electrospray devices is primarily an indicator of plume impingement on the downstream electrodes

of the electrospray device and downstream facility surfaces.

In Chapter 4, the governing equations for the ESCARGOT model were derived. The ESCAR-

GOT model provides the true plume impingement currents based on geometric factors, and SSE

yields. ESCARGOT was applied to a testing arrangement of the Busek CMNT operated at JPL.

Geometric factors for the setup were obtained using COMSOL Multiphysics®, and SSE yields

were obtained in an experiment conducted at JPL (discussed in Chapter 3.2.3). While ESCAR-

GOT was applied to interpret experimental measurements, the model may also take outputs from

computational simulations of the plume and provide predictions for experimental measurements.

Thus the ESCARGOT model serves as an important link between lifetime prediction models and

thruster testing.

Finally, recommended practices for mitigating SSE were discussed. The main recommenda-

tions are (1) ensure an adequate beam target that is sufficiently distant from the thruster, (2) choose

appropriate materials for components that will be exposed to the plume, (3) sweep the beam target

to examine thruster sensitivity to facility effects, and (4) apply the generalized ESCARGOT model

to the thruster and facility to mitigate uncertainty due to SSE.
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6.2 Future Work

6.2.1 Deposited Droplet Mass

Understanding mass loss and deposition due to splashing and desorption of droplets is key to

quantifying measurement uncertainty. Quartz crystal microbalance (QCM) probes are the main

diagnostic used for characterizing mass flux profiles for droplet-mode thruster plumes [144]. The

angular distribution of mass flux in a plume is used to estimate the extent of grid impingement, and

serves as the primary method of evaluating thruster lifetime. QCM diagnostics are subject to des-

orption or splashing of incident droplets, which introduces uncertainty to the mass flux measure-

ments. Splashing mass deposition models are necessary to accurately relate QCM measurements

to plume mass flux profiles, thereby providing accurate assessments of thruster life. Mass depo-

sition models have been developed for macroscale droplets to study fuel injection in combustion

engines or aircraft icing [199, 200, 201], and for microscale droplets for inkjet or electrohydrody-

namic printing [202, 203]. By contrast, electrospray thruster droplets have diameters on the order

of 10’s to 100’s of nanometers, undergo impacts onto thin films at extremely low ambient pressure,

and may be charged to a reasonably large fraction of the Rayleigh limit. Therefore, the validity of

adapting existing mass deposition models for droplet-mode electrospray thrusters is dubious.

Nanodroplet impact studies rely almost exclusively on theoretical frameworks or molecular dy-

namics (MD) simulations [114, 115, 116] and are extremely challenging to validate experimentally.

Furthermore, the behavior of ionic liquids at the nanoscale is unique to fluids commonly modelled

in nanodroplet impact MD simulations. To adequately address uncertainty due to splashing, mod-

els must be developed to capture the deposited mass fraction of charged nanodroplet impacts in

vacuum. The velocity, incidence angle, and film thickness are important contributors to deposited

mass fraction that must be considered.

104



6.2.2 Emission Site Heating

Self-heating via viscous and Ohmic dissipation and external-heating via SSE-induced Ohmic dis-

sipation may contribute to anomalous neutral mass loss, thus reducing thruster Isp and efficiency.

Evidence of emission site heating comes from analytical and computational models [160, 161, 77],

so a key research gap is the experimental validation of temperature profiles on ILIS thruster emit-

ters. Such experimental approaches are challenging, as direct temperature measurements of the

emission site aren’t possible with traditional temperature probes (e.g. thermocouples) due to the

very small geometries involved (emitter height < 500 µm and tip curvature < 20 µm). Further-

more, direct probing of the emitter is not possible without altering the electric field or potentially

interfering with flow, thus disrupting the emission process.

Non-invasive temperature measurements are optimal, but present their own set of challenges.

The temperature range of interest is 300 K to 700 K, which corresponds to maximum blackbody

wavelengths of ∼4 µm to 10 µm. Therefore, optics designed for infrared wavelengths are necessary

for thermal imaging microscopy of the emission site. Long-distance microscopy is commonly

used to image electrospray thrusters emission sites [178, 122, 179], yet to the authors’ knowledge,

there are no commercially available long distance microscopes capable of imaging mid-infrared

wavelengths.

6.2.3 Plume Structure

The plume deposition pattern examined in Section 3.3.1 may be explained by the existence of

a subsidiary plume consisting of pseudo-neutral species born from the coulombic fission process.

Since pseuo-neutrals are born before they’ve been completely accelerated, and their trajectories are

relatively unchanged by the accelerator electrode’s potential, their angular distribution should be

the same with or without a negatively-biased accelerator. Therefore, the pseudo-neutral population

may be identified by taking RPMA plume sweeps of JPL’s embodiment of the CMNT with and

without an applied accelerator bias.
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6.2.4 Molecular Dynamics

Based on the presented findings, we recommend investigations of the observed wideband molecu-

lar line shape. Infrared spectroscopy may provide important insights since molecular rovibrational

resonances occur in the infrared range. Molecular dynamics simulations capable of emulating co-

valent bonds would enable predictions of the dissociation products and their temperatures, which

are key to accurately analyzing molecular spectra. Predicting molecular dissociation products

is also critical for understanding ensuing chemical reactions with the surface material, which is

relevant to ionic liquid electrospray thruster interactions with spacecraft, and ILIS for other appli-

cations such as materials processing and mass spectrometry.

6.2.5 Spacecraft Interactions

SSE has been extensively discussed in this dissertation in the context of facility effects. It is likely

that primary species impingement will also have a significant impact on spacecraft components

that intercept the plume. Further examination of how primary impacts affect surfaces is necessary

to inform appropriate thruster design and integration with the spacecraft.

6.2.6 SSE Behavior and Properties

SSE yields calculated by selective secondary species suppression described in Chapter 3.2.1 rep-

resent the aggregate yields of many simultaneous SSE processes occurring at the surface due to

the impact of the [EMI]Im species emitted by the electrospray. Therefore, an important extension

of the presented research would involve partitioning SSE yields by the specific charge of incident

primary species in the plume. A deficiency in predicting electrospray lifetime using accumulated

mass is the lack of accounting for mass of backstreaming secondaries. Mass spectrometry of sec-

ondary species emitted by ion and droplet impacts on thruster-relevant surfaces would inform the

extent of mass accumulation due to secondaries.
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6.2.7 Neutral Species

A final remark: the models and experiments discussed herein completely neglect the behavior of

neutral species. It is highly likely that the emitted secondaries contains a neutral population, par-

ticularly with the presence of shock-induced desorption discussed in Chapter 3.3.1. Neutral sec-

ondary mass may conflate post-test mass accumulation measurements, and is difficult to mitigate

due to it’s insensitivity to electric and magnetic fields. Future work should endeavor to examine

the behavior of neutrals, and to determine appropriate methods of mitigating neutral SSE.
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Appendix A

Mass Flux Model

K1 and K3 are pre-exponential constants associated with the Langmuir and Arrhenius equations.

For [EMI]Im, K1 = 7.6×106kgs−1K−1/2, and K3 = 2.4×1011kgs−1 were found by regression of

data obtained via Thermogravimetric Analysis Mass Spectrometry (TGA-MS) [162].

K2 is an area scaling constant that accounts for the surface area of the thermogravimetric appa-

ratus’ crucible used to determine K1 [162], and is evaluated by:

K2 =
Aem

Acrucible
, (A.1)

where Aem is the surface area of the emitter, and Acrucible is the area of the crucible. To evaluate

K2, the Q50 TGA-MS used by Chen et al. [162] has a crucible area of Acrucible = 2.14cm2.
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Appendix B

Material properties for [EMI]Im and [EMI]BF4

Table B.1: Material properties for [EMI]Im and [EMI]BF4 at 293 K

Property Symbol [EMI]Im Reference [EMI]BF4 Reference

Density ρ 1518.48 kg/m3 [204] 1252.2 kg/m3 [10]

Viscosity µ 0.03246 Pas [205, 155] 0.03607 Pas [10, 157]

Surface Tension γ 0.0359 Nm−1 [206] 0.0452 Nm−1 [207]

Electrical Conductivity κ 0.921 Sm−1 [205, 156] 1.59 Sm−1 [208, 158]

Thermal Conductivity k 0.12 Wm−1 K [204] 0.2 Wm−1 K [10]

Relative Permittivity εr 12.25 [209] 14.8 [210]

Speed of Sound c0 1250 ms−1 [211] 1640 ms−1 [212]

Heat of Vaporization ∆Hvap 120 kJmol−1 [163] 128 kJmol−1 [9]

Activation Energy Ea 118 kJmol−1 [213] 124 kJmol−1 [214]

Decomposition Temperature Tdec 350 °C [162] 445 °C [10]
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