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Machines on Genes through the Computational Microscope

Souvik Sinha1, Chinmai Pindi1, Mohd Ahsan1, Pablo R. Arantes1, Giulia Palermo1,2

1Department of Bioengineering, University of California Riverside, 900 University Avenue, 
Riverside, CA 52512, United States

2Department of Chemistry, University of California Riverside, 900 University Avenue, Riverside, 
CA 52512, United States

Abstract

Macromolecular machines acting on genes are at the core of life’s fundamental processes, 

including DNA replication and repair, gene transcription and regulation, chromatin packaging, 

RNA splicing, and genome editing. Here, we report the increasing role of computational 

biophysics in characterizing the mechanisms of “machines on genes”, focusing on innovative 

applications of computational methods and their integration with structural and biophysical 

experiments. We showcase how state-of-the-art computational methods, including classical and 

ab-initio molecular dynamics to enhanced sampling techniques, and coarse-grained approaches 

are used for understanding and exploring gene machines for real-world applications. As this 

review unfolds, advanced computational methods describe the biophysical function that is unseen 

through experimental techniques, accomplishing the power of the “computational microscope”, 
an expression coined by Klaus Schulten to highlight the extraordinary capability of computer 

simulations. Pushing the frontiers of computational biophysics towards a pragmatic representation 

of large multi-megadalton biomolecular complexes is instrumental in bridging the gap between 

experimentally obtained macroscopic observables and the molecular principles playing at the 

microscopic level. This understanding will help harness molecular machines for medical, 

pharmaceutical, and biotechnological purposes.
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From prokaryotes to eukaryotes, the secret of life lies in strings of five letters – A, 

T, U, G, C – composing DNA and RNA. How life shapes itself depends on how the 

information encoded in those strings, i.e., nucleic acids, is expressed and regulated by 

macromolecular machines. Nucleic acid processing and maintenance are determined by 

the diverse interplay between large macromolecules and genetic components. This is 

found across the central dogma, transferring the genetic information from DNA to RNA 

to proteins. Processes including DNA replication, chromatin packaging, transcription, 

translation, and RNA splicing involve multiple protein/nucleic acid complexes acting as 

“machines on genes” with profound biological implications1. A clear perspective on their 

regulatory mechanisms requires an integral knowledge of such molecular assemblies and 

their associated interactions.

This review article summarizes the mechanisms of action of large macromolecular 

machineries acting on genes, focusing on the increasing role of computational methods 

and in their integration with structural and biophysical experimental approaches. Non-stop 

development of High-Performance Computing (HPC), alongside more powerful algorithms 

and computational methods, are poised to increase the power of the “computational 
microscope”. This expression, coined by Klaus Schulten, highlights the extraordinary 

capability of computer simulations in capturing biomolecular mechanisms that are 

difficult to reach via state-of-the-art experimental techniques2. Well-advanced, yet diverse 

biophysical approaches, such as X-ray crystallography, NMR, SAXS, single-particle cryo-

electron microscopy (cryo-EM), and single-molecule spectroscopy, aided significantly 

in characterizing structure and function of larger protein-nucleic acid assemblies. This 

offers enormous opportunities toward understanding biophysical function, and provides 

challenging problems to tackle through molecular dynamics (MD) simulations. Indeed, 

future MD simulations will have to tackle increasingly large biomolecular systems and 

access their functional timescales, which may go beyond micro- and milliseconds3,4.

Here, we review some of the most exciting computational studies, that are pushing the 

frontiers of computational biophysics in the attempt to characterize structure and dynamics 

of large macromolecules acting on genes. Our review article offers a computational journey 
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through chromatin dynamics, replication and repair, transcription and translation, RNA 

splicing, as well as recent applications in the field of genome editing. We discuss the 

use of multiscale approaches, ranging from quantum-classical (QM/MM) simulations5 to 

characterize enzymatic reactions, to all-atom (AA) and coarse-grained (CG) simulations6 

along with the advanced sampling algorithms7,8 to study long-timescale conformational 

transitions, aided to understand the regulatory dynamics of biological processes. As this 

review unfolds, computational methods describe biophysical function that is unseen through 

experimental techniques, accomplishing the power of Klaus Schulten’s “computational 
microscope”. This highlights the significance of computer simulations in shifting the 

current paradigms in biology, fostering innovations and technological advances. While we 

summarize some of the most compelling biophysical studies, we strongly suggest referring 

to the original papers for an in-depth description of computational methods, which goes 

beyond the scope of the present article. It is also noteworthy to mention that, though we did 

cite some of the most interesting contributions, readers are encouraged to look further into 

the literature for a comprehensive knowledge of this field in constant evolution.

Chromatin Dynamics and Nucleosome Function

The majority of DNA in the human genome is packed in chromatin structures, which 

consist of arrays of nucleosome core particles (NCP) wrapping-up DNA in varying orders of 

compactness9,10. The regulation of gene functions, such as transcription, replication, repair, 

and recombination, is significantly influenced by the mode and degree of DNA unwrapping 

from the NCPs. The NCP embodies histone proteins as an octamer swathed by ~147 bp of 

DNA. Four histone proteins (H3, H4, H2A, and H2B) dimerize to form two heterodimers 

(H3–H4 and H2A–H2B), four of each heterodimer assemble to set up a histone octamer 

ensuring 2-fold symmetry (Figure 1A). Recent studies confirmed the presence of significant 

chromatin dynamics with chromatin fibers enduring diverse lengths and compactness11,12. 

Dynamics of chromatin fibers are a function of inter- and intra-nucleosomal movements13, 

such as breathing, twisting, sliding, assembly, and disassembly, also noted to be susceptible 

to the DNA sequence. It is thereby crucial to explore these movements to understand 

chromatin dynamics. Computational studies have demonstrated the robustness of all-atom 

MD simulations to explore nucleosome dynamics, and coarse-grained methods are going 

beyond single NCPs, describing the dynamics of chromatin fibers14–39.

After the publication of the first X-ray structure of the NCP by Luger and co-workers40, 

dozens of MD simulation studies have been reported. Due to the computational limitations, 

the early simulation studies could only assess the DNA base pair parameters, histone 

dynamics, and the associated solvent interactions. Recent technological advancements 

in computational resources enabled MD simulations to report elastic properties of 

the DNA, flexibility as a function of DNA sequence and explain DNA curvature 

and their role in stabilizing the NCP25,27,28. Subsequently, several studies using MD 

simulations characterized the histone dynamics and protein-DNA interactions, accounting 

for nucleosomal stability26,29–35. Microsecond (μs) long MD simulations of the nucleosome 

showed that it inherits major motions, including DNA tail mobility, linker DNA 

breathing, DNA twisting, and inter-gyre breathing (Figure 1B)24,36. These key motions are 

instrumental in explaining the intra-nucleosomal movements which subsequently translate 
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into nucleosomal unwrapping and chromatin dynamics. Indeed, these nucleosomal dynamics 

bring deformations in DNA, resulting in the formation of DNA loops and twists, which are 

communicated throughout the nucleosome with the cooperation of histone tails. Notably, 

these μs-long simulations were also able to address the role of DNA sequences and NCP 

modifications on the intra-nucleosomal dynamics.

Histone tails are important sites for post-translational modifications (PTM), leading to active 

or inactive regions of chromatin. For instance, the acylation of the H3 or H4 histone tail 

marks actively transcribed regions of DNA. On the other hand, methylation at positions 

K9 and K27 of the H3 histone flags the inactive chromatin region, while methylation 

at K4 of H3 leads to active chromatin regions41. These modifications are crucial for 

epigenetic regulation. The dynamics of histone tails and the consequences of PTM have 

been extensively investigated by all-atom MD simulations37,38. A study by Ishida et al. 

revealed that the interaction of the highly dynamic histone tails with the DNA holds a 

crucial role in stabilizing the NCP structure38. Moreover, all-atom MD simulations in the 

absence of histone tails and at high salt concentrations reported the spontaneous opening of 

the nucleosome39. They also reported that the deletion of 20 residues from the H4 histone 

tail weakens the staking between two nucleosomes. Cojocaru and coworkers collected ~24 

μs of all-atom MD simulations, showing that the histone tails of H3 and H2A regulate the 

nucleosomal opening and closure16. The authors suggested that the opening and closure of 

the NCP are regulated by the displacements and changes in the compactions between histone 

tails. They also showed that the removal of histone tails increases large-amplitude breathing 

motions in the nucleosome16. These findings were in corroboration with previous FRET 

experiments that showed large amplitude nucleosome opening upon deletion of either of the 

two tails42,43.

Rosanna et al. reported multi-μs MD simulations of a di-nucleosomal complex and 

highlighted the impact of lysine acylation31. The authors reported that lysine acylation 

increases disorder in the histone tails, which restricts the histone tails to form crucial inter-

nucleosomal interactions, hence destabilizing the stacking between the nucleosomes. Ever-

increasing advancements in the structural biology of the NCP are opening new opportunities 

for computational studies. Based on a cryo-EM structure of the 30-nm chromatin fiber, 

Woods and colleagues performed all-atom MD simulations of poly-nucleosome arrays to 

determine the role of linker histones on fiber structures and dynamics, a study that can be 

considered at the frontiers of the field17. This suggested that linker histones inhibit DNA 

flexibility and stabilize repeating tetra-nucleosomal units, giving rise to increased chromatin 

compaction (Figure 1C).

Several biophysical studies suggested that allosteric communications are critically important 

in NCP functionality. Indeed, histone modifications and the binding of transcription factors 

can impressively remodel the structure and dynamics of nucleosomes at a distance. Using 

all-atom MD simulations, Bowerman & Wereszczynski reported the presence of histone-

mediated allostery in the NCP19. The authors have shown that histone variants, such as 

H2A.Zm and macroH2A, substantially alter the allosteric signaling in the NCP, producing 

structural remodeling. Following this study, Tan et al. studied the DNA-mediated allostery 

in the nucleosome by employing coarse-grained MD simulations20. The authors showed 
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that the binding of transcription factors (Sox2 and Oct4) at the DNA modifies the NCP 

structural conformation and modulates the cooperativity with other transcription factors at 

distant sites (Figure 1D). The preferential binding sites of these transcription factors on 

the nucleosome are later confirmed by biochemical studies and high-resolution NMR43,44. 

Furthermore, the allosteric regulation of the NCP was also leveraged to design anticancer 

drugs to synergistically target the NCP21. This innovative idea contributed to an important 

paradigm change in biology. Indeed, anticancer drugs have been traditionally designed to 

target double-stranded DNA. However, the structure of the DNA in chromatin is highly 

packed, and the NCP induces a critical bend in DNA. Hence, the binding mechanism 

of drugs can remarkably change when binding nucleosomal DNA vs. naked DNA22. 

Computational methods have been used to study the selectivity of anticancer drugs at the 

level of nucleosomal DNA, reporting striking differences in analogy to the binding modes in 

naked DNA23. In collaboration with X-ray crystallography and in-vivo assays, these studies 

have shown that chromosomal DNA and proteins are valuable targets to design anti-cancer 

drugs.

Replication and Repair Machineries

During cell division, each daughter cell must receive an identical copy of the parental 

DNA. The process of replication involves multiple enzymes assigned for specific tasks, like 

parental DNA strand unzipping by helicases to form a ‘replication fork’, elongation and 

proofreading by DNA polymerases, ligases to fix nicks in daughter strands, etc. (Figure 2A) 

This entire complex is known as DNA replisome. We will briefly discuss how computational 

methods based on molecular simulations contributed to our understanding of the replisome 

machinery’s regulations.

During the initiation phase, hexameric helicases sit around the replication fork, consume 

ATP at the protomeric interface, and finally hydrolysis of the ATP drives DNA unzipping. 

The unzipping includes the translocation of single-stranded DNA (ssDNA) through the 

central pore of the helicase enzyme, subsequently driving away the other strand (Figure 2A). 

A key question in the field is how the chemical energy from ATP binding and hydrolysis is 

causing translocation and strand separation. In 2009, Liu et al. simulated the translocation 

process using a coarse-grained model of the protein-DNA complex with Langevin dynamics, 

constructing a free-energy surface for the protein-DNA electrostatic interaction45. The 

authors reported that the electrostatic energy of the system produces the directionality of 

the DNA translocation process. More recently, using a hybrid coarse-grained approach46, 

Jin et al. suggested that ATP provides stability at the inter-monomeric interfaces of the 

hexameric ring-shaped helicases, inhibiting helicase translocation47. However, hydrolysis of 

those interfacial ATP molecules is shown to significantly lower the energy barrier for subunit 

dissociation, while transient DNA–protein, and protein–protein interactions further aid the 

translocation process. Ma & Schulten employed the ‘string’ method48, an advanced path 

sampling technique, in combination with an enhanced sampling protocol (viz., ‘milestoning’ 

method49) – to characterize the thermodynamics and kinetics of messenger RNA (mRNA) 

translocation by an ATPase helicase motor50. This work provided a general mechanism for 

sequential ATP binding across the hexameric helicase ring and subsequent translation events 

(Figure 2B). The authors reported that a complete action phase involves the binding of ATP 

Sinha et al. Page 5

J Chem Theory Comput. Author manuscript; available in PMC 2023 April 14.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



to an empty interface, the release of previously hydrolyzed “old” ADP, hydrolysis of ATP 

to new “ADP” and final translocation. Surprisingly, the release of the “old” product is the 

rate-limiting step of this whole process. By combining molecular simulation and experiment, 

Colizzi et al. have addressed a long-standing question of how entwined DNA double-strands 

get unzipped by helicases. The simulations suggested an asymmetric flipping-out probability 

of paired nucleobases that can strongly influence the unwinding efficiency of DNA helicases 

toward highly dynamic nucleobases, such as pyrimidines, on the displaced strand. This 

interplay between asymmetric nucleobase dynamics and helicase unwinding is further 

confirmed by biochemical and fluorescence-based experiments51.

During the elongation phase, DNA polymerases are the key players in new strand 

synthesis, proofreading, and performing the repair of DNA at any time necessary. Trans-

phosphorylation of nucleotide triphosphates is the central reaction for adding a base 

to the new DNA strand (i.e., the elongation process). Roston et al.53 have extensively 

simulated DNA polymerase η using a mixed quantum mechanics/molecular mechanics 

(QM/MM) model, treating the enzyme’s catalytic center at a QM(DFTB3) level of theory54, 

while describing the remaining system at the classical force field level. The authors also 

systematically surveyed the reactive space of 10 previously proposed mechanisms using 

multi-walker metadynamics55–58. They found that the smallest activation barrier occurs 

when Mg2+-coordinated water deprotonates the nucleophilic 3′-OH, in concert with the 

phosphoryl transfer. The presence of a third Mg2+ in the active site also lowers the activation 

barrier for the water-as-base mechanism.

Notably, polymerases are some of the most computationally studied enzymes through 

QM/MM methods. Several reports are dedicated to unraveling the metal-aided catalytic 

mechanism and its role in the close-open transition of the active sites before and after 

catalytic reactions take place59–66. Using bioinformatics analysis and QM/MM simulations, 

Genna et al. reported a self-activated mechanism (SAM) that allows the formation of a 

closed-loop catalytic cycle for the efficient polymerization reaction67. They observed a 

structurally conserved H-bond in the Michaelis complex, formed by the nucleophilic 3′-OH 

and the β-phosphate of the incoming nucleotide, critical for the initiation of the SAM. The 

latter is triggered by in situ nucleophile formation via 3′-OH deprotonation, nucleotide 

addition, and finally DNA translocation for nucleic acid polymerization.

DNA is susceptible to damage, resulting in mismatched base pairs, chemically modified 

nucleosides, strand breaks, etc. Polymerases play a crucial role in scrutinizing such 

errors during replication and the associated repair processes. During base excision repair, 

Pol-β first binds DNA and the 2-deoxyribonucleoside 5-triphosphate (dNTP) to form 

an open ternary complex and then transitions to a closed ternary complex competent 

for catalysis. After the reaction, Pol-β transitions back to its open enzyme form, and 

releases pyrophosphate (PPi) and ions. However, once Pol-β binds and forms a closed 

ternary complex with oxidized guanine such as 8-oxo-dGTP, it rapidly transitions to the 

inactive form. Kim et al. applied Transition Path Sampling (TPS) to explore the energetics 

of these closed-to-open transitions68. The authors have shown that the open states are 

energetically disfavored, with respect to the closed state when Pol-β binds deoxyguanosine 

monophosphate (dGMP). On the other hand, in the presence of oxidized guanine (i.e., 
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8-oxo-dGTP), open and closed states are energetically comparable, due to the loss of 

key protein-nucleic acid interactions in the active site. On a similar note, a few other 

independent investigations also confirmed that the correct complementary dNTP induces a 

closed catalytically competent state, at odds with complexes of either fidelity-compromised 

mutants or wild-type protein with non-complementary nucleotides69,70.

An essential step to achieving high fidelity during the elongation process is the removal of 

misincorporated nucleotides. For this reason, replicative polymerases keep switching back 

and forth between DNA synthesis mode at the polymerase (pol) active site and excision 

mode to cut the misincorporated nucleotides at the exonuclease (exo) active site. To ensure 

facile transfer of the DNA primer between the spatially separated pol and exo sites, the 

DNA polymerase holoenzyme reorganizes along a well-defined conformational path. Using 

a transition path optimization protocol, which combined a partial nudged elastic band 

(PNEB)71,72 and all-atom MD simulations, followed by detecting the intermediates through 

Markov state modeling, Dodd et al. addressed the pol–to–exo switching mechanism and 

the related kinetics52. This study revealed that, for the mismatched primer end to reach 

the exonuclease active site, three nucleotides must unpair at the primer-template junction 

and extend toward the exo subunit. The authors estimated a stepwise melting of the first 

three nucleotides from the pol active site on a microsecond timescale (Figure 2C). The 

departure of the terminal base from the pol active site results in a stalled polymerase state. 

Furthermore, the Pol III holoenzyme exploits the natural motion of the DNA inside the 

Pol-III/β-clamp central cavity to backslide and rotate, which results in the complete removal 

of the primer-template junction from the pol active site. Base unpairing at the second and 

third position at the end of the primer displays the highest energetic cost along the path, 

bringing the overall timescale for the pol–to–exo transition into the millisecond range. Once 

the third base is out, the closure of the pol and exo subunits allows the primer to insert into 

the exonuclease active site in a catalytically competent orientation.

At this point, though the high fidelity of the DNA polymerases is well-explained, how the 

‘degree of fidelity’ varies extensively for different enzymes is yet to be understood. To 

understand such differential fidelity in polymerase enzymes, Geronimo et al. have compared 

the dynamics of high-fidelity Pol β (~1 error in 60,000 bases) and low-fidelity Pol η (~1 

error in 900 bases) employing equilibrium MD and free energy simulations73. They reported 

that the degree of fidelity depends on whether the nucleophile at the reaction center is 

optimally aligned to incorporate the correct or incorrect nucleotide. In the case of Pol β, 

local structural distortion at the reaction center in the presence of mismatched base-pair 

makes the nucleophilic addition unfavorable; thereby promoting high fidelity. On the other 

hand, Pol η accommodates more flexible base pair shape complementarity at the catalytic 

site which makes it more tolerant of mismatched base inclusions.

RNA Splicing and Molecular Mechanism of the Spliceosome

The production of mature coding messenger RNA (mRNA) is essential for gene expression 

and regulation74. The coding regions of nascent gene transcripts, the exons, must be 

excised from the intervening noncoding regions, the introns, to produce the mature mRNA75 

(Figure 3A). Intron splicing from premature mRNA (pre-mRNA) by the spliceosome (SPL) 
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molecular machine is a step of the utmost importance75,76. Indeed, splicing defects are 

linked to more than 200 human diseases, including cancer and neurodegeneration, which 

highlights the urgent need for in-depth knowledge of the structural and functional cycle of 

the SPL.

The SPL consists of approximately 150 proteins and five small nuclear RNAs (snRNAs), 

namely U1, U2, U4, U5, and U6, which form the ribonucleoprotein complexes (snRNPs) 

through a network of extensive interactions. During each splicing cycle, the SPL, fueled 

by the hydrolysis of ATP, undergoes a series of conformational changes to form eight 

major intermediate complexes (A, B, Bact, B*, C, C*, P, and ILS)74. RNA structural 

dynamics is an area of intense research for molecular simulations77. Recent advances 

in the structural biology of the SPL78 and its ancestors79 triggered new computational 

studies aimed at characterizing the mechanistic function of large RNA structures80. Based 

on the cryo-EM structure of the intron lariat (i.e., spliced by-products of intron RNA) 

spliceosome (ILS) complex from the yeast Schizosaccharomyces pombe, one million atoms 

biomolecular systems were simulated by Casalino et al. at all-atom resolution81. The study 

reported hundreds-of-nanoseconds dynamics of the ILS, revealing a key dynamical role 

of the proteins involved in the spliceosome disassembly at a late stage of the splicing 

cycle (Figure 3B). Correlation analyses have unveiled the leading role of Spp42 protein 

(human protein – Prp8), in directing the SPL maturation by governing the motions of the 

SPL components, owing to its unique multipronged architecture. Cross-correlation matrices 

and essential dynamics reported a cooperative function between the Cwf19/Spp42 proteins 

and the IL/U2 snRNA double helix (also named branch helix), proving the functional 

role of Cwf19 in the IL/U2 branch helix unwinding. These computational findings were 

subsequently corroborated by a cryo-EM study of the human SPL, revealing a critical role of 

Cwf19 and Spp42 in the IL/U2 helix unwinding82.

A further study of the SPL C complex from yeast Saccharomyces cerevisiae reported 

that the communication channels between distal subunits are crucial for SPL functional 

transition towards the intermediate C* complex85. The essential dynamics and community 

network analyses confirmed the predominant role of Prp8 in the motion of the C complex. 

Cooperative motions, promoted by the Clf1 and Prp8 proteins, trigger the twisting and 

repositioning of the IL/U2 branch helix, promoting the transition toward the C* complex. 

These studies pinpoint a critical role of the Prp8 protein in the modulation of the SPL 

dynamics by mediating the signal exchange between functional regions of the system.

The SPL catalyzes the chemical “snip & stitch” splicing process in two sequential 

transesterification reactions (Figure 3C)74. Analogous to its self-splicing ancestors, group II 

intron (GR2I) ribozymes catalyze intron removal in two transesterification steps coordinated 

by two Mg2+ ions. Hybrid QM/MM simulations have been exploited to gain unique, atomic-

level insights into the reaction mechanism of splicing86. The first computational attempt to 

study the mechanism of pre-mRNA splicing focused on the first splicing step of GR2I from 

Oceanobacillus iheyensis87. QM/MM MD simulations based on density functional theory 

(DFT), combined with thermodynamic integration, disclosed a dissociative mechanism, in 

which the catalytic water releases its proton to the bulk water during the nucleophilic attack 

on the scissile phosphate (Figure 3C). The role of metals was shown to be paramount for the 
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chemical step, as Mg2+ ions reduce the negative charge on the electrophilic center (i.e., the 

scissile phosphate) at the transition state, thereby favoring dissociative catalysis. Additional 

studies provided further details on the role of metals, discussing the thermodynamics 

towards the selectivity of multiple ions, including divalent and monovalent ions88. Kumar & 

Satpati revealed that the divalent cation binding sites are very selective towards specific 

divalent cations; while the monovalent cation binding sites are less selective between 

monovalent ions. In this respect, it is important to note that GR2I from Oceanobacillus 
iheyensis is among the largest RNAs of known structure, presenting 24 Mg2+ binding sites, 

which also offered the opportunity to assess the reliability of different point charge force 

field models for Mg2+.89 A computational study by Huang and co-workers has been based 

on an SPL structure from the yeast S. cerevisiae, trapping the C complex immediately 

after the branching step, i.e., formation of an intron lariat after the first splicing reaction 

takes place at the activated B* intermediate90. As observed for GR2I, this work confirmed 

a dissociative pathway for the intron-lariat formation, where the nucleophilic proton is 

transferred from the O2′ of the branch point adenosine (BPA) (evolutionary conserved SPL 

recognition site within an intron) to the O3′ atom at the 3′- end of the 5′-exon through the 

scissile phosphate. The second transesterification reaction was also studied, based on a cryo-

EM structure from S. cerevisiae91. This structure shows a favorable catalytic site in terms of 

Mg2+ ions’ positions and their coordination with phosphates of the catalytic core. QM/MM 

MD simulations showed that the second step of catalysis (exon-ligation) takes place via 

an associative two-Mg2+ ion mechanism, featuring a scissile-phosphate-mediated proton 

transfer from the nucleophile to the leaving group. The mechanism followed a stepwise 

pathway via the formation of a metastable phosphorane-like intermediate. Overall, while the 

first splicing step, in both GR2I and SPL, follows a dissociative mechanism, the second step 

agrees well with the general associative two-metal-ion-based catalytic mechanism92–94.

Splicing defects are critical in the onset of different types of cancers. Indeed, cancer 

proliferation, invasion, and angiogenesis can arise from mutations in splicing factors, or 

through dysregulation of splicing factor expression levels95. Splicing dysregulation creates a 

vulnerability in cancer cells, that can impart sensitivity to splicing inhibitors. Small molecule 

splicing modulators (SMs) supply a potential selective therapeutic approach to counteract 

cancers96–98. Cryo-EM and crystallographic structures revealed that pladienolide B and 

E7107, a pladienolide derivative, bind at the BPA binding pocket of human multiprotein 

splicing factor SF3B99,100. Models of the SF3B1 protein, a member of the SF3B complex, 

bound to E7107, spliceostatin A, and herboxidiene SMs have been studied using MD 

simulations to assess the impact of selected SM on the dynamics of the SF3B1 protein101. 

This study reported that each SM differently affects the plasticity of the SF3B1 complex, 

locking it into an open state, which prevents binding of pre-mRNA, in line with structural 

studies100. These findings provide valuable information that could be used for the rational 

design and discovery of drugs to fight cancers associated with dysregulated splicing.

Transcription Machineries

Transcription machineries are large protein/nucleic acid complexes that copy information 

from a segment of DNA into an RNA sequence. The RNA polymerase enzymes, aided 

by several other transcription factors, unwind DNA, add RNA nucleotides complementary 
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to the template DNA to the growing RNA strand, and ultimately release the RNA strand 

from the DNA template (Figure 4A). We report the contribution of molecular simulations in 

clarifying the biophysical functions of selected transcription machineries.

The basic transcriptional machinery includes RNA polymerase II (Pol II) along with a 

series of general transcription factors (TFIIA, TFIIB, TFIID, TFIIF, TFIIS, TFIIE, and 

TFIIH), which assemble into a multi-megadalton complex on the promoter DNA to form 

a preinitiation complex (PIC). The PIC is key to accurately selecting the transcription 

site, causing promoter melting and subsequently placing the DNA at the RNA Pol II 

active site for transcription. Despite several experimentally reported structures of Pol II 

and subcomplexes of PIC, the complete assembly of PIC was missing. Recently, Yan et 

al. reported a complete model of the human PIC at an atomic resolution and studied 

the relevant functional dynamics using all-atom MD simulations102. The authors built a 

complete model of the human apo-TFIIH, which is critical for the opening of the promoter 

DNA and formation of the nascent transcription bubble, by modeling the missing domains 

separately from structural homologs and finally docked every piece together into the existing 

cryo-EM map of the human apo-TFIIH. To model TFIIH holo-PIC (core-PIC–TFIIH–DNA), 

the authors used a cascade MD flexible fitting (cMDFF) approach103, where the all-atom 

apo-TFIIH model was sequentially fitted into a series of cryo-EM density maps of the 

yeast PIC (computationally blurred derivatives of the original map with lower resolution). 

The final structure was further refined through flexible fitting into the human PIC density. 

Furthermore, extensive MD simulations of these million atoms complexes elucidated the 

global dynamics and the concerted motions in the PIC machinery, and how they act together 

to remodel the DNA substrate and facilitate the promoter opening. This observation is in line 

with earlier experiments on yeast PIC which showed that PIC-induced DNA distortions in 

the polymerase cleft is a general mechanism contributing to the promoter opening104. Yan 

et al.102 also hypothesized that the TFIIH utilizes a ratcheting mechanism to induce negative 

supercoiling at the target site, which ultimately leads to a strain-induced base-flipping action 

and results in the formation of the transcription bubble.

Following the formation of the transcription bubble, at the elongation stage, the RNA 

nucleotides diffuse into the Pol II active site through consecutive nucleotide addition cycles 

(NAC). In this process, Pol II translocates exactly by one base along the template DNA, on 

completion of the nucleotide addition reaction at every NAC. Using all-atom MD simulation 

and Markov State Modelling (MSM)105, Silva et al. suggested that the translocation of Pol 

II happens by harnessing the thermal fluctuations of the bridge helix (BH) between bent and 

straight conformations (Figure 4B)106. The BH is a key component in RNA polymerases 

that locates near the DNA binding channel. The authors have shown that the fluctuations of 

the BH facilitate the translocation of the upstream RNA:DNA hybrid through direct contact 

between the BH and i+1 base pair of the upstream RNA:DNA hybrid. In the next step, the 

transition nucleotide (TN) is translocated to become part of the RNA:DNA hybrid; which 

again is facilitated by the BH thermal fluctuation. Later, an incoming NTP stabilizes the 

post-translocation state. MSM helped generate the millisecond dynamics of the translocation 

process while also identifying additional metastable states that were not previously captured 

through structural studies.
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MSM was also employed by Da and colleagues to investigate the Pol II “backtracking” 

mechanism, which is essential for proofreading (Figure 4C)107. RNA Pol II is very efficient 

in detecting and cleaving misincorporated nucleotides via “backtracking”, where Pol II 

traces back to the pre-translocation point for dislodging the RNA 3’-end mismatched 

nucleotide from the polymerase active site. Da et al. generated the pathways connecting 

the post-translocation to the backtracked states, as well as its reverse route using a Climber 

Algorithm108, which is a morphing method used to generate intermediates along an intended 

transition. Those intermediates were further subjected to several rounds of unbiased MD, 

and an aggregated ensemble of 48 μs was used for the MSM construction. They reported 

a stepwise backtracking process occurring as follows: a sub-μs scale fast-fraying motion 

at the RNA 3’-end is followed by the flipping of the DNA strand to stack with the 

bridge-helix, while the reverse translocation of the upstream RNA:DNA hybrid takes place 

around ~100 μs (rate-limiting step) to reach the final backtracked register. To resume the 

transcription process, the backtracked RNA 3’-end nucleotides must be cleaved through a 

TFIIS-catalyzed cleavage reaction. This study also explains the experimentally109 reported a 

slower backtracking rate in comparison to the forward translocation process that is due to the 

stacking interaction of the frayed RNA 3’-end nucleotide with polymerase aromatic residues 

that slow down the extended backtracking motion. Furthermore, the authors validated these 

computational observations through site-directed mutagenesis studies and transcript cleavage 

assays that confirm the role of bridge-helix residues in detecting the mismatched base 

pairing and promoting subsequent fraying motion of the RNA 3’ end.

Using all-atom and coarse-grained MD simulations110,111 in conjunction with Umbrella 

Sampling free-energy simulations112, Eun et al. suggested that moving from a solvent-

exposed apo-state to the Pol II bound state, TFIIS attains a specific closed conformation that 

is catalytically relevant. After the catalysis, TFIIS switches back to an open form, moving 

away from the catalytic site to progress with further NACs113.

Dynamics of the Ribosome

Ribosomes are large macromolecular complexes responsible for protein synthesis by a 

process called translation. The translation is a multi-step process involving messenger RNA 

(mRNA), transfer RNAs (tRNAs), and many other proteins and translation factors. It can 

broadly be divided into three steps: 1. initiation, 2. Elongation, and 3. termination (Figure 

5A). Recent advancements in X-ray crystallography and cryo-EM techniques led to a wealth 

of ribosomal structural information unveiling critical functional states of the ribosomal 

complexes114,115. Structural data analysis along with biochemical and genetic studies 

showed that the ribosome acquires a specific conformation at every stage of polypeptide 

chain synthesis and exchanges allosteric signals within several functional sites during its 

activity. Despite the advancements in computational resources, MD simulations of ribosomal 

complexes remain challenging, owing to the large size and varying timescales involved in 

the ribosome functional events. Nonetheless, multiscale modeling techniques from all-atom 

to structure-based and coarse-grained modeling approaches have been used to study these 

large ribosomal complexes.
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The first all-atom MD simulation of the entire 70S ribosome (~2.6 million atoms) was 

performed by Sanbonmatsu and coworkers at the Advanced Simulation and Computing 

(ASCI) Q machine at Los Alamos National Laboratory to understand the cognate tRNA 

(i.e., tRNA that complements codon sequence of the mRNA) selection into the peptidyl 

transferase center (PTC), i.e., the decoding step of the protein synthesis pipeline116. The 

authors demonstrated that the flexibility of the acceptor stem and the anticodon arm of 

the tRNA, are crucial for the accommodation of a cognate tRNA at the PTC. During the 

initiation step, the start codon AUG is recognized by a pre-initiation complex, initiator 

tRNA, and several initiation factors (IFs) while scanning the mRNA. Lind et al. focused 

on the initiation mechanism, utilizing all-atom MD to investigate the role of IFs-eIF1 and 

eIF1A in the codon recognition process117. The study reported that the presence of the IFs 

on the pre-initiation complex increases the energetic penalty for non-cognate codon binding 

and thereby enhances the fidelity of the cognate start codon recognition.

During the elongation, aminoacyl-tRNAs in the form of ternary complexes, which include 

tRNA, elongation factor (translational GTPase), and a GTP molecule, are transported to 

the ribosome (Figure 5A). Energy factor also plays a role in fidelity checking during 

the elongation process. All-atom MD revealed that in the presence of tRNA, universally 

conserved nucleotides A1492 and A1493 of 30S ribosomal subunit opt a flipped-out 

conformation that causes a complete exclusion of water molecules from the minor groove 

sites of the codon-anticodon base pairs118. This results in an energetically unfavorable 

complex upon non-cognate base pair binding, as there is no water to compensate for 

the missing hydrogen bond interactions between mismatched tRNA-mRNA base pairs. 

Umbrella sampling simulations of the flipping event by Zeng et al. revealed that the 

A1492/A1493 flipped-out conformation is more favorable for cognate base pairs than for 

near-cognate, increasing the fidelity of the decoding step119. These conformational features 

of the 30S ribosomal subunit are of great relevance for designing antibacterial agents. 

Among them, aminoglycosides bind to the 30S subunit and lock the nucleotides in the 

flipped-out conformation, promoting the binding of near-cognate or wrong tRNAs due to 

reduced fidelity. This triggers a miscoding effect in bacterial protein expression. Panecka 

et al. performed all-atom MD simulations of the ribosome bound to paramomycin (an 

aminoglycoside) and the ribosomal protein S12, in the presence of resistance-inducing 

mutations120. They observed an increased flipping rate when compared to the wild type, 

suggesting that the miscoding effects of paramomycin are evaded by the mutations. Several 

other simulation studies also contributed to elucidating the mechanism of antibiotics in the 

ribosome121–124.

During the elongation process, the peptide nascent chain (NC) attached to the tRNA 

located in the P-site (peptidyl site) transfers to the newly added cognate tRNA at the 

A-site (aminoacyl site, 3’ end to the P-site) forming a peptide bond between NC and new 

amino acid. Later, the mRNA is pulled through the ribosome by one codon exactly. As 

a consequence, the A-site tRNA with the elongated NC translocates to the P-site and the 

deacylated tRNA in the P-site translocates to the E-site (exit site, 5’ end to the P-site) 

(Figure 5A). Whitford et al. carried out all-atom MD simulations of the pre-translocation 

state of a 70S ribosome (~ 2.1 million atoms) and calculated the effective diffusion 

coefficients for the tRNA displacement, describing the rotational movements in the small 
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subunit of the ribosome125. Together with previously reported experimental translocation 

rates, these diffusion coefficients provided an upper estimate of the free energy barriers 

associated with translocation126,127.

Later, a study by Bock and colleagues employed extensive simulations to estimate the 

transition rates between the intermediate states of the inter-subunit rotations and motions 

during spontaneous tRNA translocation (Figure 5B)128. The authors have shown that 

the tRNA is actively pulled by the L1 stalk from P-site to E-site which occurs in sub-

microsecond timescales. This study identified the key structural transitions and rotations 

accompanying the tRNA translocation, also estimating the associated transition rates. 

Nguyen et al. used all-atom structure-based models129 to investigate the relation between 

ribosomal 30S subunit motions and tRNA translocation (Figure 5C)130. The translocation 

process involves the tRNA hybrid state formation, where tRNAs at A- and P-site move 

relative to the large 50S subunit (Figure 5C middle panel) forming A/P and P/E states 

from classical A/A and P/P states (i.e., before translocation). The authors suggested that the 

ribosome samples a chimeric ap/P–pe/E intermediate during this transition, where the 30S 

head is rotated at ~18°, implying a strained state of the 30S unit, which relaxes as the system 

reaches the post-translocation states (i.e., P/P and E/E).

The translation process terminates in a series of steps after an mRNA stop codon located in 

the A-site. First, a release factor (RF) recognizes a stop codon followed by the hydrolysis 

of the peptidyl-tRNA bond. Then, the separation of the small and large subunits of the 

ribosome leads to termination. In eukaryotic systems, the stop codons and their count remain 

elusive. Lind and co-authors performed all-atom MD simulations of a reduced spherical 

model and calculated the relative binding free energies of several codons when bound to a 

variety of RFs131. In a very recent study, Pelin et al. utilized coarse-grained simulations and 

network models to reveal a potential allosteric communication pathway along the ribosomal 

tunnel during translation132. They reported the existence of an inherently coupled nucleotide 

network that can detect the sequence to stop the translation even in the absence of co-factors.

In summary, the past decade witnessed significant progress in bridging the gap between 

ribosome structure and dynamics through computational techniques. In our view, the realm 

of ribosomal dynamics and its associated free energy landscape remains to be fully explored. 

This will require an in-depth representation of the ribosomal large-scale conformational 

changes while pushing the frontiers of molecular simulations, linking the evolutionary 

principles of translation with the energy landscape at its various sub-steps.

Gene Editing Systems

Modulation and editing of genetic information in a guided fashion are essential for 

controlling gene functions. The recently discovered CRISPR-Cas technology is being 

extensively used for facile genome editing and offers tremendous promises for the treatment 

of genetic disorders, to development of diagnostic tools, improve genetically modified 

crops, and a myriad of innovations across life sciences133–135. In parallel to the crucial 

contributions from structural and biochemical studies, molecular simulations contributed to 

understanding the large-scale dynamics and the local fluctuations driving the biophysical 
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function of gene editing complexes. Here, we briefly review the role of state-of-the-art 

computations in the CRISPR-Cas revolution136,137.

The CRISPR-Cas9 genome editing tool is based on the endonuclease enzyme Cas9, which 

associates with a CRISPR RNA (crRNA), used as a guide for matching DNA sequences. 

The recognition of a short protospacer adjacent motif (PAM: a specific nucleotide sequence 

adjacent to the target DNA site) is the primary step for the activation of the Cas9 protein. 

The endonuclease Cas9 holds two catalytic domains, HNH and RuvC. The HNH nuclease 

degrades the DNA target strand (TS, i.e., the DNA strand complementary to the guide RNA 

sequence), while RuvC cleaves the other strand, i.e., the non-target strand (NTS) (Figure 

6A). The first all-atom multi-microsecond simulations of CRISPR-Cas9 reported a “striking 

plasticity” of the HNH domain that was indicated to be crucial for its rapid conformational 

transition leading to TS cleavage138, which was also observed through single-molecule 

experiments139,140. In a subsequent study, ~20 μs of unconstrained Gaussian accelerated 

MD (GaMD) simulations141 described the pre-catalytic to the catalytic transition of HNH, 

showing the critical role of the interactions between the L2 loop (joins the nuclease 

domains) and the RNA:DNA hybrid142. This study also explained the conformational 

transition of Cas9 from its apo form to the RNA-bound form (Figure 6B). During the 

conformational transition, an arginine-rich helix exposes to the solvent to recruit the RNA, 

while the recognition lobe (REC1–3: the three domains that recognize and accommodate the 

RNA-DNA hybrid) subsequently opens off to accommodate the incoming RNA142.

An intriguing aspect of the CRISPR-Cas9 biomolecular function is characterized by its 

allosteric signaling that controls the biochemical information transfer to initiate DNA 

cleavages143. Our group used all-atom MD simulations and network models derived from 

graph theory to reveal how allostery intervenes at different steps of the CRISPR-Cas9 

function: 1. affecting DNA recognition, 2. mediating the cleavage, and 3. interfering with 

the off-target activity. We showed that the binding of the PAM recognition sequence 

triggers coupled motions within the protein framework, resulting in a shift in the 

conformational dynamics of the spatially distant HNH and RuvC nucleases. Calculation 

of the allosteric pathways revealed that the dynamic “cross-talk” between the HNH and 

RuvC catalytic domains flows through the interconnecting L1/L2 loops, regarded as the 

“signal transducers”. By combining MD simulations with NMR relaxation experiments, 

we also provided a path for the allosteric transmission, describing the information transfer 

between the DNA binding region (i.e., the REC lobe) and the sites of DNA cleavages 

(i.e., HNH and RuvC)144. This allosteric pathway was further investigated by mutating 

critical residues (K810A, K848A, and K855A) that enhance the specificity of Cas9 against 

off-target effects145. These mutations were found to interrupt the main allosteric connections 

between REC–HNH–RuvC, suggesting a link between the allosteric regulation and the 

system’s specificity.

The chemical mechanism of DNA cleavage by the Cas9 endonuclease is a crucial step for 

genome editing. The HNH and RuvC nuclease domains of Cas9 perform DNA cleavages 

through the aid of metal ions. While HNH uses a single Mg2+ ion, RuvC utilizes two 

Mg2+ ions (Figure 6C)146,147. Our group has investigated the catalytic mechanism of 
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phosphodiester bond cleavage by employing first-principles (i.e., ab-initio) MD simulations 

and a QM/MM approach.

One of the first X-ray structures of the RuvC catalytic site was obtained in the presence 

of Mn2+, reporting the two ions well-coordinated by three carboxylates (D10, D986, and 

E762), also approached by a nearby histidine residue (H983)151,152. Ab-initio QM/MM 

MD simulations of this catalytic site in the presence of catalytically competent Mg2+ ions 

revealed a conformational rearrangement of H983, which was shown to act as a catalytic 

base for the water nucleophile (Figure 6C, left)147. By further combining free energy 

methods (i.e., a “blue moon ensemble” approach153 along with thermodynamic integration), 

we established a catalytic mechanism by which H983 activates an associative SN2 chemical 

mechanism, leading to the breaking of the phosphodiester bond. More recently, our group 

employed ab-initio QM/MM simulations to characterize the HNH catalysis (Figure 6C, 

right)146. We reported that a nucleophilic water is activated by the catalytic base H840, 

which subsequently lodges the attack on the scissile phosphate to break the phosphodiester 

bond, similar to the RuvC mechanism.

In HNH, a single Mg2+ ion is coordinated by D839 and N863, forming a catalytic triad with 

H840. This arrangement of the active site, which was observed in recent high-resolution 

cryo-EM structures154,155, and the associated catalytic mechanism, clarifies a long-lasting 

open question on the mechanism of TS cleavage, which was initially modeled based on the 

homology with the endonuclease T4 endonuclease VII156. Interestingly, ab-initio QM/MM 

simulations also described the protonation of the O3’ leaving group, which completes the 

catalysis. We have shown that one water molecule coordinating the Mg2+ ion shuttles a 

proton from K866 to the DNA O3’ to form the final product. That observation was further 

supported through Constant pH MD simulations, indicating a pKa of ~10 for K866, which 

makes it suitable for the protonation of the O3’ leaving group (holding a pKa of ~16). By 

further analyzing the polarization of the catalytic center, we showed that K866 polarizes 

the scissile phosphate, making it a better electrophile, and thereby creating a favorable 

electronic environment for catalysis. This critical role of K866 was further confirmed by 

DNA cleavage experiments, showing a remarkable reduction in enzymatic activity when 

K866 is mutated to alanine. In summary, ab-initio QM/MM simulations offered an in-depth 

understanding of the mechanisms of DNA cleavage in Cas9, which is valuable to increase 

the enzyme’s catalytic efficiency and its metal-dependent function.

Finally, it is important to note that, despite its high intrinsic accuracy in producing targeted 

DNA breaks, Cas9 can cleave DNA sequences with defective complementarity to the 

guide RNA, leading to undesired off-target effects. Biophysical studies, employing single-

molecule and kinetic experiments, showed that base-pair mismatches drastically affect Cas9 

binding and catalysis. Computational investigations used the GaMD method to investigate 

the long-timescale conformational changes induced by base pair mismatches within the 

RNA:DNA hybrid of CRISPR-Cas9150. These simulations showed that mismatched pairs 

located at distal sites concerning the PAM recognition sequence induce an extended opening 

of the RNA:DNA hybrid (Figure 6D). This results in newly established interactions between 

the unwound RNA:DNA heteroduplex and the L2 loop of the HNH domain, ultimately 

restricting the conformational mobility of the HNH domain. Notably, a recent experimental 
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study employing X-ray crystallography corroborated the observation of the RNA:DNA 

hybrid opening in the presence of three PAM distal mismatches157. Molecular simulations 

have also shown that base pair mismatches located at an upstream position within the 

RNA:DNA gets dynamically incorporated into the hybrid structure and has little impact 

on Cas9 interactions157. These observations were also consistent with the recently reported 

X-ray structures of Cas9 bound to several off-target substrates. Together, these insights 

provide a dynamical and structural rationale for the off-target activity of Cas9 and contribute 

to the rational design of guide RNAs and off-target prediction algorithms.

Ultimately, computational studies on the CRISPR-Cas9 system open the way for the use 

of molecular simulations to characterize a broad variety of emerging gene editing systems. 

Among them, the Cas12a system is highly promising for rapid nucleic acid detection. This 

genome editing system shares similarities as well as remarkable differences with Cas9 since 

a single catalytic domain, i.e., RuvC, is responsible for the cleavage of both DNA strands. It 

is unclear how the enzyme’s conformational changes would interplay with the nucleic acids 

to attain double-stranded DNA breaks. Multi-μs MD simulation revealed that DNA binding 

induces coupled dynamics of the REC2 and RuvC that prime the conformational transition 

of TS towards the catalytic site158. However, enhanced sampling simulations have recently 

revealed that an ⍺-helical lid, located within the RuvC domain, also aids in the traversal of 

the TS by anchoring the crRNA:TS hybrid159.

Best Practices to Model Protein/Nucleic Acid Complexes

The quality of computational measurements does not only depend on the robustness 

of the conformational sampling but also on the physically meaningful sampling of 

the conformational space; the latter depends on the accuracy of the potential energy 

function and associated parameters (i.e., force field) used for describing the biomolecular 

system. In comparison to the well-known protein force fields (e.g., OPLS160, AMBER161 

GROMOS162, and CHARMM163), there has been a recent considerable improvement in 

nucleic acid force field parameters, due to the rapidly increasing interest in gene machines at 

an atomic-level resolution.

Cornell et al.164 developed the earlier major RNA force field parameter set ff94, which is 

the core of the AMBER force fields for RNAs. This model was further modified several 

times for torsional refinements; ff94 and its basic variants (ff98165 and ff99166, collectively 

termed as ff9X force fields) were refined to correct the overstabilization of the γ = trans 

backbone states, leading to the bsc0 refinement. In the AMBER simulation package, the 

latest available parameter set for RNA, (ff99bsc0)χOL3
167, is a refinement of the glycosidic 

torsion, χ, that describes the rotation of the bond linking the base to the sugar moiety. This 

is the most widely used force field for RNA simulations. Additional efforts have also been 

made to develop accurate RNA parameters for standard nucleotides and naturally occurring 

modifications compatible with CHARMM36 additive force field168,169.

In the context of the AMBER force field, two sets of DNA parameters were proposed: 

(i) parmbsc1170, which builds on bsc0 with modifications of the sugar pucker, the χ 
glycosidic torsion, the ε and ζ dihedrals, and (ii) OL15171, combining the parm99, bsc0, 
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χOL4, ε/ζOL1, and βOL1. In-depth studies172 of bsc1 and OL15 reported that both parameters 

increase the accuracy in representing averaged structures of DNA, compared to the earlier 

AMBER models; reporting an agreement within the sub-1 Å range in comparison to the 

average NMR structure. These parameter sets performed better than the CHARMM36 

force field for DNA173. Recent developments174 also focused on polarizable force fields, 

explicitly representing the electronic polarization induced by the surrounding electric field. 

Polarizable models for DNA have been able to stabilize both A- and B-forms of DNA on the 

microsecond timescale; while employing a polarizable force field to larger protein-nucleic 

acid complexes remains of difficult application due to the timescale limit. These models 

promise to significantly contribute to studies of protein/nucleic acid complexes, although 

their current scalability on modern HPC architectures is not computationally economical for 

multi-mega Dalton complexes.

Another key aspect for accurately modeling protein-nucleic acid complexes is the proper 

representation of ions (more importantly multivalent ions), as ions play a crucial role 

in stabilizing the folded structures of RNA/DNA, rearranging enzyme catalytic cores, 

catalyzing nucleic acid cleavage reactions, etc. Yoo et al.175 reparametrized van der Waals 

interactions of monovalent (Li+, Na+, K+) and divalent Mg+2 cations using biologically 

relevant anions (acetate and phosphate) as models, with the aim of simulating highly 

charged biomolecular complexes. Li and Merz176 developed a 12–6–4 LJ-type nonbonded 

model for a total of 16 divalent metal ions by adding a 1/r4 term to the 12–6 model to 

represent ion-induced dipole interactions. Li et al.177 also parameterized the Lennard-Jones 

terms for divalent ions compatible with Particle Mesh Ewald (PME) based simulations 

with different water models. In a recent work by Nierzwicki et al.146, the Li and Merz 

model for Mg+2 ions in a classical simulation environment has shown excellent agreement 

with QM/MM simulation. Panteva et al.178 fine-tuned the pairwise parameters for Mg2+, 

Mn2+, Zn2+, and Cd2+ binding with dimethyl phosphate, adenosine, and guanosine to 

reproduce experimental site-specific binding free energies. Their ‘m12−6−4’ parameter 

set has satisfactorily reproduced metal ion migration to crystallographic binding sites of 

ribozymes. In the plethora179–184 of several other efforts made to make reliable descriptions 

of ion-based interactions in biomolecular systems, careful consideration is needed in 

choosing a specific parameter set for the specific system under investigation185.

Accurate modeling at the atomistic level provides unprecedented opportunities to track the 

dynamics of machines on genes, enabling an understanding of the functional regulations 

from the molecular mechanics (MM) principles. Nevertheless, studying catalytic reactions, 

which are at the core of these macromolecules’ functionality, is beyond the capabilities of 

MM. Describing the reaction mechanisms is possible by combining quantum mechanics 

(QM) and by integrating the electronic degrees of freedom over time. However, the holistic 

representation of biological complexes at a QM level is computationally intangible, with 

representation from the first quantum mechanical principles (i.e., ab-initio) only limited 

to a few hundred atoms. This problem is conventionally tackled by a hybrid QM/MM 

approach186, where the enzyme active sites are treated at a QM level of theory, whereas the 

rest of the system is described at the classical MM level187. The accuracy and feasibility 

of performing reliable QM/MM simulations depend on a judicious choice of the theory 

describing the electronic structure, deciding on the QM region, and subsequently on the 
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treatment of the QM/MM boundary. While different levels of theory can describe electronic 

structure at varying accuracy, a good trade-off between accuracy and computational cost 

is reached with density functional theory (DFT)188. DFT-based QM/MM studies generally 

enable to study QM regions of hundreds of atoms, offering sampling is in the range of 10 

– 100ps5. Though the choice of the QM region depends on the experimental knowledge 

of the reaction (i.e., the crucial residues, water molecules and ions are involved, etc.), it is 

important to find the optimal QM to MM ratio5. Indeed, increasing the QM region would 

result in diminishing sampling of the relevant phase space, in turn decreasing the accuracy of 

the QM calculation. The sampling issue can be solved (in part) through the application 

of rare-event sampling methods like the ‘blue moon ensemble’153, ‘metadynamics’189, 

etc. Another extremely crucial aspect to minimize errors is the definition of the QM/MM 

boundary. It is generally advisable to define the QM/MM boundary as far as possible from 

the QM core5, while also not expanding too much the QM sample space. The QM/MM 

boundary should preferably be placed where the densities of QM and MM atoms are less 

overlapping, e.g., a non-bonded boundary. However, if a QM/MM boundary intersects a 

covalent bond, boundary pseudopotentials, or capping hydrogens, are employed to saturate 

the atoms’ valence. Once the QM region is properly designed as advised above, the 

dynamics of the electronic structure can be investigated by integrating the equation of 

motion through the Born–Oppenheimer (BOMD)190 or Car–Parrinello molecular dynamics 

(CPMD)191. In BOMD, wave function is optimized at each time step of the dynamics, 

which makes it computationally demanding for a large number of QM atoms. Instead, 

in CPMD, the electronic degrees of freedom are treated as ‘fictitious’ dynamic variables, 

propagated on the BO surface (i.e., the ground state) during time integration, which does 

not need for a wave function optimization at each step of the simulation as in BOMD. 

CPMD is therefore preferred for large biomolecular systems, speeding up the dynamics 

considerably. BOMD remains generally used to properly equilibrate the electronic structure 

prior to CPMD simulations. Despite the extensive use of QM/MM simulations, extensive 

research is ongoing to increase scalability, accessing larger timescales and expanding the 

QM representation.

Conclusions and Perspectives

Despite several challenges, including (but not limited to) sampling the biologically 

relevant functional timescales for large biomolecular complexes, multiscale simulation 

approaches have contributed significantly to the understanding of gene processing machines 

at an unprecedented resolution. This review article summarizes prominent computational 

contributions aimed at characterizing the dynamics and mechanisms of machines on genes. 

We discussed nucleosome dynamics and its role in DNA packaging, and subsequently 

the dynamics of helicases and DNA polymerases in the pursuit of the replication and 

repair mechanisms. We further outlined how molecular simulations have been critical 

to understand the dynamics of RNA polymerases and transcription factors crucial for 

transcription machinery, while also reporting on the dynamics of ribosomal complexes 

crucial for protein synthesis. We also reported studies on spliceosome dynamics, and 

we dig into the chemical mechanism of RNA splicing, which is at the basis of mRNA 

maturation. Finally, we discussed how molecular simulations contributed to understanding 
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the molecular mechanism of CRISPR-Cas gene editing tools. These studies employed a 

broad spectrum of computational methods spanning from classical and ab-initio molecular 

dynamics to enhanced sampling techniques and coarse-grained methods to access wide-

ranging spatiotemporal scales.

With ever-increasing successes, the biggest challenges of MD simulations remain the 

accuracy of force fields and the high computational demand, which is significant for 

large biomolecular complexes. Inaccuracies in the force fields become more apparent as 

the simulation reaches larger timescales and/or with the system’s increasing complexity. 

Nearly, 40+ years of careful refinement of empirical/additive force fields (FF)192 led 

to increasingly realistic parameters, including advancements in polarizable models like 

Drude193 and AMOEBA,194 which promise to significantly contribute to studies of protein/

nucleic acid complexes, although their current scalability on modern HPC architectures is 

not computationally economical for multi-mega Dalton complexes. Furthermore, a constant 

disparity between biological and simulation timescales is prevalent for large biomolecular 

systems. Simulations of millisecond timescale events might require years of continuous 

runs, depending on the size of the system and the computational architecture. Molecular 

simulations of such complex systems could also be impacted by the lack of convergence of 

relevant features. Studies have shown that the distributions representing specific properties 

of large biomolecules do not converge on currently measurable timescales4. This shows the 

requirement of carefully assessing the convergence of the system’s properties while carrying 

out and interpreting large-scale simulations.

Overall, innovative applications summarized here reveal the instrumental role of 

computational methods in filling the knowledge gap between experimentally obtained 

macroscopic observables and the molecular guiding principles occurring at the microscopic 

level. In the forthcoming future, a cross-disciplinary effort, including advancements in 

deep learning-based modeling and enhanced sampling strategies, advanced GPU-enabled 

implementation of sampling methods, dedicated HPC architectures for MD simulation, 

will be critical to characterize these intricate macromolecular machines at a near-realistic 

spatiotemporal scale. We are hopeful of an exciting time ahead where a well-structured 

synergy between computational and experimental efforts will expand precise gene editing 

applications for novel therapeutics.
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Figure 1. Nucleosome structural assemblies and dynamical components.
(A) Schema showing the basic units of chromatin and nucleosome core particle organization. 

The nucleosome core particle consists of H2A, H2B, H3, and H4 core histone proteins 

wrapped by DNA. Created with BioRender.com. (B) Large amplitude dynamical motions of 

the NCP were observed from ~1 μs long unbiased MD simulations24,36. Arrows indicate the 

type of motions between two representative snapshots (shown in blue and violet). Adapted 

with permission from Journal of Molecular Biology, 433, Huertas & Cojocaru, “Breaths, 

Twists, and Turns of Atomistic Nucleosomes”, 166744.[24] Copyright 2021 Elsevier Ltd. 

(C) Structure of a 30-nm chromatin fiber subjected to all-atom molecular simulations by 

Woods et al.17 The H1 linker histones (purple) were shown to inhibit DNA flexibility, 

stabilize tetra-nucleosomal units, and increased chromatin compaction (with H1). Upon 

the removal of H1 (w/o H1), a significant destabilization of the structure is observed, as 

the fiber adopts less strained and untwisted states. Adapted with permission from Journal 

of Molecular Biology, 433, Woods et al., “The Dynamic Influence of Linker Histone 

Saturation within the Poly-Nucleosome Array”, 166902.[17] Copyright 2021 Elsevier 

Ltd. (D) Schematic representation of the allosteric regulation in the NCP induced by 

Transcription Factor (TF) binding. The binding of the first TF (TF1) restricts the sliding 

motion of the nucleosomal DNA and changes the exposure extent of a distant binding site 

for a second TF (TF2). Adapted with permission from Tan & Takada.[20] Copyright 2020 

National Academy of Sciences.
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Figure 2. 
Replication machinery. (A) Schematic representation of the replication process. The helicase 

enzymes bind and unwind the DNA strands, while the DNA polymerases synthesize the 

complementary sequence in each DNA strand. Created with BioRender.com (B) Structure of 

Rho hexameric helicase and the proposed rotary reaction mechanism. Each Rho subunit 

consists of a C-terminal and N-terminal domain shown in blue and grey respectively. 

The ATP binding sites are located at the inter−subunit interfaces, labeled according to the 

state of ATP at the respective sites viz. hydrolysis-competent (T*), ATP-bound (T), “old” 

product (D), and empty (E) state. The release of the hydrolysis product (ADP + Pi) triggers 

the force-generating process of Rho. Adapted with permission from Ma & Schulten[50]. 

Copyright 2015 American Chemical Society. (C) Markov State Modelling (MSM) derived 

complete kinetic model for the pol–to–exo conformational switching. The model shows the 

macrostates (S1–S8) denoted by circles where arrows indicate the transition rates between 

the states. Reprinted with permission from Dodd et al., Macmillan Publishers Ltd: Nat. 
Commun. [52], Copyright 2020.
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Figure 3. Splicing mechanism and functional dynamics of spliceosomal complexes.
(A) Illustration of the RNA splicing process. Created with BioRender.com (B) Left: model 

of the intron lariat spliceosome from the yeast S. pombe cryo-EM structure (PDB: 3JB9)83. 

The spliceosomal components are shown as surfaces and cartoons using different colors. 

Right: histogram reporting the (per-column) normalized correlation scores (CSs) calculated 

for each pair of spliceosomal components. Adapted with permission from Casalino et al. [81] 

Copyright 2018 National Academy of Sciences. (C) Left: structure of the Oceanobacillus 
iheyensis group II intron before splicing (PDB: 4FAQ)84. The intron (green) and exon (cyan) 

are shown as ribbons. Right: reaction schema of the first hydrolysis step of splicing (top) 

and the respective arrangement at the catalytic site (bottom). Adapted with permission from 

Casalino et al.[81] Copyright 2016 American Chemical Society.

Sinha et al. Page 33

J Chem Theory Comput. Author manuscript; available in PMC 2023 April 14.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://www.BioRender.com/


Figure 4. Transcription machineries.
(A) Schematic representation of the transcription process. Created with BioRender.com (B) 
The model of eukaryotic RNA polymerase (Pol II) translocation cycle from MD simulations 

of Silva et al.106 At the pre-translocation state (S1), the bridge helix (BH) interacts 

with the ‘i+1’ DNA nucleotide, facilitating the motion of the RNA:DNA hybrid toward 

the post-translocation state. At S2, upstream RNA:DNA hybrid backbone is translocated, 

while the transition nucleotide (TN) lags. The empty active site here allows the entry of 

incoming NTP to the ‘i’ site. At S3, the oscillation of the BH facilitates the TN cross-over, 

while maintaining strong interactions mainly with residue T831. Finally, at S4, the TN 

moves to its final i+1 post-translocation position. Adapted with permission from Silva et 

al.[106] Copyright 2014 National Academy of Sciences. (C) Stepwise model of backtracking 

mechanism in Pol II elongation complex (EC)107. BH when bent towards the i+1 site, acts as 

a checkpoint to examine the stability of the base pairs in the active site using residue T831 

as a sensing probe (state S1). Upon mismatches, this bending can trigger the motion of the 

RNA 3’-end nucleotide to the frayed state where the nucleotide stacks directly to residue 

Y769 reaching state S2. In the S3 state, the BH residue Y836 stacks with DNA TN, while 

residue Y769 stacks with the RNA 3’-end nucleotide through their aromatic rings. Finally, 

the backtracking of the RNA:DNA hybrid takes place (state S4). Reprinted with permission 

from Da et al., Macmillan Publishers Ltd: Nat. Commun. [107], Copyright 2016.
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Figure 5. Ribosomal complexes
(A) General view of the eukaryotic protein translation. Firstly, an initiation complex is 

formed with the small 30S subunit, the initiator tRNA, and the initiation factors followed 

by the addition of the large 50S subunit to form an intact ribosome. This complex 

consists of three tRNA holding sites from 3’ to 5’, designated as the A-site (holds 

aminoacyl-tRNA or termination release factors), P-site (holds a peptidyl tRNA), and E-

site (holds a free tRNA). The elongation process involves a series of steps comprising 

mRNA movement through the ribosome with the tRNAs translocating across the holding 

sites with the formation of new peptide bonds at each step. The process continues until 

a stop codon is encountered. Adapted from “Protein Translation”, by BioRender.com 

(2022). Retrieved from https://app.biorender.com/biorender-templates. (B) The structural 

transitions and rotations accompanying the tRNA translocation are indicated on a model 

of the ribosomal complex using arrows (top). The estimated transition rates, derived from 

MD simulations, between different states are schematically reported (bottom). Reprinted 
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with permission from Bock et al., Macmillan Publishers Ltd: Nat. Struct. Mol. Biol.[128] 

Copyright 2013. (C) Structural description of tRNA translocation studied by Nguyen et al. 
The structure of the 70S ribosome with two tRNAs (red, yellow) and the elongation factor, 

EF-G (orange) is shown on the left, followed by the schematic representation of tRNA 

conformations before and after translocation on the 30S subunit. Reprinted with permission 

from Bock et al., Macmillan Publishers Ltd: Nat. Commun.[130] Copyright 2016.
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Figure 6. Gene-editing complexes.
(A) Overview of the Streptococcus Pyogenes CRISPR-Cas9 system. The Cas9 protein is 

shown as ribbons, highlighting the catalytic domains HNH (green) and RuvC (blue). The 

guide RNA (orange), target DNA (cyan), and non-target DNA (violet) are shown as ribbons. 

The system is shown in its catalytically active form, prone to perform DNA cleavages 

(PDB: 6O0Y)148. (B) Free energy profile of the conformational transition underlying RNA 

binding. The Potential of Mean Force (PMF) is plotted along the E945-D435 distance (used 

in FRET studies) and the RMSD between the apo Cas9 and the RNA-bound system. The 

PMF reveals three local minima, M1: crystallographic state of the apo Cas9, M2: pre-RNA 

bound intermediate states characterized by the solvent-exposed R-rich helix, and, M3: 

the RNA bound state. Adapted with permission from Palermo et al.[142] Copyright 2017 

National Academy of Sciences. (C) Catalytic mechanism of DNA cleavage in CRISPR-

Cas9. Structural and energetic features showing reactant (R), proton transfer (PT), transition 
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state (TS), and product (P) of non-target DNA cleavage by RuvC (left) and target DNA 

strand cleavage by HNH reactant (right). Adapted with permission from Casalino et al.[147] 

Copyright 2020 American Chemical Society. Reprinted with permission from Nierzwicki 

et al., Macmillan Publishers Ltd: Nat. Catal.[146] Copyright 2022. (D) X-ray structure of 

CRISPR-Cas9, highlighting the location of PAM-distal sites with respect to the inactive 

HNH domain (i.e., the catalytic H840 is far from the cleavage site, PDB: 4UN3)149. The 

right panel shows the opening of the RNA:DNA hybrid in the presence of four base pair 

mismatches at PAM distal sites (magenta), and the locking interactions between the DNA 

TS and the HNH domain. Adapted with permission from Ricci et al.[150]. Copyright 2019 

American Chemical Society.
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