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DEFECTS AND DISORDER IN CARBON NANOTUBES 
 

Philip G. Collins 
University of California at Irvine, Irvine, USA 

  
 
 
 
1. INTRODUCTION AND OUTLINE 

The presence of defects subtly alters all of a material’s properties.  Chemical reactivity, 
mechanical strength, optical absorption, and electronic transport all vary with defect 
concentration.  Despite these wide-ranging effects, however, it is very rare for defect 
control to be critical to a particular application.  For example, electronic circuits perform 
perfectly well in the presence of defects.  Even though a defect might trap or scatter 
charge carriers, a typical conductor will electrostatically screen such sites and still 
maintain a preponderance of unaffected carriers and conduction channels. 

In reduced dimensions these generalizations begin to fail.  In one-dimensional (1-D) 
systems, defects play the most significant roles, and they can dominate physical property 
measurements.  For example, the strength of a 1-D chain cannot exceed its weakest link.  
Charge carriers in 1-D are confined to a single trajectory and cannot avoid a scattering 
center nor scatter into nearby momentum states.  Such consequences are critically 
important to the newly developing field of nanoscience, in which low dimensional 
materials are synthesized, characterized, and integrated into applications. 

_________________________ 

To appear in Oxford Handbook of Nanoscience and Technology: Frontiers and 
Advances. A.V. Narlikar, & Y.Y. Fu, Eds. (Oxford Univ. Press, Oxford, 2009).  



 

Carbon nanotubes (CNTs) represent an ideal materials system for studying and 
probing the possible effects of defects.  CNTs, and single-walled nanotubes in particular, 
are nearly   1-D materials exhibiting a wide range of interesting physical behaviors.  
Enormous progress has been made over the last decade characterizing and studying this 
material system, to the point that the strength, chemical activity, and electrical resistivity 
of individual CNTs have all been intensively investigated.  However, despite the 
progress in CNT research generally, CNTs with point defects represent a rich and mostly 
untapped system.  Experimental investigations have only begun to address the loss of 
mechanical strength, the change in optical activity, or the increase in electrical resistance 
that can be attributed to point defects.  At present, no clear consensus has emerged on 
the properties of CNT defects, nor especially any quantitative correlation between these 
properties and different defect types.  This topic is likely to demand more attention as 
the field matures away from claims of CNTs as perfect and defect-free materials. 

The purpose of this chapter is therefore to provide a practical introduction to the 
subfield of CNT defects, and to provide the background necessary to begin clarifying the 
physical consequences of defects, especially wherever these effects can be distinguished 
from the underlying CNT properties.  For this context, it is appropriate to narrowly 
define CNTs as highly crystalline materials sharing common physical and chemical 
properties, and to attribute all departures to varying degrees of modification.  The most 
narrow definition of pristine CNTs, to be used throughout this chapter, is of seamless 
and undistorted graphitic cylinders with aspect ratios exceeding at least 100.  Single-
walled nanotubes (SWNTs) consist of a single cylinder, and multi-walled nanotubes 
(MWNTs) have multiple concentric cylinders separated by nearly the same distance as 
the van der Walls stacking of sheets in graphite.  Throughout the chapter, separate 
abbreviations will be used to distinguish SWNTs from MWNTs, with carbon nanotubes 
in general being abbreviated as CNTs. 

A great deal of theoretical modeling has been completed on the topic of CNT 
defects, and much of it is reviewed by other chapters in this series.  This chapter has a 
distinctly different purpose.  As a practical introduction,  this chapter aims to emphasize 
promising directions and practical techniques, in order to help researchers gauge future 
directions of the field.  The chapter also attempts to focus on the middle ground where 
experimental and theoretical techniques have tractable overlap, and it is therefore 
somewhat biased towards SWNTs and single defects or very low defect densities.  
Despite this focus, many potential CNT applications require high degrees of disorder.  
For these, extreme oxidation of CNTs is an enabling first step towards interconnecting 
CNTs with polymers, catalytic particles, biomolecules, or other functional elements to 
make composite hybrids.  Many reviews exist on the chemical methods for further 
tailoring highly disordered CNTs (Hirsch, 2002; Banerjee et al., 2005; Lu and Chen, 
2005). 



 

The organization of the chapter is into three main sections. Section 2 is a 
pedagogical categorization of the types of defects and disorder found in CNTs.  
Beginning with lattice vacancies and bond rotations, the discussion progresses through 
extrinsic disorder and concludes with a brief section on highly disordered CNT 
materials.  Section 3 next describes the most effective experimental methods for 
locating defects based on their short-range effects.  The section focuses on precision 
techniques useful for individual point defects, but also touches upon lower precision 
methods suitable for bulk characterization.  Section 4 concludes with a review of the 
long-range consequences that CNT defects have on physical properties.  Certain types 
of defects disproportionately perturb physical properties.  Besides being consequential to 
CNT applications, these types of defects are also the easiest to observe experimentally, 
making them overrepresented in the field’s current literature.  As defects having more 
subtle effects are observed and characterized, this natural bias will fade. 

2. CATEGORIZATION OF DEFECT AND DISORDER 

In the period of 1995-96, opinions differed on the crystalline quality of carbon CNTs.  
Ebbesen declared, “Evidence is accumulating that carbon nanotubes are rarely as perfect 
as they were once thought to be,” (Ebbesen and Takada, 1995) only a few months apart 
from the publication of “Crystalline Ropes of Single Walled Nanotubes” (Thess et al., 
1996).  The second publication, combined with the worldwide sharing of material by R. 
E. Smalley’s research group, helped to popularize the latter judgment.  Over the ensuing 
decade, the prevailing conception of CNTs and particularly SWNTs continued to be one 
of perfectly crystalline wires, with every major advance in SWNT synthesis (Thess et 
al., 1996; Cassell et al., 1999; Nikolaev et al., 1999; Hata et al., 2004) reinforcing this 
belief through claims of defect-free material. 

Of course, it is thermodynamically impossible for defect densities to go to zero, even 
in highly pure crystalline systems.  The ground state of pure carbon systems is the sp2 
conjugated lattice of the graphene sheet, but many possible topological perturbations are 
possible.  Defects that are not too energetically costly will exist in equilibrium 
proportions determined by their Boltzman factor exp(-Ed/kbT).  One might imagine that 
the strong sp2 bonding network of graphitic carbons would energetically preclude defect 
formation, and in fact atomic vacancies are quite unfavorable.  But line and screw 
defects, interstitials, and bond rotation defects are all observed in graphites in 
considerable numbers.  An extensive literature has developed around defects in graphite, 
much of which is applicable to newer materials such as graphene and CNTs.  Telling 
and Heggie have recently completed an extensive review of radiation-induced damage in 
graphites (Telling and Heggie, 2007), a field dating back to the beginnings of the nuclear 
industry over 50 years ago.  Even though this research has focused on high energy 
processes, it still provides an excellent starting point for understanding CNTs. 



 

Two special differences between graphites and CNTs arise.  First, the allowed 
categories of defects are restricted by dimensionality. SWNTs obviously cannot contain 
higher dimensional defects like line and screw dislocations.  Isolated SWNTs also 
cannot support many of the common interstitial defects, which are stabilized by inter-
sheet bonding in the graphites.  On the other hand, the point defects found in graphites 
are more complicated in CNTs because of circumferential, curvature-induced strain.  
Since carbon bonds exist at various angles to this strain, defect stabilities depend 
precisely on position within the lattice, as well as CNT diameter and helicity (Carlsson, 
2006). 

This Section begins by continuing along these lines, analyzing CNT defects likely to 
exist in the most pristine materials.  Next, the effects of post synthesis processing will be 
considered, since most mechanical and chemical processing serve to nucleate even more 
defects.  The section concludes by considering two types of disorder that are not lattice 
defects per se – carbonaceous and noncarbonaceous material in the surrounding 
environment – but that nonetheless can be nearly indistinguishable from defects in the 
ways that they perturb CNT properties. 

2.1.  Intrinsic defects in highly-ordered CNTs  

2.1.1  Vacancies 

The most typical type of defects in crystalline lattices are point vacancies, interstitials, 
and bound complexes of the two.  A missing or extra atom is a small perturbation in 
weakly bonded metal crystals, but the same is not true in graphene.  A graphene vacancy 
breaks three short, strong C=C bonds and costs nearly 7.8 eV (Kaxiras and Pandey, 
1988).  Even though CNT synthesis is a high temperature process (up to 3000 °C), the 
likelihood of incorporating such sites during crystal growth remains extremely low.  
Furthermore, the carbon-rich synthetic environment excludes the likelihood of vacancy 
survival, beyond mere thermodynamic considerations. 

Vacancy defects are not uncommon, however, and are produced post-synthesis.  For 
example, knock-on events by high energy electron, ion, or neutron radiation can 
dislodge or fully remove a carbon atom.  This type of vacancy initially results in three 
dangling bonds that will immediately rehybridize or react with surrounding molecules.  
One rearrangement amenable to theoretical study is the so-called 5-1DB vacancy defect, 
in which two of the dangling bonds bridge to form a strained, pentagonal 5-membered 
ring, leaving only a single dangling bond “1DB” (Ajayan et al., 1998), confirmed by (Lu 
and Pan, 2004).  The resulting structure costs only 5 – 6 eV , though substantial 
disagreement continues over whether this rearrangement occurs spontaneously and 
whether it is even the lowest energy configuration (Berber and Oshiyama, 2006).  



 

Further theoretical effort has focused on how the dangling bonds associated with one or 
more vacancies might serve as sites for interconnecting nanotubes, providing chemical 
sensitivity, or for incorporating dopants (Liu et al., 2006a; Liu et al., 2006b; Kotakoski 
et al., 2007). 

Considerations of dangling bonds are somewhat academic when CNTs are 
surrounded by a typical experimental environment.  Unlike vacancies produced deep in 
a graphite crystal, CNT surfaces interact with adsorbed gases, moisture, supporting 
substrates, and nearby amorphous carbons, all of which provide spontaneous reaction 
pathways to saturate dangling bonds.  In all but ultrahigh vacuum conditions, most 
intermediates are susceptible to nucleophilic attack by H2O, making –OH terminated 
vacancies one of the most likely, and physically relevant, configurations. 

The metastable chemistry of a single vacancy also drives a tendency towards 
vacancy coalescence.  In graphite, a di-vacancy formed by two missing atoms only costs 
~1 eV more than the mono-vacancy, and nearly 6 eV less than two separated mono-
vacancies.  Thus, particularly during annealing processes, single defects are observed to 
merge and grow into larger voids in graphene sheets.  In SWNTs, the vacancy migration 
barrier is only 1 eV, suggesting mobility at temperatures as low as 100 – 200 °C 
(Krasheninnikov et al., 2006).  The di-vacancy has a few notable properties, including 
the ability to reconstruct into a pentagon, octagon, and pentagon (5-8-5) structure that is 
free of dangling bonds.  With the additional strain of curvature, di-vacancies in SWNTs 
are believed to have smaller formation energies than mono-vacancies by nearly 1.5 eV 
(Krasheninnikov et al., 2006). 

 

Fig. 1: Small vacancy defects in the graphene system.  Mono-vacancy (a) before and 
(b) after reconstruction and H-termination of the remaining dangling bond.  
Di-vacancy (c) before and (d) after reconstruction. 

 

a) b) c) d) 



 

2.1.2  Interstitials 

Interstitials form a second important category of defects generally.  An interstitial defect 
consists of an extra atom not on any lattice site, bonded within an otherwise perfect 
lattice.  Oxygen interstitials, for example, limit the purity and performance of the 
world’s best silicon crystals.  In diamond and graphene, very short lattice bonds prohibit 
the inclusion of interstitials, and even atomic hydrogen cannot freely diffuse through a 
graphene sheet.  In the case of graphites, however, the interstitial nomenclature is 
relaxed to include out-of-plane, covalently bonded carbon atoms.  Such defects cost 
nearly 5.5 eV, and they will not be incorporated during CNT synthesis except by arc or 
laser ablation, where extremely high temperature, carbon-rich plasmas are used.  Instead, 
the primary source of interstitials is likely to again be knock-on damage, since the 
production of each vacancy also releases a carbon atom.  These atoms usually remain 
confined within a graphite crystal, and they will be accommodated by producing a 
covalent link across two neighboring graphene sheets.  This type of interstitial, driven by 
aromaticity and low coordination, will migrate within and between graphene layers and 
until it binds to a vacancy site to produce a stable, vacancy-interstitial complex called a 
Frenkel defect.   

In CNTs, the carbons freed by knock-on damage are not so well trapped, particularly 
when the material is SWNTs diluted for imaging purposes.  Furthermore, carbons on 
surfaces remain highly mobile, since they cannot be stabilized by bonding among two 
graphene sheets.  A carbon bound to a single sheet has a binding energy of 1.2 eV, but a 
migration energy less than 0.1 eV (Xu et al., 1993; Nordlund et al., 1996).  Thus, an 
interstitial is highly mobile and, since the barrier to Frenkle recombination is only 0.2 
eV, these defects are likely to be short-lived in CNTs (Telling and Heggie, 2007).  If 
they do not recombine, candidate interstitials probably agglomerate or bind with 
adsorbates to form small, physisorbed clusters of graphitic or amorphous carbon.  Thus 
Frenkel defects, like vacancies, are not likely to play large roles in the properties of 
CNTs experimentally. 

When discussing CNTs, it is important to distinguish between interstitials, adducts, 
adsorbates, and intercalants.  As defined here, CNT interstitials are atomic carbons 
covalently bonded between two carbon shells and, rarely, to just one.  Covalent 
attachments by other atoms or molecules are termed adducts and treated below in 
Section 2.3.  Chemisorbates and physisorbates are more weakly bound than adducts, 
comprising a loosely-defined continuum of binding strengths associated with different 
degrees of charge transfer to the CNT surface.  When these adsorbates sit between two 
or more layers of graphene, they are termed intercalants.  The intentional intercalation of 
graphite crystals has an extensive history (Enoki et al., 2003), since it provides a means 
to tailor graphite’s physical properties.  In CNTs, such intercalants are described as a 
source of extrinsic disorder in Section 2.2. 



 

2.1.3  Bond rotations and non-hexagonal rings 

While vacancies and interstitials are highly disfavored, bond rotations are not, and these 
constitute the most prevalent type of defect in high quality graphites.  A single bond 
rotation can be incorporated into graphene at a cost of approximately 3.5 eV without 
disturbing the sheet’s topology or sp2 conjugation.  The rotation only affects four 
adjacent hexagons, converting two into pentagons and two into seven-sided heptagons.  
This particular 5-7-7-5 configuration has been studied extensively and is known in the 
literature as a Stone-Wales (SW) defect (Dienes, 1952; Stone and Wales, 1986).  Despite 
their prevalence, SW defects are comparatively inconsequential to many physical 
properties and difficult to observe experimentally.  In CNTs, the SW defect is presumed 
to be as predominant as it is in graphite, even though CNT synthesis, especially 
chemical vapor deposition (CVD) synthesis, proceeds at lower temperatures than typical 
graphitization. 

The SW defect has a complex energy scale, including a formation barrier of no less 
than 9 eV and a dissolution barrier of 5.5 eV (Dumitrica et al., 2006).  The former might 
seem to preclude formation of any SW defects at all, but this barrier drops rapidly in the 
presence of interstitials (Ewels et al., 2002). As the synthesis of most CNTs occurs in a 
surplus of adsorbed, reactive carbons, it is reasonable to estimate that the SW 
concentration approaches the thermodynamic limit of its 3.5 eV net cost.  In this case, 
SWNTs synthesized at 3000 K will contain 1 SW defect per μm, on average.  As noted 
by Ewels et al. this mechanism also increases the possibility of SW creation due to ion 
beam or electron radiation in the presence of amorphous carbon, which often coat CNTs.  
Furthermore, these SW defects are long-lived after the initial synthesis, being trapped in 
the lattice by the high dissolution barrier. 

A slightly simpler defect than the SW configuration is a single “5-7” pair, in which a 
pentagon adjacent to a heptagon neatly replaces two hexagons.  The 5-7 defect 
introduces only a slight pucker to a graphene sheet and it is the irreducible building 
block for higher-order defects like the SW.  However, a single 5-7 defect breaks 
rotational symmetry and modifies the orientation of the graphene lattice.  This defect 
exists as a special type of dislocation dipole, in which two misoriented graphene sheets 
are seamlessly joined by hexagons up to a single point of residual disorder.  Alternately, 
one can imagine the progressive growth of a graphene sheet, in which the incorporation 
of a 5-7 defect results in a permanent rotation of the primary lattice vectors of all 
subsequently added carbons.  This visualization is important for understanding that 
isolated 5-7 defects cannot be annealed from graphene layers without a massive, plastic 
reconstruction of every carbon bond in a half-plane. 

The incorporation of a 5-7 defect results in a loss of commensurability between the 



 

layers in graphite, making its effective cost much higher than a SW defect.  One way to 
lower this cost is by incorporating a second 5-7 defect and restoring the lattice to 
commensurability with its underlying layer.  The SW defect is, in fact, a pair of 5-7 
defects having zero separation.  Thus, even though a 5-7 defect is not readily removed 
by annealing, if it becomes mobile it can combine with another to form a SW defect.  
Alternately, a SW defect under strain can separate into two, counterpropagating 5-7 
defects (Walgraef, 2007).  In single layer graphene and SWNTs, the mobility barrier for 
an isolated 5-7 defect is low enough that high temperatures and/or strains can nucleate 
and then dissociate SW defects into separated 5-7 defects (Xia et al., 2000; Dumitrica et 
al., 2006). 

 

Fig. 2: (a) A single 5-7 defect and (b) a 5-7-7-5 Stone-Wales configuration.  Sighting 
along the zigzag edges in a side view visualization clarifies the nucleation of a 
dislocation by the 5-7 defect, and the absence of long-range disorder in the 
Stone-Wales case. 

Unlike graphite layers, CNT growth appears to have no preferred registry, and there 
is no impetus for 5-7 defects to occur in pairs during synthesis.  Instead, they are just as 
likely to be incorporated singly as paired into a SW defect.  In the cylindrical CNT 
geometry, the dislocation introduced by a 5-7 defect is manifested as a change in 
helicity.  A SWNT with indices (n,m) will seamlessly change to (n± 1,mm 1); the 
incorporation of d 5-7 defects around a SWNT circumference can change its indices to 
(n± d,mm d) (Chico et al., 1996a).  Since SWNT bandstructure is sensitive to helicity, 
one or more 5-7 defects results in the equivalent of a SWNT-SWNT heterojunction, a 
topic discussed in more detail in Section 4.2.  This effect is a remarkable departure from 
the properties of graphite. 

Similar junctions can also be constructed from isolated pentagons or heptagons not 
joined in a 5-7 pair.  In these case, the helicity changes are accompanied by local 

a) b) 



 

concave or convex distortions to the SWNT sidewall.  The additional curvature is 
allowed in SWNT and fullerene topologies, but forbidden in planar graphite, making 
these types of defects a category wholly unique to CNTs.  The addition of heptagons 
around a SWNT circumference will cause the diameter to flare out, and with an equal 
number of pentagons the distortion can be seamlessly joined to a larger diameter SWNT, 
and in fact these were the very first properties of CNTs ever studied (Iijima et al., 
1992b).  In general, equal numbers of pentagons and heptagons allow extended 
structures where both chirality and diameter may vary, though some chiralities may only 
be joined with accompanying kinks or bends. 

An elegant demonstration of this effect has been reported by Yao et al. (Yao et al., 
2007).  The synthesis of different SWNT diameters is partly determined by growth 
temperature (Bandow et al., 1998), and by changing temperature midgrowth one can 
move the optimum diameter from one value to another.  Yao et al. nucleated SWNTs in 
one diameter range and then changed the growth temperature, making a different size 
more preferable for continued growth.  The SWNTs responded by changing diameter 
through the incorporation of 5-7 defects (Yao et al., 2007).  The technique promises to 
improve the intentional creation of SWNT heterojunctions for further investigation. 

2.1.4  Summary and caveat 

In summary, the types of defects intrinsic to CNTs provide some interesting surprises.  
The most conventional types of defects, like vacancies and interstitials, are unlikely to 
be found in pristine CNTs.  The Stone-Wales 5-7-7-5 configuration unique to graphitic 
systems is predicted to be a relatively common type of defect.  Equally likely are various 
topology-changing combinations of 5-7 pairs, including physically separated pentagons 
and heptagons that are uniquely stable in CNTs.  These latter defects can have 
significant, long-range consequences. 

Table 1 below summarizes estimated defect energies Ed of each defect type and 
provides an estimate for the expected equilibrium concentration of each at two common 
CNT synthesis temperatures.  Small SWNTs contain roughly 106 carbons per 
micrometer of length, so that even the most common types of defects have mean 
separations of 1 μm.  Note that predicted values of Ed vary widely in the literature and, 
particularly in CNTs, are not readily accessible experimentally.  The equilibrium 
concentrations in Table 1 set lower limits on experimental defect concentrations, and are 
in reasonably good agreement with some highly crystalline SWNTs.  Many experiments, 
however, observe much higher defect concentrations.  Carlsson has suggested that heats 
of formation, which are smaller than the Ed values, might provide concentrations in 
better agreement with experiment (Carlsson, 2006).  As described in the following parts 
of Section 2, however, many additional sources of defects and disorder also contribute. 



 

Table 1: Formation energy Ed and relative concentrations of common intrinsic defects 
 ______________________________________________________________________ 
    Defect Type                   Ed, eV          Equilibrium defect concentrations for synthesis 
                                                               at T = 1200 K (CVD)      at T = 3000 K (plasma)  
______________________________________________________________________ 
 
  mono-vacancy    7.0 – 7.8     10-33  10-13 

 
  di-vacancy 8.7 (HOPG)  10-38 10-16 
 4.5 – 5.5 (SWNT) 10-22 10-9 
 
  interstitial or other 5.5 10-24 10-10 
  covalent sp3 adduct 
 
  Stone Wales 5-7-7-5 3.5 10-15 10-6 
 
  single 5-7 defect 3.4 (SWNT) 10-15 10-6 
______________________________________________________________________ 
 

Finally, having reviewed the possible intrinsic sources of disorder, it must be pointed 
out that the CNT end cap is itself an unavoidable defect or cluster of defects.  With a 
possible exception for very long CNTs, the concentration of two end defects per CNT is 
overwhelmingly larger than all other categories of intrinsic defects combined.  While the 
point may seem pedantic, Sections 3 and 4 will demonstrate how these end effects can 
dominate chemical and optical attempts to find and to quantify defect densities in CNTs. 

2.2.  Environmental disorder 

Physics predicts special consequences for systems confined to 1-D, to the extent that 
they can be extraordinarily different from higher-dimensional materials.  In principle, a 
SWNT is a promising candidate to test these predictions and uncover new physics.  In 
practice, even a pristine and defect-free SWNT exists in an imperfect and disordered 3-
D world, and this coupling to a 3-D environment affects the degree to which unusual 1-
D physics might be observed. 

This section considers two primary sources of disorder, the environment surrounding 
a CNT and the substrate supporting it.  Like the lattice defects described above, these 
two sources can be optimized but never wholly removed experimentally.  In this sense, 
the environment is an intrinsic part of CNT research.  Depending on the strength of the 
interactions, environmental consequences may be as strong as for defects within the 
carbon lattice.  This fact is a particular difficulty for comparing experiment with theory, 
since theory often treats CNTs in isolation and experiment never does. 



 

2.2.1  Weakly bound adsorbates 

The graphite surface is a relatively inert and clean one, and freshly-cleaved graphites 
were a favorite substrate for early scanning tunneling microscopy work because of its 
ease of preparation.  The graphite surface is hydrophobic, and it is not susceptible to 
appreciable charge transfer from most adsorbates. 

Nevertheless, it would be incorrect to conclude that CNTs in ambient are clean or 
adsorbate-free.  Even hydrophobic surfaces can have adsorbed monolayers of H2O on 
them.  Soluble airborne gases and contaminants, including alkali salts and light 
hydrocarbons, will also adsorb onto these surfaces.  These mobile, low atomic number 
species are difficult to image by either TEM or STM, and practitioners of these 
techniques understand that “clean-looking” images do not always capture the real extent 
of surface chemical disorder. 

Three differences between CNTs and graphite suggest ways that CNTs are even 
more sensitive to adsorbates than graphite surfaces are.  First, the CNT curvature results 
in partial sp3 hybridization, accentuated in small SWNTs, that enhances the π electron 
density on the cylinder’s outer surface.  Common dissolved species like Na+ and H+ will 
dynamically interact with this surface electron density, even in the absence of chemical 
bonding or static charge transfer (Kuhn and Silversmith, 1971; Bradley et al., 2003).  As 
recently demonstrated electrochemically, these effects are strong enough to turn the 
insulating surface of a diamond into a conductor (Chakrapani et al., 2007).  Second, 
curvature also frustrates dense packing of CNTs.  Whether bundled together, settled onto 
a surface, or packed into a pellet, CNT materials have enhanced specific surface areas 
comprised of physically interconnected, interstitial voids.  Adsorbates in these voids can 
be better coordinated than on flat graphene surfaces, and the voids readily accommodate 
a wider range of molecular shapes and sizes than do interlayer graphite interstices (Stan 
and Cole, 1998; Eswaramoorthy et al., 1999; Cole and Hernandez, 2007).  Thus, even 
though a graphite crystal is not intercalated by air or moisture at room temperature, the 
interstitial pockets between SWNTs must be considered filled unless specifically 
degassed.  Finally, every atom in a hollow SWNT is a surface atom, and the addition of 
adsorbates is a proportionally larger perturbation in SWNTs than in solid materials.  The 
system can no longer be considered a simple carbon lattice if it is, in fact, a carbon 
lattice interacting with H-bonded water dipoles, chemisorbed O2

-, or physisorbed 
hydrocarbons.  In the context of novel, low-dimensional physics, the effects of these 
adsorbates can be enormous because they break the remaining rotational and 
translational symmetries of a SWNT and physically extend the system away from an 
idealized, 1-D line. 

Placing CNTs into vacuum is insufficient to remove these adsorbates, in the same 



 

way that it does not remove chemisorbed molecules from the internal surfaces of a 
vacuum apparatus.  Extended baking in ultrahigh vacuum, combined with annealing or 
surface milling, are the standard surface science techniques for preparing atomically 
clean crystal surfaces.  SWNTs are compatible with high temperature vacuum 
degassing, and a small number of experiments have observed substantial electronic 
effects from even mild treatments (Collins et al., 2000a; Bradley et al., 2000; 
Sumanasekera et al., 2000; Derycke et al., 2002; Kim et al., 2003b; Kruger et al., 2003; 
Kingrey et al., 2006).  This literature indicates the need to consider environmental 
disorder when interpreting CNT results, and similar effects may be equally important for 
ongoing graphene research (Ishigami et al., 2007; Moser et al., 2008). 

Rather than trying to achieve perfect vacuum, a second method of eliminating 
environmental disorder is to encapsulate CNTs into a homogeneous and uniform 
chemical environment.  A breakthrough in the field of CNT optical spectroscopy 
occurred when SWNTs were solubilized by hydrophobic surfactants and effectively 
separated into isolated, uniform micelles (O'Connell et al., 2002; Bachilo et al., 2002). 
Cocooned into individualized, highly uniform pockets, SWNTs finally began to exhibit 
spectroscopic fingerprints associated with their different electronic structures, 
fingerprints that had been quenched or otherwise hidden in previous measurements.  
Subsequent work, however, has proven that these encapsulating environments must be 
included in the modeling and interpretation of optical data (Lefebvre et al., 2008).  And 
while encapsulation or vacuum processing can minimize the effects of environmental 
disorder, they do not remove other common forms of disorder such as amorphous carbon 
adsorbates or the substrate effects described below. 

2.2.2  Substrate effects 

As a component of the surrounding environment, substrates deserve special 
consideration as a source of strong perturbations.  A substrate has a different bulk 
chemistry, electron affinity, and work function than a SWNT, and furthermore will have 
its own surface electronic structure and morphology.  Substrate-SWNT interactions can 
have multiple unintended physical and chemical consequences, only one of which is to 
help trap the adsorbates described above. 

For example, CNT devices are often fabricated by placing CNTs on a dielectric or 
on a thin oxide grown on a semiconductor.  For electrical measurements, this CNT-
oxide-semiconductor architecture allows electrostatic coupling between a 
semiconducting CNT and an underlying electrode to vary the CNT Fermi level and 
produce transistor-like switching (Biercuk et al., 2008).  This same coupling, however, 
is decidedly 3-D.  The dielectric properties of the substrate screen a portion of the long-
range, electron-electron interactions that are predicted to cause special, non-Fermi liquid 



 

behaviors in 1-D conductors (Kane et al., 1997).  If a 1-D conductor strongly coupled to 
electrodes is a 3-D system, then it is well suited to substrate-bound applications like 
electronics but no longer a prime candidate for probing novel physics.  Furthermore, 
even traditional applications like transistors cannot take full advantage of CNTs without 
special care.  Modeling of “needle contact,” quasi-1-D electrodes suggests that order-of-
magnitude performance improvements remain to be observed if CNT dimensionality can 
be more effectively managed and integrated into appropriate architectures (Heinze et al., 
2005). 

Besides electrostatic gating, the principal CNT-substrate interaction is generally 
attributed to be van der Waals adhesion.  This adhesion, which is insensitive to lattice 
mismatch with the SWNTs, is strong enough to quench long-wavelength SWNT 
phonons like twistons and keep SWNTs securely attached to surfaces. However, the 
premise that SWNTs are largely inert and only weakly adsorbed by substrates is open to 
ongoing research.  Modeling and experiment both suggest that more complex electronic 
rehybridization occurs spontaneously, even on relatively stable substrates such as SiO2 
(Czerw et al., 2002; Maiti and Ricca, 2004; Tsetseris and Pantelides, 2006).  This type of 
rehybridization is driven in part by CNT strain, and therefore is a diameter-dependent 
effect.  Another strong effect occurs at the interfaces between small SWNTs and metals.  
Metal coatings on SWNTs can very effectively shunt the SWNT’s 1-D electrical 
conductivity, invalidating the normal experimental technique of 4-point resistance 
measurements (Bezryadin et al., 1998).  These effects may also explain the diameter 
dependent, interfacial resistance between metallic SWNTs and metal electrodes, which 
complicate measurements of ballistic conductance in small diameter SWNTs (Kim et al., 
2005; Heinze et al., 2005).  Thermal conductivity indicates similar effects on insulating 
substrates.  Freely suspended, current carrying CNTs will self heat to the point of 
oxidation, but on substrates decidedly different characteristics are observed (Yao et al., 
2000; Collins et al., 2001; Pop et al., 2006).  In fact, thermal emission microscopy is 
unable to measure any temperature rise in the latter case, suggesting that heat is very 
effectively transported out of the carbon lattice by strong substrate interactions.  In 
summary, a number of consequential effects occur when CNTs sit on substrate surfaces, 
even chemically inert ones. 

In addition to these general surface interactions, CNTs have enhanced coupling to a 
substrate when defects are present.  Defects in a CNT will bind covalently to many 
substrates (Krasheninnikov et al., 2002a; Kotakoski and Nordlund, 2006), complicating 
the interpretation of their effects.  And even if the CNTs are defect-free, defects in the 
substrate will interact with the CNT.  Noncrystalline substrates like thermally grown 
SiO2 have extensive defect populations that are nearly continuous in energy, and even 
defects buried below the surface will interact dynamically with surface atoms, with 
surface adsorbates, and with a CNT’s conduction electrons (Freitag et al., 2007).  When 
cooled to cryogenic temperatures, this substrate disorder becomes static and its 



 

modulation of the CNT potential can be directly imaged (Woodside and McEuen, 2002; 
Tans and Dekker, 2000).  At room temperature, these defects dynamically couple to 
many degrees of freedom and can participate in inelastic, dissipative scattering, even 
though lattice defects are typically only considered sources of elastic scattering.  For 
example, defects that are energetically close to the Fermi level dynamically capture and 
release free carriers from the CNT.  This charge trapping and the electronic noise 
associated with it is a primary engineering challenge of oxide-semiconductor interfaces, 
and the problem is aggravated in CNTs by their small carrier numbers (Collins et al., 
2000b; Lin et al., 2007). 

Substrate defects that are energetically deep and/or physically distant are nominally 
inconsequential to CNTs.  Their long-range, perturbing potentials only minimally 
contribute to sensitive measures such as electron backscattering (McEuen et al., 1999; 
Ando, 2005).  However, this generalization changes when large electric fields are 
present from to gate biasing voltages.  When gated, the small diameter of a CNT 
produces excessive electric fields that can initiate chemical redox processes in surface 
contaminants and cause field emission into and out of deep oxide traps (Fuhrer et al., 
2002; Radosavljevic et al., 2002).  Under these conditions, these defects can become 
strongly interacting perturbations resulting in memory effects and hysteresis (Kim et al., 
2003b; Bradley et al., 2003; Gruneis et al., 2007), distinct from the charge trapping noise 
described above.  Furthermore, substrate defects and chemical variability may play a 
primary role in some cases of CNT chemoresistance, an actively investigated area that is 
poorly understood at present (see Section 4.2). 

Thus, substrate defects both near to and far from the Fermi level interact with CNTs 
and give rise to distinguishable dynamical properties.  By performing measurements on 
isolated, freely suspended CNTs, the research community continues working to 
differentiate between the properties of CNTs and CNT-substrate interactions.  However, 
the appreciation of these interactions is relatively recent, and the literature broadly 
attributes properties to CNTs that may be specific to suspended SWNTs (Mann et al., 
2007; Cao et al., 2005) or suspended MWNTs (Frank et al., 1998; Poncharal et al., 
2002).  A similar process is repeating itself in the current area of graphene research, 
though at much greater speed.  In 2008, a rapidly growing consensus is developing that 
bi-layer graphene may be uniformly superior to single-layer graphene because of the 
consequences on the initial layer of substrate disorder (Lin and Avouris, 2008). 

So far, Section 2 has treated two types of disorder that are intrinsic to performing 
measurements on CNTs.  Next, this Section considers extrinsic variables that vary more 
widely from sample to sample and from technique to technique. 

 



 

2.3.  Disorder introduced by processing 

Once synthesized, the manipulation of CNTs into a useful state can involve extensive 
mechanical and chemical processing.  This processing changes the CNT surface and 
often creates new defect sites.  Any meaningful evaluation of defects and their 
consequences must be in the context of processing history and, consequently, of the 
targeted application.  For example, an isolated, mm-long SWNT is ideal for building 
multicomponent circuits because it is likely to have long, defect-free regions; the 
chemist, on the other hand, might prefer the same SWNT chopped into short segments 
and solubilized.  This section addresses some of the most common processing 
techniques, including the intentional production of new types of defects.  Park et al. 
provide a more extensive review of purification techniques (Park et al., 2006). 

First, though, there is one type of processing that tends to improve CNT crystallinity.  
Vacuum heating anneals CNTs effectively at 1200–1500 °C, even though bulk 
graphitization of carbons requires temperatures exceeding 2200 °C.  The temperature 
difference is related to the high degree of crystallinity pre-existing in most CNTs.  
Virtually all oxygen-containing functionalities can be desorbed from a CNT lattice by 
1000 °C, and remaining defects and vacancies become mobile by 1200 °C.  Above this 
temperature, 5-7 defects can migrate and annihiliate, and monovacancies left by 
desorption of carboxylic groups can be healed (Krasheninnikov and Nordlund, 2002; 
Krasheninnikov et al., 2006).  An elegant demonstration of the opening and closing of 
sidewall vacancies was performed using SWNTs decorated with C60 molecules.  Under 
TEM observation, molecules were observed moving in and out of sidewall holes in 
individual SWNTs (Smith et al., 1998; Monthioux et al., 2001).  At still higher 
temperatures, a structural relaxation can occur in which pairs of SWNTs merge into 
larger diameter tubes (Terrones et al., 2000; Terrones et al., 2002a).  Of course, vacuum 
annealing tends to bring the material into thermodynamic equilibrium, meaning that the 
density of SW defects will typically be reduced, but not to zero. 

2.3.1  Purification 

The least damaging purification technique employs filtration to separate CNTs from 
carbon and metal contaminants.  Fullerenes and carbon onions, metal clusters, and 
polyaromatic carbons all readily wash through fine microfilters whereas high aspect 
ratio CNTs generally do not.  Consequently, a relative pure “buckypaper” of CNTs can 
be formed on such filters, dried into a freestanding film, and further studied (Bandow et 
al., 1997; Bonard et al., 1997; Eisebitt et al., 1998).  The filtering process, while 
relatively gentle, involves viscous and capillary forces at the nanoscale that generate not 
only mechanical entanglements but also highly strained kinks and bends.  The SW 
defect is believed to be the primary mechanism for plastic strain release in these 



 

conditions (Nardelli et al., 1998), and the further accumulation of such defects 
ultimately ruptures the carbon lattice and produces reactive multi-vacancies.  In 
experimental studies, a relatively high resilience and resistance to damage is observed in 
SWNT bundles and MWNTs, which benefit from multiple parallel shells that enhance 
rigidity (Falvo et al., 1997). 

A harsher purification scheme involves oxidation in air at temperatures of 400 – 750 
°C.  At the low end of this temperature range, amorphous carbons rapidly convert to 
CO2 through cooperative reactions with oxygen and water vapor.  Graphitic carbons 
burn more slowly, since in these only the carbon edges are reactive.  Often, bulk CNT 
material contains a significant fraction of graphitic impurities in the form of spherical 
onions, mesoscopic graphitic flakes and scrolls, and incomplete carbon shells.  These 
carbons will oxidize slowly along their perimeter edges, just like graphite does.  
Therefore, it is difficult to remove them selectively from CNTs, since they burn at 
roughly the same rates that CNT endcaps are opened and the CNTs shortened (Ajayan et 
al., 1993; Ebbesen et al., 1994).  In some cases of purification, it is acceptable to lose a 
significant fraction of the CNTs from a sample in order to fully remove these graphitic 
impurities.  For example, shortening and thinning MWNTs can uncover inner MWNT 
cylinders that are highly crystalline.  In these cases, partial oxidations in wet air may be 
run at 750 °C (Hiura et al., 1995), though a majority of the CNT material is lost at such 
high temperatures. 

Acid oxidation is a more selective technique that removes amorphous carbons, 
graphitic mesocarbons, and contaminant metals without causing a substantial loss of 
CNTs.  Widely used, commercial SWNTs such as HiPCO are processed in this manner 
(Rinzler et al., 1998).  Investigation of the interaction between graphitic materials and 
acids has a long history.  The strong acids (e.g. HNO3, H2SO4, HClO4, and HPO4) do not 
continuously etch graphene’s surface and instead covalently add to its edges and basal 
planes (Kinoshita, 1988).  On the CNT sidewall, these covalent adducts constitute a new 
type of defect quite different from the intrinsic defects described above.  The adduct 
defect occurs when a single carbon atom rehybridizes to an sp3 conjugation, forming a 
new bond perpindicular to the sp2 plane as illustrated in Fig. 3a.  These adducts are not 
believed to be populated by high temperature CNT growth, because at high temperatures 
sp3 carbons are less stable than sp2 ones.  In fact, diamond-like edges spontaneously 
graphitize.  Given this stability of the graphite lattice, CNT adducts are often metastable, 
and many adducts are chemically reversible alterations (Boul et al., 1999; Cui et al., 
2003).  This reversibility has lead to recent investigation producing graphene sheets 
from from oxidized graphite. 

For example, consider the variety of defect configurations depicted in Fig. 3.  An 
initial acid treatment, perhaps with electrochemical assistance, adds conjugate base 
anions like NO3

-  to the sidewall (Fig. 3a).  Chemical reduction of the NO3 adduct may 



 

only strip an NO2
- ion, leaving behind surface epoxides (Fig. 3b) or ethers (Fig. 3c).  

Epoxides are the most common functionality observed by FTIR on oxidized graphites, 
but CNT curvature tends to convert them into ethers (Lee and Marzari, 2006).  Ethers 
and epoxides, along with hydroxyls, ketones, and other functional groups that do not 
break C=C bonds, can be titrated from graphitic surfaces at 250-450 °C (Kinoshita, 
1988).  Therefore, a purification cycle of acid etching followed by heating exists in 
which no carbons are lost from the lattice and a SWNT surface is returned to a defect 
free state (Mickelson et al., 1998; Strano et al., 2003; Ramesh et al., 2004).  In practice, 
however, bulk processing does not always drive these cycles to completion, instead 
leaving various degrees of residual sidewall disorder that can evolve with time.  
Especially following extensive oxidation, remaining contaminants or adducts can be 
driven by aromaticity to cluster and cooperatively produce irreversible disorder or 
fragmentation. 

 

Fig. 3: (a) An adduct defect, in which the carbon lattice is not broken but a single 
atom is sp3 hybridized, slightly puckering the CNT wall.  Here an NO3 adduct 
is depicted.  (b) Stripping an adduct often leaves a residual oxygen, which binds 
two carbons in an epoxide configuration.  The epoxide is stable on flat 
graphites or when its axis is parallel to the SWNT axis.  (c) Along a 
circumference, the additional strain from curvature breaks the C-C bond in an 
epoxide, converting it to an ether.  The ether is less perturbative because each 
carbon is sp2 hybridized (Lee and Marzari, 2006).  (d) A carboxylate defect is 
not an adduct.  It requires cleavage of two C-C bonds, both of which must be 
terminated (-H or –OH groups not shown), and upon annealing a C atom is lost 
from the system.  O atoms are black in all four images. 

a) b) c) d) 



 

2.3.2  Additional oxidation and functionalization 

Chemical processing can be divided into two categories: attempts to purify the CNTs 
and attempts to modify their surfaces.  In the latter, the processing is designed to 
chemically attack the CNT sidewall, perhaps for the purpose of covalently 
functionalizing it further.  The acid oxidation described above can be used as a starting 
point for introducing additional disorder, albeit disorder with physical consequences that 
are different from vacancies or SW defects.  Practically, acid treatments are often 
combined with additional oxidants, heating, and/or ultrasound treatments to produce 
different stable and permanent functional groups. 

A very important such functional group is the carboxylate, a versatile chemical 
handle for further derivitization (Banerjee et al., 2005) and a starting point for a wide 
range of research seeking to covalently link CNTs to electrically, optically, or 
chemically active species.  Careful analysis has suggested that even extensive acid 
oxidation does not generate new carboxylate defects or vacancies in the pristine CNT 
sidewall (Ziegler et al., 2005a; Ziegler et al., 2005b; Coroneus et al., 2008).  This is due, 
in part, to steric hindrance limiting multiple anions from attacking the same carbon ring.  
Instead, the further addition of permanganate ions (or, alternatively CrO4

-, OsO4
-, or 

RuO4
-) helps to initiate 2+2 cycloaddition reactions that can break lattice bonds and 

produce carboxylates (Hwang, 1995; Biro et al., 2002).  This situation is different from 
the mere addition of a new bond perpendicular to the carbon lattice.  The carboxylate 
defect (Fig. 3d) can result in the removal of carbon atoms from the system and the 
growth of sidewall holes, making it a much less reversible modification. 

The extensive use of such treatments, often combined with heating and ultrasound, is 
standard processing to separate SWNTs, shorten them into more convenient lengths, and 
etch away metal and amorphous carbon contaminants (Liu et al., 1998).  Typically, the 
resulting materials are highly defective. Besides having a higher concentration of ends, a 
preponderance of sidewall hydroxyl- and carboxyl-terminated vacancies are created 
(Hamon et al., 2001; Mawhinney et al., 2000; Monthioux et al., 2001), and as many as 
5% of the C atoms in a SWNT are adjacent to these defects after processing.  These 
heavily modified materials are not the focus of this review; instead, other reviews of 
SWNT chemistry begin from the premise of high SWNT defect densities (Hirsch, 2002; 
Banerjee et al., 2005). 

2.3.3  Mechanical processing 

CNTs are somewhat resistant to mechanical damage from low power ultrasound, and 
after short processing times no accumulation of damage is typically observable (Furtado 
et al., 2004).  As the processing time increases, however, there is no question that 



 

damage accumulates, and ultimately it can be identified by bulk techniques like optical 
spectroscopy (Benedict et al., 2005; Grossiord et al., 2007), gas adsorption (Dagaonkar 
et al., 2002), or others (Satishkumar et al., 1996; Monthioux et al., 2001).  The exact 
resistance to low power ultrasound has not been carefully mapped for individual CNTs, 
in part because it depends on temperature, solvent, and other factors. 

Commercial horn sonicators operate at high powers (e.g. > 15 W) and readily 
damage CNTs.  Bends, buckles, and multivacancies rapidly accumulate with processing 
time (Lago et al., 1995; Lu et al., 1996), though the effects can be partly mitigated by 
working in different solvents.  Similiary, ball milling is effective at mechanically 
disintegrating CNTs into onions and amorphous carbons (Li et al., 1999). 

Cleverly used, mechanical processing can do more than just destroy CNTs.  At the 
other extreme from ball milling, an AFM tip has been used to “knick” a pristine SWNT 
and produce a single site of disorder for futher study (Park et al., 2002).  One of the most 
intriguing examples of mechanical processing involved the repeated dipping of a 
MWNT into a Hg bath (Frank et al., 1998; Poncharal et al., 2002).  Over the course of 
thousands of dipping cycles, visible quantities of amorphous carbons and incomplete 
graphitic shells were observed sloughing off MWNT bundles onto the Hg surface.  Once 
cleaned in this manner, the MWNTs exhibited ballistic electrical conducances matching 
theoretical limits. 

2.3.4  Other Modifications 

While robust, the graphitic carbon lattice is susceptible to damage by many means.  In a 
TEM, knock-on events by high energy electrons rapidly create vacancies and can 
completely fragment MWNTs (Chopra et al., 1995a).  Ion irradiation, too, produces 
vacancies and reactive sites for energies as low as 50 eV (Nordlund et al., 1996).  In a 
focused ion beam, even low dosage Ga+ irradiation used for imaging will tear holes in 
carbon sidewalls.  When put into an energetic plasma, CNTs are rapidly etched by O2, 
covalently functionalized by H2 (Buchs et al., 2007), or fragmented by heavy ions.  All 
of these mechanisms are useful for the intentional study of the effects of defects (Osvath 
et al., 2005; Robinson et al., 2006), and completely misleading when not properly 
accounted for.  The wary experimentalist questions whether each technique in a process 
is intrusive or perturbative. 

For example, CNTs are routinely imaged by SEM and exposed to high electron 
doses in the electron beam lithography process.  Some troubling observations of beam-
induced changes have been observed in CNT devices, with the suggestion that few-keV 
electrons can initiate reactions including sidewall oxidation by water (Suzuki and 
Kobayashi, 2005; Vijayaraghavan et al., 2005).  Analysis suggests that the electronic 



 

effects are due to chemical processes on the SiO2 support, not the CNT itself (Rius et al., 
2007), providing a specific example of the substrate effects described in Section 2.2b.  
In any case, a number of research groups rely wholly on AFM imaging and optical 
lithography in the fabrication of CNT devices in order to avoid unintentional 
consequences of electron beams. 

2.4.  Disorder in CNT materials 

A final category of disorder is due to impure or noncrystalline starting material.  Unlike 
the point defects that are thermodynamically intrinsic to CNTs, amorphous carbons and 
distorted or incomplete graphitic shells are unnecessary but common products of CNT 
synthesis, especially resulting from efforts to produce CNTs at low temperatures or in 
bulk.  A longstanding problem in CNT synthesis continues to be the quantitative 
evaluation of purity, either before or after additional purification or processing (Niyogi 
et al., 2002; Itkis et al., 2005; Park et al., 2006).  Beyond the difficulty of determining 
appropriate measures, however, is the even more difficult problem of specifying a 
practical definition for CNT disorder.  The literature accepts a wide range of 
carbonaceous cylinders under the term “nanotube,” ranging from centimeter-long, 1 nm 
diameter single walled cylinders to 200-300 nm diameter cylinders composed of 
herringbone-stacked graphitic sheets.  This span fosters misunderstandings and 
misappropriations, as properties such as high strength, ballistic transport, and chemical 
inertness measured on one material certainly do not pass on to others. 

Disorder includes a wide range of departures from the perfect cylindrical CNT, with 
the most common ones described below.  Tradeoffs exist between material quality and 
synthetic cost, and in many cases the presence of disorder can be inconsequential or 
even beneficial depending on the application.  However, better informed decisions 
require more accurate characterizations of disorder and its specific consequences, and 
empirical batch-by-batch characterization is currently the only way to qualify CNT 
materials for particular commercial applications. 

2.4.1  Mesoscopic carbon and non-carbon constituents 

The disorder that affects the immediate appearance of CNTs in high resolution imaging 
is mainly due to materials adsorbed on their outside walls or incorporated into the 
cylindrical hollows.  Beyond mere appearances, these contaminants substantially change 
the chemical and physical properties of bulk material.  For example, amorphous carbons 
are more reactive than pristine CNTs, they have more varied functional groups, and they 
have different surface areas and adsorption characteristics.  The processing described in 
Section 2.3 attempts to remove most such contaminants, but sustained efforts over the 
last decade have not yet produced high purity CNT material in bulk.  This failure, in 



 

turn, severely limits attempts to apply bulk techniques to the study of defect 
concentrations and their properties. 

Metal contamination of CNTs is a noteworthy problem that continues to plague 
many types of bulk CNT characterization (Park et al., 2006) and continues to be an area 
of active research (Xiang et al., 2007; Ding et al., 2006; Jurkschat et al., 2007).  
Transition metals help catalyze CNT growth and are required in all methods of SWNT 
growth.  Post synthesis, the metals are difficult to remove: they are often encapsulated 
by many spherical layers of graphitic carbon, and they can be in the form of pure metals, 
carbides, or oxides.  Some metal sits at the tips of SWNTs, or inside the endcaps of 
MWNTs, where complete removal requires extensive etching of the caps and concurrent 
sidewall damage.  When present, these residual metals modify most observable bulk 
properties – electrochemical activity, thermal stability, surface area and density, 
magnetic susceptibility, etc. – even when they are only incorporated at the CNT ends 
(Itkis et al., 2005). 

Mesoscopic graphitic carbons are a second primary contaminant in CNTs.  While 
amorphous carbons and fullerenes are easily removed, graphitic flakes are more difficult 
to selectively oxidize or dissolve because they have the same chemistry as CNTs.  
Furthermore, these small flakes include incomplete or damaged cylinders partially 
wrapping around a CNT, in which case it becomes impossible to distinguish 
contaminated CNTs from highly defective ones.  In general, MWNTs are described as 
highly crystalline and defect-free when high resolution TEM observes smooth, straight, 
and continuous inner layers, even though one or more disordered outer layers are also 
resolved.  Mild oxidation of the most reactive carbons can eliminate these mesoscopic 
graphites, but only with a loss of CNT ends, small diameter SWNTs, and an expansion 
of point defects into larger sidewall holes (Ajayan et al., 1993; Tsang et al., 1993).  An 
alternate approach is to solubilize and dilute the CNTs, which when fully separated can 
be fractionated (Arnold et al., 2006).  Residual mesoscopic flakes are particularly 
problematic for optical characterization, because they provide a high density of optically 
active functional groups that are not necessarily present in the underlying CNTs. 

2.4.2  MWNT structural defects 

In some ways, MWNTs represent an intermediate material between graphite and 
SWNTs.  Their multilayered structure resembles graphite crystals, and like graphite a 
MWNT stably supports the type of defect known as an interstitial-vacancy bound pair.  
On closer inspection, though, MWNTs are more complex than either crystalline 
graphites or SWNTs, and subtle forms of disorder exist.  For example, curvature forces 
adjacent layers in a MWNT to nearly always be incommensurate, and this intrinsic 
broken symmetry has various consequences (Roche et al., 2001).  Analysis also suggests 



 

that some synthesis techniques produce multilayer scrolls, or MWNTs composed of both 
scrolls and cylinders, rather than merely the purely cylindrical structure (Zhou et al., 
1994; Bursill et al., 1995; Feng et al., 1996). 

However, the most important contributions to MWNT disorder are much less subtle.  
MWNT synthesis occurs under rapid, nonequilibrium growth dynamics.  The resulting 
disorder can include tapering cylinders, variable numbers of carbon layers, and partial 
interior filling, examples of which are shown in Fig. 4.  The cylindrical crystalline 
structure can also be severely compromised by certain additives.  So-called 
“herringbone” and “bamboo” defects mix the physical properties of in-plane and c-axis 
graphite by introducing graphitic layers misaligned with the primary MWNT axis.  The 
herringbone structure, depicted in Fig. 4e, consists of stacked layers or conical sections 
that are tilted with respect to the main axis.  Herringbone ordering is a common 
morphology for carbon fibers and nanohorns (Yudasaka et al., 2008), and materials 
having this structure may or may not have a hollow interior.  Bamboo defects consist of 
several transverse, internal walls segmenting the interior of a MWNT into independent 
pods or isolated volumes.  Bamboo defects are often quasi-periodic, as shown in Fig. 4f, 
and by nucleating new shells they maintain roughly constant outer diameters. 

2.4.3  Substitutional dopants 

The high-strength carbon lattice is not generally susceptible to substitutional doping, and 
cannot be tailored as widely as most technological semiconductors.  Therefore, it is 
unlikely that substitutional dopants exist inadvertently in CNTs.  Nevertheless, both B 
and N atoms can replace C atoms in the graphite lattice without severely disrupting the 
bonding network.  Substitutional doping of graphites by B or N atoms, as well as BN 
dimers, has been pursued since the 1960’s (Lowell, 1966; Marchand and Zanchetta, 
1966), and concentrations up to 5 at% are achievable (Oya et al., 1979; Belz et al., 
1998). 

When similar techniques are applied to CNTs, the range of possible stoichiometries 
include lightly doped CNTs, various BxCyNz line phases (Weng-Sieh et al., 1995; 
Terrones et al., 1996), and pure BN nanotubes (Chopra et al., 1995b).  Small, pristine 
SWNTs seem highly resistant to in-plane substitutional dopants, perhaps because their 
stability during synthesis is already strained by curvature.  MWNTs more readily 
incorporate dopants, though experiments are often at concentrations > 0.1 at%, far 
exceeding the degree of disorder usually considered to be a defect concentration.  Both 
B- and N-doped MWNTs display large concentrations of herringbone and bamboo 
defects, suggesting that a delicate balance is achieved during growth.  The N dopants in 
particular introduce pyridine rings and pentagons, both of which increase the local 
curvature of  the CNT sidewall and tend to cap off the  cylindrical  structure.    Structural   



 

 

 

Fig. 4: TEM images of (a) a pristine SWNT, (b) a clean-walled MWNT, and (c-f) 
MWNTs with varying degrees of disorder.  Layers of amorphous carbon, 
fullerenes, and mesoscopic graphitic sheets are common MWNT impurities.  
Lattice disorder includes (e) “herringbone” and (f) “bamboo” defects 
described in the text. (d) Reprinted with permission from (Iijima et al., 1992a). 
Copyright 1992 American Physical Society.  (e) Reprinted with permission 
from (Park et al., 1999). Copyright 1999 American Chemical Society. (f) 
Reprinted with permission from (Jia et al., 2005), copyright 2005 Wiley-VCH. 

disorder that results makes it difficult to distinguish between true lattice substitutions 
and dopants incorporated between carbon layers, and analytical TEM suggests a non-
uniform distribution of the elements and possible phase separations between BN and C 
shells (Suenaga et al., 1997; Carroll et al., 1998; Golberg et al., 2002). 

Due to the high concentrations involved and the extensive disorder that is induced, 
these materials will not be considered further in the following Sections.  A review by 
Terrones et al. describes successful synthesis techniques and characterizations of 
substitutionally-doped CNTs (Terrones et al., 2008). 

a) b)

c) 

d) e)

f) 



 

3. EXPERIMENTAL IDENTIFICATION OF DEFECTS 

The next Section of this review summarizes the development of experimental methods 
for locating defects in CNTs.  The intent is to provide both historical context and a guide 
for continued investigation.  The techniques described in this section are roughly 
organized in order of precision, from atomic resolution scanning tunneling microscopy 
(STM) to more indirect measures of defect density by optical and electronic techniques.  
It is immediately apparent that locating defects with high precision is inversely 
correlated with yield: the highest precision techniques are painstaking and unable to 
categorize defect densities with good statistics.  As a group, the techniques are highly 
complementary and progress in the identification, categorization, and control of CNT 
defects is likely to take advantage of the entire suite of methods. 

3.1.  Scanning tunneling microscopy 

STM is one of the highest resolution tools in the experimentalists’ toolkit.  The issue of 
finding and characterizing defects therefore seems naturally suited to STM, especially 
for an all-surface material like SWNTs.  Where conventional bulk techniques might fail 
to distinguish a single point defect or its physical effects, one might expect STM to 
provide decisive insights. 

In practice, however, this idealization has proven very difficult.  Early work imaging 
CNTs routinely failed to achieve atomic resolution, in part because of the difficulties of 
clean sample preparation.  A SWNT’s diameter is equal to only a few, monatomic metal 
steps, and when deposited from solution, all CNTs assemble with codeposited 
carbonaceous adsorbates and solubilized contaminants.  By using highly purified 
suspensions, one can achieve dilute dispersions in which isolated CNTs are only bound 
to the surface by weak van der Waals forces.  However, in this “pristine” state, small 
electrostatic forces readily move CNTs on a surface (Falvo et al., 1999), often 
precluding the tunneling conditions necessary for atomic resolution. 

Researchers developed various solutions for overcoming these experimental 
challenges.  In the earliest work, MWNTs (Ge and Sattler, 1993) and SWNTs (Ge and 
Sattler, 1994) were directly condensed from a carbon plasma onto cleaved graphite 
surfaces for imaging.  A more versatile technique used deposition from suspensions of 
SWNTs.  Partly solubilized SWNTs in parallel bundles are stabilized by increased van 
der Waals attractions that help anchor them in place during imaging, reducing their 
tendency to roll on the surface and allowing for atomic resolution.  This solution has 
been widely employed to study the correspondence between SWNT chirality and 
electronic band structure (Wildoer et al., 1998; Odom et al., 1998; Hassanien et al., 
1998), and has resulted in the observation of CNT defects (Clauss et al., 1998; Clauss et 



 

al., 1999).  A third solution to sample preparation has leveraged progress in synthetic 
CVD techniques to grow clean and isolated SWNTs in place on a substrate.  Using 
CVD, CNTs free of any chemical processing can be imaged on various substrates (Biro 
et al., 1997) or even freely suspended across gaps (LeRoy et al., 2004b).  Advantages of 
pristine SWNTs include the opportunity to directly image as-grown defects, and the 
ability of very long SWNTs to more effectively pin themselves to a surface for imaging.  
Unfortunately, experimental STM results on such pristine SWNTs are limited because 
CVD growth of SWNTs is mostly confined to insulating substrates. 

Even with appropriate samples, the STM imaging of SWNTs remains complicated 
by curvature and electronic delocalization (Kane and Mele, 1999; Orlikowski et al., 
2000; Lambin et al., 2003).  The high sensitivity of the z-axis tunneling feedback is 
poorly suited to imaging curved surfaces like cylindrical CNTs.  Uniquely identifying 
the CNT indices (n,m) requires algorithms that can recreate the true, curved surface from 
measured images (Venema et al., 2000; Ouyang et al., 2002).  The fact remains that 
barely 25% of a SWNT’s atoms are accessible to an STM tip, and any bundling of 
SWNTs further limits tip access.  The sensitivity of STM to electronic states is another 
complication in SWNTs, since these states are fully coherent around the tube 
circumference.  In flat graphite crystals, defects are observed as complex, extended 
Moiré patterns resulting from the interference of incident and reflected electron waves, 
even when the scattering site is 10’s of nm from the tip (Kobayashi, 1994).  Identical 
effects occur in SWNTs, but with the complication that only a portion of the surface is 
accessible (Clauss et al., 1999; Kane and Mele, 1999; Ouyang et al., 2001; Ouyang et 
al., 2002).  This means that detecting a defect from long range is possible, but pinning 
down the location of that defect is challenging. 

The consequence of these difficulties is that atomic defects are exceedingly difficult 
to unambiguously identify.  STM images taken at different biases routinely fail to 
resolve pentagonal or heptagonal structures, even when performed at low temperature 
and with atomic resolution.  Instead, the tunneling current nonlocally probes hidden 
atoms, and provides long range detection of a defect without identifying its exact 
position or atomic arrangement.  Figs. 5 and 6 clearly demonstrate these problems.  
Enhanced contrast arising from bias-dependent electron interference patterns obscures 
the underlying lattice and is particularly complex in the vicinity of a defect.  Far from 
the defect, resolution of the lattice contains some information about the defect 
constituents: Fig. 5c must contain no unpaired 5-7 defects, whereas Figs. 6a and b must 
contain two and three of them, respectively.  Analysis of such patterns (Kane and Mele, 
1999; Orlikowski et al., 2000) concludes that a proper interpretation requires solving the 
inverse scattering problem, without a priori knowledge of the defect type or exact 
orientation.  More recently, Yang et al. reached similar conclusions after modeling the 
long-range interference patterns that result from different SW orientations (Yang et al., 
2005). 



 

 

Fig. 5: A semiconducting SWNT simultaneously imaged at (a) positive and (b) 
negative biases exhibits chiral striping that is the result of interference patterns 
of the injected electrons, not merely the underlying atomic positions.  
Disruptions in these patterns are interpreted as defects (c).  Analysis of this 
example determines the chirality to be constant, ruling out the 5-7 type of 
defect that might change the SWNT (n,m) indices.  The observed change in 
interference pattern on either side is likely due to different backscattering 
conditions from an asymmetric defect.  Re-printed with permission from 
(Clauss et al., 1999).  Copyright 1999 EDP Sciences. 

 

Fig. 6: In these examples, a change in chiral indices determines the presence of 
unpaired 5-7 defects.  (a) At least two, separated 5-7 defects are present (i.e. 
not paired together in an SW configuration).  (b) Three 5-7 defects are 
required to produce this change in chirality.  Scale bar is 1 nm in both.  
Reprinted with permission from (Ouyang et al., 2001).  Copyright 2001 
American Association for the Advancement of Science. 

a) b) 



 

In order to determine the exact nature of a defect observed by STM, a spatial map of 
tunneling spectroscopy must be compared to theoretical calculations based on possible 
atomistic models.  Beginning from the observed chiral indices of a SWNT, one can 
model combinations of pentagons and heptagons to try to reproduce the experimental 
image and spectra.  Experimental SWNTs with diameters of 1.0 – 2.5 nm provide a large 
number of possible arrangements to test, especially since typical samples like SWNT-
SWNT junctions have very low symmetries.  In practice, however, qualitative agreement 
can usually be obtained after testing a relatively small number of configurations. 

For example, in 2003 Kim et al. inferred the positions of two pentagons and two 
heptagons in a SWNT (Kim et al., 2003a).  The SWNT was observed to change indices 
from (15,2) to (19,3), ruling out the likelihood of a Stone-Wales defect and indicating 
the need for at least one pentagon and heptagon.  Reasonable, though not necessarily 
unique, agreement with experiment was obtained by modeling the junction to have an 
isolated pentagon, with the heptagon adjacent to a second pentagon-heptagon pair.  
Ideally, one would quantitatively optimize agreement between the model and 
experiment, but in this junction the unit cell consists of ~ 5000 atoms.  Limited by this 
size to tight-binding techniques, a rigorous optimization among all possible geometries 
would not necessarily achieve a clearer result. 

A similar result obtained by Ishigami et al. in 2004 attempted to use an iterative 
algorithm to speed up the selection and refinement of possible models.  In this case, 
shown below in Fig. 7, modeling suggested two pentagon-heptagon pairs that were 
diametrically opposite each other, placing one completely out of sight of the STM’s 
imaging (Ishigami et al., 2004). 

In each of these examples, complex, localized states were directly observed with 
particular energies and spatial extents of 1-3 nm or more.  Finding defects becomes 
much easier when they are intentionally incorporated, and some studies have created 
defective CNTs to aid STM study.  Ar+ ion irradiation produces vacancies and vacancy-
interstitial pairs in graphite, so irradiation of CNTs allows these defects to be studied 
experimentally (Osvath et al., 2005) and theoretically (Krasheninnikov and Nordlund, 
2002).  Alternately, a hydrogen plasma can be used to produce vacancies and covalent 
H-C adducts (Buchs et al., 2007).  Unfortunately, images of these defect types are not 
noticeably different from the figures shown above, with the exception that they do not 
produce topological changes in chirality.   

A less perturbative approach is to investigate defects that are intentionally 
introduced by the STM itself.  Venema et al. first employed voltage pulses to locally 
modify a SWNT (Venema et al., 1997).  By applying a 5 V pulse, metallic SWNTs were 
fragmented   into   shorter  segments  with   the  properties  of  a  coherent   quantum  dot  



 

 

Fig. 7: (a) STM resolved point defect between two chirally-distinct segments in a 1.4 
nm SWNT.  The same location, as denoted by the black dot, appears different 
when imaged at different biases because of the complex electronic structure.  
Experimental conditions are 77 K, 0.2 nA, and +0.5 V (a,b) or +0.3 V (c).  
Continuous evolution of the image complicates any straightforward atomistic 
interpretation, but provides an extensive data set to compare against 
theoretical models.  This site was determined to be a 5-7 defect, physically 
separated from a second 5-7 defect located on the hidden backside of the 
SWNT.  Reprinted with permission from (Ishigami et al., 2004).  Copyright 
2004 American Physical Society. 

(Venema et al., 1999).  Park et al. employed similar, oxidative pulses using a 
conducting-tip AFM to both “nick” and completely break SWNTs (Park et al., 2002).  In 
this case, the goal was to introduce modest electronic barriers without necessarily 
cutting through the SWNT.  The work was completed on insulating substrates using 
electrically-connected SWNT devices. 

Recently, Berthe et al. combined this principle with STM spectroscopy to investigate 
the structural consequences of modest voltage pulses on pristine SWNTs (Berthe et al., 
2007).  In some cases, these pulses merely deposited material onto the SWNT, but in 
others localized states were produced within the SWNT lattice.  These states gave rise to 
interference patterns like those shown above, and a localized pair of electronic states at -
0.45 and +0.26 eV in the vicinity of the disorder.  Point defects that are added after 
synthesis cannot consist of topology-changing 5-7 defects, and instead might consist of 
SW defects, covalent sidewall adducts, or adatom-vacancy pairs.  The authors 
successfully remove their features using smaller magnitude pulses and conclude that the 
defects are of the SW type, since bond rotations are in principle reversible modifications 
of the lattice.  Further modeling would be required to distinguish between Stone-Wales 
defects and covalently bound adducts. 

b) 

c) 

a) 



 

An alternate use of STM spectroscopy is to look at inelastic tunneling spectroscopy 
(IETS).  Unlike the elastic spectroscopy, which primarily measures the electronic van 
Hove singularities, IETS is sensitive to dissipative channels including localized phonon 
modes.  Experimentally challenging, IETS measurements on SWNTs have nonetheless 
measured low energy modes associated with defects or dissipation through the radial 
breathing mode (Vitali et al., 2004; LeRoy et al., 2004a).  Recent theoretical modeling 
predicts energetic shifts of +20 cm-1 for the C-C bond in a Stone-Wales defect, and -50 
cm-1 shifts around isotopic C13 impurities (Vandescuren et al., 2007).  The latter type of 
disorder is particularly difficult to study by any other experimental means. 

Despite providing extraordinary precision, the STM techniques are not building a 
library of ready images that can categorize different defect types.  If anything, the 
defects characterized by Ouyang, Kim, and Ishigami were readily modeled because of a 
change in SWNT chirality; but the majority of SWNT defects, including adducts and 
SW bond rotations, do not change the underlying SWNT lattice.  These may be much 
more difficult to locate and uniquely identify.  Finding the rare, tractable defect by STM, 
combined with the degree of work required to model it, may never improve into a 
particularly efficient way of categorizing CNT defects and defect densities.  While 
promising, Ishigami et al. note that their modeling only accounts for “the atomic 
structure of the most dominant defect,” leaving open the possibility of additional atomic 
disorder hidden within these complex images. 

3.2.  Electron microscopy 

STM may be most closely associated with atomic resolution imaging, but transmission 
electron microscopy (TEM) is unquestionably the primary tool for characterizing CNTs.  
TEM is responsible for the initial identification of CNTs, for characterizing CNT 
growth, and for understanding the complex morphologies of MWNTs.  Until recently, 
however, TEM imaging has not been associated with the kind of resolution necessary for 
studying individual point defects in any material, much less CNTs. 

CNTs present a special challenge to TEM resolution because of carbon’s small 
atomic number.  Most common TEM instruments remain blind to a single graphene 
layer normal to the electron beam.  Image contrast for CNTs instead arises fortuitously 
from their cylindrical geometry (Iijima, 1991).  While the beam’s interaction with much 
of a CNT is negligible, the extreme CNT edges provide a lattice parallel to the electron 
beam for which diffraction conditions exist.  Iijima and other early practitioners took 
advantage of these conditions to produce the first clear CNT images and to convince the 
community that these materials were indeed hollow cylinders (Fig. 8).  In time, the 
common images of two parallel lines became synonymous with the accepted CNT 
structure.  The presence of extraneous material, however, complicated image 



 

interpretation, and particularly claims of lattice purity or crystallinity.  Whereas some 
claimed that CNTs were perfect and defect-free but coated with amorphous carbons, 
there was also clear evidence of structural deficiencies (Iijima et al., 1992a; Iijima et al., 
1992b; Ebbesen and Takada, 1995).  In this context, the demands of CNT science have 
helped forment the development of TEM expertise.  Resolving individual SWNTs, 
determining chirality from SWNT diffraction patterns, and distinguishing DWNTs from 
SWNTs, are three problems that have each in turn pushed the limits of TEM techniques 
over the past decade.   

  

Fig. 8:  Early images of CNTs from Iijima’s landmark publication.  In the schematic, 
H and V correspond to regions where the beam is normal and parallel to the 
graphene crystal lattice, respectively.  Scale bar in middle panel is 3 nm.  
Reproduced with permission from (Iijima, 1991).  Copyright 1991, Nature 
Publishing Group. 

The current challenge in CNT imaging remains resolving individual defects and 
characterizing their nature.  As in the past, Iijima and his research group at Japan’s AIST 
Research Center have lead the way in demonstrating state-of-the-art capabilities and new 
techniques.  For example, a Fourier transform filtering technique has been devised to 
separate foreground carbon atoms from background ones, allowing the independent 
imaging of the carbon lattices making up the forward and rear walls of a SWNT 
(Suenaga et al., 2007).  Recent work summarized below has provided fantastic images of 
defect creation, mobility, and annealing in CNTs with atomic resolution. 

First, however, it must be noted that TEM investigation is perturbative.  The study of 
CNT defects is inherently hindered by the fact that the electron beam itself induces 
changes in a CNT (Chopra et al., 1995a; Kiang et al., 1996).  Knock-on events routinely 
produce adatom-vacancy defects in which carbon atoms are removed from the CNT 
lattice to adatom sites, and adjoining CNTs intermix and anneal into differently-sized 
structures (Banhart, 2002; Yudasaka et al., 2003).  The low threshold of these 



 

mechanisms (~ 120 keV) limits the use of higher accelerating voltages, which might 
otherwise provide higher resolution imaging.  Even when using short doses at lower 
voltages, the electron beam can heat the CNT lattice, instigate chemical changes, or 
inadvertently contaminate the material.  These types of damage are routinely observed, 
closely coupling TEM imaging to questions of defect creation. 

Taking advantage of defect creation processes provided the first clear TEM images 
of SWNT point defects (Hashimoto et al., 2004).  In this work, defects were produced in 
situ by electron beam irradiation and then imaged.  In order to observe 5-7 defects, 
SWNT-SWNT junctions were produced by focusing the beam onto a small portion of a 
SWNT, resulting in its local modification.  Near these sites, the authors observed stable 
deformations consistent with 5-7 defects, as shown below in Fig. 9.  In other graphitic 
sheets, knock-on damage more directly produced atomic vacancies.  Adjacent, 
unreconstructed mono-vacancies were observed, at least for short durations, along with 
adatom-vacancy pairs. 

 

Fig. 9:  Before (a) and after (b) TEM images of a single graphene layer with a beam-
induced 5-7 defect.  An edge dislocation is unambiguously visible at the 
middle of the network where one zig-zag chain is missing through it.  (c) An 
atomistic model of the pentagon–heptagon pair in the graphitic network. (d) A 
simulated TEM image, showing good comparison with the TEM image shown 
in b. Scale bar, 2 nm.  Reproduced with permission from (Hashimoto et al., 
2004). Copyright 2004, Nature Publishing Group. 

Building on these techniques, Suenaga proceeded to clearly resolve both 5-7 and SW 
defects in SWNTs (Suenaga et al., 2007).  In this work, resistive heating was used to 
enhance thermodynamic defect formation in SWNTs, rather than merely imaging 
irradiation damage.  In principle, this allows the results to more closely match pristine 
SWNTs.  SWNTs were heated and then quenched to capture the large defect densities 
that occur during massive structural reconstructions (Yudasaka et al., 2003).  Suenaga 
and co-workers observed nucleation kinks surrrounded by clusters of defects, including 
mobile SW defects.  In this case, the mobility of SW defects was observed at room 
temperature, though with the possible activation by beam interactions. 



 

Shortly afterwards, Jin et al. used similar techniques to directly observe the 
migration and coalescence of adatom-vacancy defects.  Migration of the adatoms and the 
vacancies were independently monitored, and the authors noted the lower mobility of 
the vacancies (Jin et al., 2008).  A surprisingly high mobility was observed for large 
vacancy clusters formed by the coalescence of 10 or more atomic vacancies, and the 
annealing of these clusters into uniform holes in a CNT sidewall. 

 

Fig. 10:  TEM images of a SWNT region containing a SW (5-7-7-5) defect after heat 
treatment at 2,273 K. The region enclosed by the black line is enlarged in the 
center image.  Each carbon ring appears to have a bright spot at its centre.  A 
composite image at right places grey dots inside hexagonal regions with six 
neighbours.  The two white dots have seven neighbours, and the two black 
dots have five neighbours.  Reproduced with permission from (Suenaga et al., 
2007). Copyright 2007, Nature Publishing Group. 

3.3.  Electrochemical and chemoselective labeling of defects 

While STM and TEM may be the best techniques for directly imaging defects with 
atomic resolution, these techniques are not able to rapidly characterize material.  As 
described in the review by Itkis et al., the highest resolution techniques might only 
characterize 1 picogram of material, and no bulk CNTs today are homogeneous to that 
degree (Itkis et al., 2005).  Short of creating excess damage, STM and TEM and not well 
suited for scanning many CNTs in an atomic-resolution search for rare sites.  Yet 
addressing the assertion that CNTs are perfect or defect-free requires finding extremely 
rare sites, and doing so with sufficient statistics that concentrations are unambiguously 
determined.  Section 3 next continues by addressing this shortcoming through lower 
resolution techniques that are nevertheless sensitive to individual point defects.  Because 
dilute defects must first be located in order to be imaged, combinations of these 
techniques can lead to very effective characterization. 



 

One way to address the characterization of low defect densities is to consider similar 
problems faced by the semiconductor industry.  In modern, high quality Si crystals, the 
concentrations of defects is exceedingly small, approaching one interstitial defect per 
1013 Si atoms (Huff, 2002).  To measure these concentrations and characterize their 
properties, the industry relies on a combination of optical spectroscopy and chemical 
labeling techniques.  Spectroscopy provides a different fingerprint from each category of 
defect, while the labeling provides a quantitative enumeration of their densities (Huff, 
2002). 

3.3.1  Electrochemical labeling 

The principle of electrochemical identification is to take advantage of the enhanced, or 
different, chemical reactivity of a defect site.  A substitutional dopant or interstitial has a 
different charge density and coordination than the surrounding lattice atoms, providing a 
means for chemical differentiation.  By precisely controlling reactive potentials 
electrochemically, the experimentalist attempts to work within a narrow parameter 
window where particular reactions are driven at defect sites without affecting the 
remainder of the crystal surface.   

Two categories of selective electrochemical processes are regularly used by the 
semiconductor technology: etching and deposition.  Standard semiconductor technology 
relies heavily on the etching technique, in which point, screw, and line defects all 
nucleate the removal of surface material to produce “etch pits” or channels.  Alternately, 
defects can nucleate the deposition of material from solution.  In both cases, the physical 
size of a point defect is amplified a thousand fold or more, with the final pit or deposit 
size being solely determined by duration.  After converting atomic defects into pits or 
deposits 50 nm, 500 nm, or 5 μm in size, these sites can be readily counted by scanning 
electron microscopy (SEM) or even optical microscopy over cm2 areas.  Similar 
deposition techniques applied to high quality graphites have quantitatively determined 
vacancy concentrations as low as one per 1010 atoms (Hennig, 1964; Evans et al., 1971). 

Such a high, quantitative yield is ideally suited for testing the assertion that CNTs 
are “molecules” lacking structural disorder.  Beginning in 1996, numerous groups have 
observed spotty nucleation while studying electrochemical deposition on oxidized, 
highly defective MWNTs (Satishkumar et al., 1996; Ebbesen et al., 1996), and proven a 
direct correlation between decoration and oxidation extent.  Entirely omitting the initial 
oxidation can reduce the density of deposits, but not below the level of experimental 
contaminants.  Gross disorder or contamination, noncovalent functionalization, and 
amorphous carbonaceous deposits all provide efficient nucleation sites that undermine 
the electrodeposition technique, producing continuous coatings rather than isolated, 
countable deposits.  Furthermore, diffusion-limited transport can limit the efficiency 



 

with which neighboring deposits grow, leading to underestimates of the true nucleation 
site density. 

These problems make electrochemical labeling generally less useful for CNT 
materials than for clean semiconductor surfaces.  In order to access the types of intrinsic 
defects described in Section 2.1, the starting material must be exceptionally clean.  This 
realization has led to more recent experiments using SWNTs grown in place on 
substrates, with no additional processing or manipulation.  In the absence of gross 
contaminants, electrodeposition onto conducting networks of SWNTs still leads to three 
possible types of results.  At low potentials, no deposition occurs and the SWNTs 
remain clean.  At high potentials, SWNTs may be uniformly coated, or nearly so.  In 
between, a window exists in which the nucleation is highly selective (Austin et al., 2002; 
Fan et al., 2005b; Quinn et al., 2005).  On interconnected films, it is difficult to precisely 
control the electrochemical potential everywhere, but gradients can fortuitously result in 
some SWNTs being in the proper bias window (Day et al., 2005; Day et al., 2007). 

 

Fig. 11: Dilute labeling of SWNTs using Ag electrodeposition.  All three images are 
from the same, large network of SWNTs, but different effective potentials 
result in different degrees of coverage.  Reprinted with permission from (Day 
et al., 2005). Copyright 2005, American Chemical Society. 

This problem of precise chemical control has been solved in at least three different 
ways.  In one unique case, H2Se gas dilutely nucleated nanocluster growth of Se 
nanoparticles on what were presumed to be SWNT defects (Fan et al., 2002).  While not 
controlled by an electrolyte potential, the technique appears to progress by the same 
principle and can be used to rapidly assess large numbers of SWNTs on a surface.  In 
other work, an electrochemical microelectrode was scanned across a SWNT film, 
allowing deposition to be independently tested at various different sites serially (Day et 
al., 2007).  While not as rapid as the Se deposition, this technique has the potential 
advantage of being able to electrochemically characterize different defects in addition to 
labeling them. 



 

A third solution is to perform the bulk electrochemical technique on single SWNTs, 
one at a time.  Fan et al. implemented selective electrochemical labeling to perform a 
quantitative defect enumeration, using homogeneous potentials to determine the 
appropriate electrochemical conditions on individual SWNTs (Fan et al., 2005b).  A 
nominal defect density of one defect per 4 μm was measured, with higher densities in 
regions of kinks and bends as might be expected.  While the slowest of the three 
techniques, the single SWNT characterization allowed one-to-one correspondences to be 
drawn between point defects and their electronic consequences.  In addition, the high 
level of control allowed a single site to be labeled, stripped, and reproducibly labeled 
again, providing a convincing demonstration of selectivity towards the defect site. 

 

Fig. 12: (a,b) Single defect electrochemical labeling using Ni deposition on single, 
isolated SWNTs.  The single tube technique allows defect identification (c) to 
be directly correlated with two-terminal electronic behaviors (d).  In this 
example, the SWNT device acts like a field effect transistor with the entire 
gate dependence (d) localized at the same spots where decoration occurs (c).  
The scanning gate imaging technique is described further in Section 3.5.  
Adapted from (Fan et al., 2005b).  Copyright 2005, Nature Publishing Group. 

Using the electrochemical labeling technique, SWNTs synthesized in different CVD 
runs were observed to have widely-varying defect densities, even when the CVD 
parameters were nominally identical.  However, a strong correlation was observed 
between the defect density and the median SWNT length.  CVD runs that resulted in 
shorter SWNTs (< 1 μm) produced higher densities, and runs with very long SWNTs (> 
100 μm) had the smallest densities.  Across all of the different synthesis conditions, the 
product of mean length and mean density uniformly averaged 4 sidewall defects per 
SWNT (Fan et al., 2005b; Fan et al., 2005a).  This result suggests that defect 
incorporation may play a controlling role in the termination of SWNT growth, and that 
defect enumeration could be a useful technique for process control and optimization of 
SWNT synthesis, just as is done for Si crystals. 



 

Even on isolated SWNTs, a degree of imprecision remains because different defect 
types are indistinguishable.  Certain bond rotations or adducts might only be slightly 
different in reactivity, and experimental errors limit the practical electrochemical 
windows for selecting individual types.  Furthermore, it is impractical to rigorously 
clean surfaces supporting SWNTs.  By comparison, etch pits on Si crystals are relatively 
straightforward to interpret because depth profiling is first used to expose pristine 
surfaces within the crystal.  This step has the benefit of removing extraneous surface 
contaminants that might mimic the reactivity of defects.  In the case of SWNTs, any 
species that is electronically well-connected to the SWNT can be labeled.  Thus, in 
addition to lattice defects and covalent adducts, nucleation may occur because of 
charged contaminants trapped at the SWNT-substrate interface or also shallow charge 
traps in the dielectric immediately supporting a SWNT.  As described in Section 2.2, 
these sites are not defects in the conventional sense but they are present in the majority 
of CNT research.  Thus labeling and counting these sites is appropriate in practice if 
they interact with and affect chemical and electronic behaviors. 

3.3.2  Chemoselective labeling 

While the electrochemical techniques described above are not particularly sensitive to 
different defect types, other reactions are more selective.  A careful series of titrations 
using NaHCO3, Na2CO3, and finally NaOH can quantitatively determine the 
concentrations of different oxygen-containing groups in bulk graphites, distinguishing 
between carboxyls, phenols, and carbonyls (Donnet, 1968; Kinoshita, 1988).  Even SW 
defects have a higher reactivity than their surrounding hexagonal rings (Liu et al., 
2006b; Horner et al., 2007; Wang et al., 2006).  Though small defect concentrations in 
CNTs cannot be effectively titrated in the presence of endcaps and other disorder, 
selective reactions can be used as an initial step to activate defect sites for subsequent 
labeling and detection. 

For example, ozone is believed to be highly reactive at SW defect and vacancy sites, 
whereas the pristine sidewall forms only an unstable, short-lived complex (Banerjee and 
Wong, 2002; Liu et al., 2006b).  Other oxidants, including KMnO4

-, OsO4, and RuO4, 
are relatively efficient at cleaving C-C bonds in the vicinity of a defect or endcap, but do 
not readily attack the sidewall at room temperature (Hwang, 1995; Coroneus et al., 
2008).  These oxidations can produce carboxylic groups, a unique form of defect that 
can be chemically tailored.  In particular, carboxylates have a highly selective reaction 
with the reagents N-ethyl-N'-(3-dimethylaminopropyl) carbodiimide (EDC) and N-
hydroxysuccinimide (NHS).  Following reaction, the NHS ester is readily displaced 
from the carboxylate by any molecule with an amine attachment site, providing a direct, 
versatile, and high yield route for selective labeling by a wide range of molecules 
(Grabarek and Gergely, 1990; Banerjee et al., 2005).  Fig. 13 demonstrates an example 
of this attachment process.  The EDC/NHS protocol has been used to covalently bind the 



 

free amines found on streptavidin or lysozyme to isolated, carboxylic defects on 
individual, electrically-connected SWNTs (Goldsmith et al., 2007).  By using Au-
labeled proteins, the defect sites are then easily located and counted by SEM. 

Other than these types of selective labeling, most conventional chemical analyses are 
of limited use for identifying and locating defects.  A wide variety of chemical 
techniques are routinely applied to bulk CNT material, especially for the purpose of 
characterizing purity by distinguishing between CNTs, amorphous carbon, and metallic 
content.  But signal-to-noise limitations severely limit the reliable measurement of low 
concentrations of defects in otherwise pristine graphitic lattices, especially in the 
presence of amorphous carbons or other disorder.  Section 4.1 further addresses the bulk 
chemical reactivity of defective CNTs. 

 

Fig. 13: Chemoselective labeling of SWNTs can locate defects for low-resolution 
imaging techniques like SEM.  In these images, each SWNT device has been 
prepared with a single carboxylate defect, which was subsequently activated 
by EDC/NHS and linked to Au-labeled streptavidin.  Each bright dot 
corresponds to a 25 nm Au particles, and some nonspecific adsorption occurs 
on the surrounding substrate (SiO2).  Scale bar is 500 nm.  Adapted and 
reproduced with permission from (Goldsmith et al., 2007). Copyright 2007, 
American Association for the Advancement of Science. 

3.4.  Optical spectroscopy 

The earliest scientific studies of defects categorized different types based on the color 
characterizations of wide bandgap crystals.  In a crystal, a defect does not modify the 
overall bandstructure but it does introduce a localized state within the bandgap.  These 
localized states provide many semiconducting crystals with additional color, 
luminescence, and electro-optic qualities.  Optical spectroscopy, combined with the 
electrochemical decoration described above, has therefore become a key tool in the 
semiconductor industry for identifying defects.  This section describes attempts to locate 
CNT defects using similar, far field spectroscopies and more recent, near field 
techniques. CNTs prove to be a much more complex and difficult system to characterize 



 

than Si crystals, but much can be learned nonetheless. 

3.4.1  Far field spectroscopy 

Traditional optical spectroscopy is central to the characterization of carbon materials, 
including mesoscopic carbons and CNTs.  In addition to the unique spectral fingerprints 
that identify CNT diameter, chirality, and electronic structure, spectral features also help 
to qualitatively evaluate purity.  For example, many chemical functionalities are 
identified by unique peaks in FTIR.  Single C-O bonds due to hydroxyl terminations 
occur at 1190 cm-1.  The double C=O bonds of carboxylic groups are found at 1720 cm-

1.  Both peaks are well separated from other carbon IR modes and easily identified when 
these types of defects exist in substantial quantities.  Furthermore, changes in peak 
height can provide a straightforward measurement of changes in a material, e.g. before 
and after a particular processing step.   

Unfortunately, however, the quantitative evaluation of FTIR peak heights has not 
been established as a means of measuring absolute disorder, much less of defect 
concentrations or locations.  Moreover, the absence of these special modes only 
indicates a “low level” of disorder, since the signal-to-noise in FTIR is insufficient to 
resolve single defects.  As with electrochemical decoration, the determination of defect 
densities is experimentally limited by the presence of contributing contaminants, which 
produce a relatively high noise floor.  Even using perfectly purified SWNTs would not 
be sufficient to remove these contributions, since SWNT endcaps also contribute to 
FTIR signals.  Therefore it is extremely difficult to isolate the IR contributions of 
sidewall defects and unambiguously measure sidewall crystallinity. 

Similar effects occur in Raman characterization of CNTs.  In Raman spectroscopy, a 
broad spectral band associated with symmetry breaking occurs around 1350 cm-1.  This 
“disorder” band, or D-band, is associated with non-hexagonal rings including S-W 
defects, 5-7 defects, and vacancies.  The intensity of this D-band can be enhanced by 
intentionally introducing disorder through chemical processing (Skakalova et al., 2005; 
Barros et al., 2007) or Ar+ irradiation (Skakalova et al., 2006).  A recent review by 
Pimenta et al. describes the theory and application of D-band measurements to the 
evaluation of commercial carbons and disordered CNTs (Pimenta et al., 2007).  As with 
FTIR, however, the technique is more limited when studying pristine CNTs with very 
few defects.  In highly crystalline CNTs, the D-band shrinks and its height can be 
difficult to estimate above the background spectrum, which still includes substantial 
contributions from the pentagons at CNT bends and end caps (Duesberg et al., 2000; 
Lamura et al., 2007).  Especially in shorter CNTs where these end effects can dominate, 
the diminishing contribution of sidewall defects is difficult to isolate or quantify 
(Pimenta et al., 2001; Chou et al., 2007). 



 

 

Fig. 14: The Raman D-band peak around 1300 cm-1 is a sensitive but qualitative 
measure of disorder.  Here, Ar+ irradiation has been used to introduce defects, 
increasing the D-band peak intensity ID 8-fold.  Reprinted with permission 
from (Skakalova et al., 2006). Copyright 2006 Wiley-VCH. 

With appropriate sample preparation, photoluminescence, resonant Raman, and 
Rayleigh scattering spectra may all be collected from single, isolated SWNTs or dilute 
SWNT dispersions (Bachilo et al., 2002; O'Connell et al., 2002; Dresselhaus et al., 2003; 
Sfeir et al., 2004).  In each case, spectral lines can be uniquely associated with a 
particular SWNT and distinguish its chiral indices (n,m).  All of these techniques are 
therefore sensitive to index-changing defects, though the Raman D-band remains the 
most direct optical measurement of disorder.  For example, Anderson et al. measured D-
band intensities on individual SWNTs produced by both arc-discharge and CVD growth 
methods, and observed the CVD SWNTs to have disorder intensities about three times 
lower (Anderson et al., 2005). 

3.4.2  Near field spectroscopy 

In recent years, remarkable progress has been made developing micro Raman and near-
field spectroscopies.  By working in the near field on the  isolated SWNT samples 
described above, spectral variations can be distinguished within particular regions of 
long SWNTs.  The development of these less common techniques is perfectly suited to 
locating features like defects. 

In the case of resonant near-field Raman spectroscopy, spatial resolution 
approaching 15 nm has been obtained using confocal (Doorn et al., 2005) or apertureless 
architectures (Anderson et al., 2005).  At this resolution, both direct and indirect 
measurements of defects become possible in principle.  The D-band intensity as a 
function of SWNT position serves as a direct map, definitively associating disorder with 
particular SWNT locations.  Indirect indicators include any Raman mode sensitive to 



 

changes in a SWNT’s (n,m) indices.  For example, the radial breathing mode (RBM) and 
the G and G’-bands are Raman features that directly measure diameter and symmetry, 
respectively, and change in response to 5-7 defects.  In practice, the RBM and G modes 
are spatially extended with large oscillator strenghts.  Mapping changes in them is 
relatively straightforward, and an indirect but convincing way of determining the 
presence of one or more 5-7 defects (Hartschuh et al., 2003; Anderson et al., 2005; 
Doorn et al., 2005).  Directly observing increases in the D-band intensity, on the other 
hand, proves very difficult.  Doorn et al., for example, mapped SWNTs longer than 100 
μm in length and in the rare transition regions where chiral indices changed, no extra D-
band intensity could be resolved (Doorn et al., 2005). 

Anderson et al. achieved the necessary signal enhancement by replacing the confocal 
geometry with a Au-coated metal tip (Anderson et al., 2007).  The Au provided 
plasmonic, local field enhancements that could be scanned or manipulated in the region 
of a defect.  With the combination of 40 nm lateral resolution and enhanced optical 
intensity, D-band increases were in fact resolved: a two-fold increase in D-band 
intensity is reproduced in Fig. 15.   The  RBM transition region in this SWNT appears to  

 

Fig. 15: Direct and indirect Raman spectroscopy of a defect in a single SWNT.  The 
RBM mode abruptly shifts from 250 to 190 cm-1 (left axis), indirectly 
identifying a defect through its effect on the SWNT diameter.  Within the 
transition region, the D-band intensity approximately doubles (right axis).  
Note that the D-band intensity is much higher at both SWNT ends, indicating 
one difficulty of resolving sidewall disorder.  This apertureless measurement 
achieved 40 nm lateral resolution by using plasmonic-enhancement from a Au 
probe.  Reprinted with permission from (Anderson et al., 2007). Copyright 
2007 American Chemical Society. 



 

extend over > 100 nm, suggesting perhaps two or more 5-7 defects separated by long 
distances.  This particular arrangement may have aided the experiment, and further work 
will determine whether adjacent 5-7 defects and SW defects can be resolved in the D-
band. 

Whereas Raman spectra are sensitive to particular phonon modes, 
photoluminescence (PL) reflects the electronic bandstructure of a semiconducting 
SWNT (O'Connell et al., 2002; Bachilo et al., 2002) or MWNT (Uemura et al., 2006).  
Bandstructure is closely related to a SWNT’s (n,m) indices (Chou et al., 2004), so that a 
5-7 defect that changes these indices can be mapped indirectly through its effect on 
electronic transitions, just as with the Raman RBM mode described above.  In principle, 
a careful comparison of RBM and PL transitions surrounding a 5-7 defect might suggest 
different length scales, since the electronic and phonon localization lengths need not be 
identical.  In practice, however, the interpretation of SWNT PL is much more 
complicated than a phonon map (Lefebvre et al., 2008).  The primary source of PL in 
SWNTs is from radiative excitonic recombination.  In the absence of disorder, SWNT 
excitons are relatively long-lived, diffusing over a 90 nm range and sampling 
approximately 10,000 lattice sites.  The PL signal, then, is essentially a map of exciton 
diffusion and lifetime.  Dilute disorder, whether from adsorbates, substrate charge traps, 
or lattice defects, amplifies nonradiative recombination channels and quenches this PL 
signal. 

Finally, as near-field optics gets closer to resolving individual defects, it becomes 
possible to monitor defect creation in real time.  In general, the Raman and PL 
techniques described above are sensitive to (n,m)-changing defects and not SW or 
vacancy defects that can be produced post-synthesis.  Nevertheless, Cognet et al. studied 
the PL of individual SWNTs exposed to sulfuric acid or diazonium salts, and observed 
stepwise drops occuring during exposure (Cognet et al., 2007).  The steps shown in Fig. 
16 were attributed to the creation of adduct defects, much like conducance experiments 
to be described in Section 4.2.  These adducts do not change the gross electronic 
spectrum of a SWNT, but they do pin excitons and amplify their nonradiative 
recombination channels.   In similar work, defects have been observed to produce 
localized emission from unbound electron-hole pairs electrically injected from opposite 
ends of a SWNT (Freitag et al., 2006; Avouris et al., 2008). 

3.5.  Electrical conductance 

Of the different methods for locating defects described in this Section, electrical 
conductance is probably the least well known outside the CNT field.  Conductance is not 
generally sensitive to individual defects, and it is merely a measure of global disorder 
and doping in 3-D and bulk materials.   This remains true as dimensionality is reduced to 



 

 

Fig. 16: Stepwise quenching of SWNT photoluminescence during the stochastic 
addition of covalent adducts, in this case 4-chlorobenzene-diazonium 
tetrafluoroborate.  Each panel represents a different SWNT, with two curves 
for two adjacent, independently-measured segments (670 nm in length).  Each 
asterisk indicates one unit of PL decrease.  Adapted and reproduced with 
permission from (Cognet et al., 2007). Copyright 2007, American Association 
for the Advancement of Science. 

2-D films, though in specialized cases point defects give measurable effects (Pelz and 
Clarke, 1985; Wong, 2003; Punnoose and Finkel'stein, 2005).  Further reduction to the 
1-D limit, however, opens up new characterization possibilities with exceptional 
sensitivity.  Quantum wire conductances are strongly disorder-dependent, and even 
arbitrarily small disorder can induce localization in these systems (Egger and Grabert, 
1995; Auslaender et al., 2002).  This section describes techniques that take advantage of 
this amplification to locate defects with good spatial resolution.  Additional 
measurements of the long-range electronic effects of defects are described further in 
Section 4.2. 

The invention of STM was rapidly followed by numerous extensions known 
collectively as “scanning probe microscopy” (Kalinin and Gruverman, 2006).  The most 
common of these, atomic force microscopy (AFM), is sensitive to sample topography 
and in special cases can achieve atomic resolution.  AFM does not, however, resolve 
individual defects such as the disorder on MWNTs (Bachtold et al., 2000), small gaps in 
SWNTs (Park et al., 2002), or point adducts (Goldsmith et al., 2007), perhaps because 
the technique is not sensitive to electronic structure.  Augmenting AFM with a metalized 
cantilever, on the other hand, allows electronic measurements to be made with 
nanometer precision. In its simplest implementation, the AFM tip acts as a moveable 
contact probe to measure CNT resistances.  Dai et al. demonstrated an early 
measurement of this type, mapping the length-dependent resistance of a CNT and 
finding it to be roughly proportional to length (Dai et al., 1996).  This type of 



 

measurement requires one fixed contact electrode on the CNT, and it can be hampered 
by variability and irreproducibility of the tip-CNT contact point. 

Kelvin force microscopy (KFM), electrostatic force microscopy (EFM), and 
scanning impedance microscopy (SIM) are all variations of this principle of mapping 
electronic features (Kalinin and Gruverman, 2006).  Using a CNT contacted by two 
electrodes and appropriately biased, these techniques directly map electrostatic surface 
potentials or their gradients along the CNT length, thereby avoiding instabilities 
associated with trying to use the tip itself as an electrical contact.  In pristine SWNTs, 
these techniques have confirmed the absence of potential gradients and verified the 
general lack of diffusive scattering (Bachtold et al., 2000).  Furthermore, they have 
directly imaged the electronic consequences on a SWNT caused by disorder in 
supporting substrate (Tans and Dekker, 2000; Woodside and McEuen, 2002).  By far the 
strongest effects, though, occur whan a SWNT contains a defect.  In this case, sharp 
potential drops can be resolved at room temperature at fixed positions along the tube 
length  (Goldsmith, 2002; Freitag et al., 2002; Goldsmith and Collins, 2005).  Fig. 17 
shows example data taken from a KFM measurement of surface potentials. 

 

Fig. 17: KFM mapping of the electostatic potentials along single SWNT devices.  (a) 
In a pristine SWNT, all of the potential drops are observed to be at the contact 
interfaces and the SWNT itself is nearly equipotential.  (b) With strongly-
scattering defects, the potential drop at the interfaces is insignificant compared 
to those in the vicinity of the defect(s).  Adapted and reproduced with 
permission from (Goldsmith, 2002). 

Another local conductance measurement is known as scanning gate microscopy 
(SGM) (Bachtold et al., 2000; Staii and Johnson, 2005).  SGM proves to be a relatively 
simple and reproducible technique for locating defects, though its resolution and 



 

applicability is somewhat limited.  In SGM, the conductive cantilever is biased with 
respect to a CNT device and then employed as a movable, electrostatic gate electrode.  
For CNTs that have field-sensitive conductances, the SGM technique provides a spatial 
map of the sensitivity.  For instance, many SWNTs have transistor-like responses to 
gating, and the SGM technique maps the device location(s) that contribute.  SGM has 
been tremendously helpful for proving that many SWNT transistors switch because of 
gate-sensitive Schottky barriers, rather than solely due to bulk carrier depletion (Heinze 
et al., 2002).   

Many types of defects produce similar gate-dependencies because their localized 
electronic states scatter in narrow, resonant energy ranges.  This makes defects readily 
observable in SGM (Bachtold et al., 2000; Goldsmith, 2002; Staii and Johnson, 2005; 
Goldsmith et al., 2007).  In CNTs with metallic bandstructure, defects may be the sole 
contributors to gate sensitivity, so that an SGM image is a very simple map of defect 
positions.  A previous example of this was presented in Fig. 12d.  With semiconducting 
CNTs, gate-dependent carrier concentrations and contact interfaces also contribute to the 
SGM image (Fig. 18).  In principle, these effects limit SGM’s ability to resolve defects, 
but the defect scattering is often strong enough to be distinguished (Freitag et al., 2002; 
Zhou et al., 2005).  As a consequence, defect sites are often quite obvious, even in 
semiconducting SWNTs, as long as they are physically distant from the Schottky 
barriers. 

 

Fig. 18: SGM (a-e) and SIM (f-j) images taken at varying biases of a SWNT device 
with electrostatically-sensitive sites.  Positions of the contact electrode 
interfaces are drawn in (c).  Under some conditions, gating is solely observed 
at the Schottky barriers at both ends of the device (a,b).  Additional 
inhomogeneity is observed with larger and more perturbative tip biases (c,d). 
Reproduced with permission from (Freitag et al., 2002). Copyright 2002, 
American Physical Society. 



 

The lateral resolution of these techniques rarely exceeds 20 nm, making them 
somewhat imprecise among the different scanning probe methods.  However, they have 
the additional advantage of being able to perform electronic spectroscopies.  The 
potential drop at a defect site is not simply proportional to the total bias applied to the 
CNT, but is instead energy dependent.  Careful mapping of this dependence, which 
might reflect scattering processes that are resonant with the defect’s energy levels, may 
allow different types of defects to be electronically classified.  This advance would be an 
important step for these techniques, because at present the structure of different defects 
reported by KFM or SGM has been decidedly vague.  In fact, most measurements have 
been unable to distinguish between sidewall defects, adducts, and the more extrinsic 
effects discussed in Sec. 2.2: a charge trap in the CNT’s supporting oxide may locally 
enhance gate sensitivity as much as a SW defect.  Differentiating between these possible 
mechanisms is key to the usefulness of the measurements, and energy-dependent 
mapping is a potential solution.  Similar techniques have electronically distinguished 
different SWNT chiralities (Heo and Bockrath, 2005), but the application to defect 
spectroscopy remains unproven.  Ultimately, different defect types may be too similar to 
be distinguished (Orlikowski et al., 2000). 

Mobile surface contaminants present substantial difficulties to the techniques 
described here.  In ambient conditions, these contaminants dynamically follow the 
scanning probe and screen its effectiveness (Kalinin and Bonnell, 2004).  More accurate 
electronic information is recovered by performing measurements in UHV conditions, 
but with a low throughput that undermines the effectiveness of the techniques for 
locating defects.  Furthermore, sample preparations like baking and degassing possibly 
modify a defect’s interesting aspects.  An intermediate solution to UHV is to cool 
samples below 0 oC for imaging.  Rather than removing all surface ions, cooling fixes 
the ions in place by freezing the surface moisture that contributes to their high mobility.  
Comparison of images taken at 20 oC and -70 oC indicate virtually no change in 
electrical characteristics, despite substantial contrast enhancements in EFM, KFM, and 
SGM. 

4. PHYSICAL CONSEQUENCES OF DEFECTS AND DISORDER 

The final main Section of this chapter focuses on the long-range consequences of defects 
and disorder.  Of course, some of the physical consequences of defects are the enabling 
mechanisms for the experimental methods just described, and every CNT defect of 
course has its individual, localized effects.  This Section focuses on additional effects 
that, while not used primarily as methods for locating defects, are nonetheless sensitive 
to their presence. 

In particular, a single defect can be consequential far out of proportion to its atomic 



 

concentration.  This is particularly true for electronic and mechanical properties, for 
which the extended properties of a 1-D system are especially sensitive to weak links.  
The main emphasis in this section is on these long-range and disproportionate 
consequences, where for example two identical CNTs become measurably 
distinguishable because of the presence of a single defect in one.  Ultimately, these 
physical effects are the main motivation for studying defects in CNTs. Defects in highly 
confined, 1-D materials remain poorly understood experimentally, despite their potential 
for novel physics and their looming importance in nanometer scale electronic and 
mechanical devices.  Section 4 is organized into three parts, separately treating the cases 
of chemical, electronic, and mechanical properties. 

4.1.  Chemical reactivity of CNT defects 

Because of the strain on its curved surface, one might guess that the presence of a CNT 
defect could lead to dramatic long-range chemical effects, perhaps the exothermic 
unraveling or melting of the cylindrical structure.  However, the carbon cylinder is an 
energy minimum compared to narrow graphene strips, and such disintegration is only 
believed to occur for extreme conditions such as large tensile strains, extensive 
oxidation, or irradiation (Chopra et al., 1995a; Cabria et al., 2003; Li et al., 2006).  
Defects may in fact lower the melting temperature of CNTs, for example from 4500 K to 
2600 K (Zhang et al., 2007), but the temperatures remain extremely high for most 
practical considerations.  Instead, the presence of point defects appears to have minimal 
effects on the measurable chemical reactivity of CNTs, especially when assayed by bulk 
analytical techniques. 

For example, thermal analysis is widely employed to measure CNT content and 
purity.  Thermogravimetric analysis (TGA) involves monitoring sample weight during 
heating, typically at rates of 1 – 3 °C/min.  In air, amorphous carbons convert to CO and 
CO2 at temperatures below 400 °C, whereas CNTs burn at higher temperatures of 400 – 
750 °C (Dillon et al., 1999).  Above 1000 °C, any remaining mass can be attributed to 
metal contaminants such as transition metal catalysts.  The highest quality SWNTs 
exhibit relatively sharp weight loss profiles, as demonstrated in Fig. 19 below.  Highly 
defective or contaminated materials, on the other hand, burn over much wider ranges of 
lower temperatures. 

Similar thermal analysis conducted in vacuum is readily integrated with mass 
spectrometry (TGA-MS) to identify the specific desorption products.  The mass 
spectrometry increases the dynamic range of this type of measurement, from 
approximately one part per thousand sensitivity to one part per million.  TGA and TGA-
MS both readily quantify purity in disordered carbons.  Typical chemical surface groups 
can even by titrated by their different gas evolutions, with CO2 evolution peaking at 250 



 

°C and 600 °C, and CO peaking at 700 °C (Fig. 19c) (Barton et al., 1972; Barton et al., 
1973).  In graphite, the latter CO peak results from basal plane oxidation, initated from 
edges or defects.  A comparison of the SWNT (Fig. 19a) and graphite (Fig. 19c) results 
suggests that similar CO evolution occurs from highly purified SWNTs.  In this case, 
reactive endcaps constitute the predominant contribution to gas evolution, and this 
endcap burning dominates the width of the TGA profile and precludes direct observation 
of the enhanced reactivitity of other dilute, sidewall defects.  Without purification, the 
residual metals common in bulk SWNTs reduce the oxidation threshold in this type of 
measurement.  Because these metals catalyze oxidation processes as well as CNT 
growth, their presence substantially reduces and broadens the temperature range over 
which bulk material burns.  These factors indicated that neither TGA nor TGA-MS is 
particularly applicable to measuring defect densities in the presence of any appreciable 
degree of disorder. 

    

Fig. 19: (a,b) Normalized TGA spectra for SWNTs produced by laser ablation and 
then purified by a 2-step technique of acid reflux and air oxidation.  After 
purification, the SWNT fraction resists oxidative weight loss up to 550 °C and 
has an inflection point at 735 °C (a).  Acid reflux durations exceeding 16 
hours are more effective at removing amorphous carbons, but a substantial 
reduction in SWNTs is also seen (b). (c) By coupling TGA with mass 
spectrometry, oxygen-containing functional groups may be titrated from acid-
oxidized graphitic carbons.  (b) Reproduced with permission from (Dillon et 
al., 1999).  Copyright 1999 Wiley-VCH. (c) Reproduced with permission 
from (Barton et al., 1973).  Copyright 1973 Elsevier Limited. 

Another similar and widely-reported characterization technique involves 
electrochemical cycling of CNT materials.  Redox measurements, in contrast to the 
depositions described in Section 3.3, are widely used to compare the electrochemical 
activities of bulk carbon electrodes (Taylor and Schultz, 1996), and a rapidly growing 
field of literature compares the different redox activities of heavily oxidized CNT 
electrodes.  Without oxidative treatments, however, the baseline electrochemical 

a) b) c) 



 

activities of CNTs are orders of magnitude smaller.  The electrochemical activity of the 
pristine sidewall is small, but not beyond the range of sensitive electronics when coupled 
with the proper architecture of localized probing (Burt et al., 2005) or isolated CNTs 
(Heller et al., 2005; Heller et al., 2006).  In principle, the chemical activity of a defect 
should be readily detectable in such measurements, perhaps by using redox couples 
having high turnover rates.  Similar work on graphitic electrodes has led to a better 
appreciation of the activity of edge sites and defects (Ji et al., 2006; Punbusayakul et al., 
2007). 

Many additional techniques have the ability to characterize CNTs, especially for the 
purpose of characterizing purity by distinguishing between CNTs, amorphous carbon, 
and metallic content.  Various functionalization schemes, measurements of BET surface 
area, neutralization, titration, and fractionation are all useful tools that have played roles 
in the quantitative comparison and optimization of carbon fibers, activated carbons, and 
carbon electrodes (Kinoshita, 1988).  But all of these carbons contain substantial 
proportions of oxidized edges that are not available in pristine CNTs, and the techniques 
are generally unable to distinguish the very small concentrations of sidewall defects in 
pristine material.    In addition, measurements of CNT bundles are dominated by 
interstitial voids.  While those measurements are useful, they further restrict the ability 
to resolve sidewall defects.  These limitations in turn complicate efforts to buttress 
empirical knowledge with a microscopic understanding of the individual effects of 
different types of defects. 

Overcoming those limitations requires that the CNTs first be disordered and then 
oxidized, for example by the processing described in Sec. 2.3.  In this case, an 
abundance of surface groups can be readily detected by bulk analytical methods.  In fact, 
a remarkable property of CNTs is their ability to maintain a cylindrical structure in the 
presence of tremendous defect densities.  Mawhinney et al. studied an ozone titration of 
oxidized SWNTs, and observed that 1 out of every 20 carbons was located at a defect 
site (Mawhinney et al., 2000). 

4.2.  Electrical transport and CNT defects 

The potential usefulness and novelty of CNT electronic properties have motivated an 
aggressive pursuit of electrical measurements over the past decade.  Many interesting 
effects have been experimentally observed, reproduced, and theoretically explained, and 
several up to date reviews describe the current understanding of the field (Biercuk et al., 
2008).  This section excludes most of these phenomena, focusing instead on the 
transport effects that are specific to SWNT defects. 

Before the incorporation of defects, pristine SWNTs are high mobility, quasi-



 

ballistic conductors with exceptional properties.  The SWNT conductance G is often 
discussed in terms of the quantum of conductance, Go = 2e2/h, appropriate for a single, 
current-carrying, 1-D channel or quantum state with spin degeneracy.  The pristine, 
metallic SWNT has two such states, located at the K and K’ momentum points of 
graphene’s Brillouin zone. Mixing between these states, as well as electron-phonon 
scattering and backscattering generally, is strongly suppressed (McEuen et al., 1999; 
Ando, 2005), so that short, clean SWNTs behave like ballistic, 1-D conductors. 

4.2.1 Conductance of topology-changing 5-7 defects 

Before the first SWNT devices had been successfully fabricated or measured, the 
possibility of novel SWNT heterojunctions had been considered theoretically (Charlier 
et al., 1996; Chico et al., 1996b; Chico et al., 1996a; Saito et al., 1996).  These 
“junctions,” described above in Sections 2.1 and 3.1, consist of SWNTs with 5-7 defects 
that change the topological indices (n,m) midway along the SWNT.  Because electronic 
bandstructure is sensitive to these indices in SWNTs, this type of defect is remarkably 
consequential.  As confirmed by STM spectroscopy (Ouyang et al., 2001; Kim et al., 
2003a; Ishigami et al., 2004), different defect configurations can change semiconducting 
SWNTs into metallic ones and vice versa, thereby producing 1-D semiconductor-
semiconductor, metal-semiconductor, and metal-metal heterojunctions depicted in Fig. 
20. 

While these junctions can be atomically resolved on metallic surfaces, testing their 
transport properties requires an insulating substrate that precludes STM imaging.  
Nevertheless, certain defect configurations result in characteristic kinks, and these kinks 
are easily resolved by AFM.  Yao et al. found approximately 1% of 500 SWNT devices 
to contain sharp kinks, and proceeded to electrically characterize these (Yao et al., 
1999).  Some kinks exhibited asymmetric rectification appropriate for metal-
semiconductor junctions (Fig. 20d).  Other, more conductive devices had nonlinear I-V 
characteristics and temperature dependences suggestive of metal-insulator-metal 
junctions.  In both types, the transport is dominated by a tunneling barrier formed at the 
heterojunction interface, i.e. by localized states surrounding the defect site(s).  Yao et al. 
analyzed their results in terms of tunneling between Luttinger liquids, an aspect of 
SWNT junctions that is wholly different from conventional 2-D heterojunctions.  
Unfortunately, due to both the rarity of such devices and the lack of precise indexing, 
there has been limited opportunity to model the particular characteristics of specific 
atomic arrangements.  Recent progress indexing junctions optically, as described in 
Section 3.4b, combined with the deterministic synthesis of heterojunctions described in 
Section 2.1c, should lead to renewed activity and progress in this area. 

Other notable cases of rectification have been observed in different SWNT junctions.  



 

A portion of a SWNT decorated by an adsorbed impurity was found to rectify current 
(Antonov and Johnson, 1999), as are many Y-branched MWNTs having three terminals 
(Papadopoulos et al., 2000).  A definite metal-semiconductor junction was fabricated at 
the crossing point between a semiconducting SWNT and a metallic one (Fuhrer et al., 
2000).  The rectification in such experiments is usually attributed to a particular location 
in the device, though this is impossible to prove using fixed electrodes.  Using a sliding 
STM tip to study transport at different points, Collins et al. observed the transition from 
symmetric to rectifying I-V behavior along a SWNT bundle (Collins et al., 1997).  Each 
of these examples continues to generate interest in SWNT heterojunctions as possible 
nanoscale electronic components. 

 

Fig. 20: Atomistic models of a metal-metal (a) and two metal-semiconductor (b,c) 
SWNT heterojunctions.  Orientation of the 5- and 7-membered rings determines 
each junction’s geometric length and angle.  d) The kinked junctions are more 
readily located experimentally (AFM image in inset) and fabricated into 
devices.  A measurement on a semiconductor-metal junction has an 
asymmetric, rectifying I-V.  (a,b) Reproduced with permission from (Saito et 
al., 1996).  Copyright 1996 American Physical Society.  (c,d) Reproduced with 
permission from (Yao et al., 1999).  Copyright 1999 Nature Publishing Group. 

4.2.2 Conductance of other point defects 

Most other point defects break the SWNT symmetry and introduce acceptor and/or 
donor states, but they do not change the entire SWNT topology.  Instead, the electronic 
perturbations are spatially localized.  Nevertheless, these point defects still impact every 
passing charge carrier and can therefore substantially change G.  For example, decay 
lengths of 0.5 – 3.0 nm are observed for typical defect states by STM spectroscopy (Kim 
et al., 2003a; Ishigami et al., 2004; Ruppalt and Lyding, 2007).  These states, which 
wrap entirely around a SWNT circumference, are extended barriers or trapping 



 

potentials for free carriers to traverse.  SW defects are mildly disruptive, producing 
shallow pairs of donor and acceptor states with energies near the band edges (Lee et al., 
2005).  Adduct and vacancy defects, on the other hand, tend to produce higher potential 
barriers. In either case, the potentials are short range, and they therefore promote the 
large-momentum-transfer backscattering to which SWNTs are not normally susceptible 
(Ando, 2005). 

Modeling of these barriers and their effects on G has been completed for an 
extensive range of defect types.  The theoretical literature deserves a separate review to 
be thorough, since it covers SW defects, vacancies, substitutional dopants, and adducts 
of various molecules, all performed in an assortment of symmetries with respect to 
SWNT axis and chirality.  Unfortunately, experimental confirmation of these predictions 
lags far behind, as very few experiments combine the resolution and defect control 
necessary to make quantitative comparisons.  Furthermore, model configurations are 
chosen for computational conveniences such as symmetry, rather than for their chemical 
appropriateness.  Even so, numerous models predict the same common feature, 
independent of the techniques used, which is a defect-induced G suppression on the 
order of 50%.  Two examples are shown in Fig. 21.  A simple, hand waving 
interpretation of this frequent outcome is that a defect disrupts transport in one but not 
both of a SWNT’s conduction channels.  Modeling further suggests a rich assortment of 
behaviors as two or more defects promote interference effects and interchannel 
scattering, some of which are shown in Fig. 22.  Higher defect densities, of course, 
generally degrade a SWNT until it is insulating.  

Experimentally, many measurements have clearly resolved G decreases in SWNT 
films as they are chemically attacked.  Usually, accompanying changes of optical 
properties are used to determine the effectiveness of different reagents.  Covalent 
sidewall reactions like fluorination appear to have the strongest effects on conductivity, 
in agreement with the predictions for sidewall adducts (Mickelson et al., 1998; 
Sumanasekera et al., 1999; Pehrsson et al., 2003).  A recent review provides a full 
summary of the electrical properties of chemically-modified CNTs (Burghard, 2005). 

The modeling, however, suggests that G is sensitive to single sidewall defects, and 
that it should be possible to clearly resolve their creation or other dynamics.  G 
measurements can be performed in any environment where a SWNT device is stable – at 
high temperature, in acidic electrolytes, under radiation, etc. – and this provides a fair 
degree of experimental versatility for trying to resolve defects’ electronic effects.  
Changes in G have, in fact, been observed before and after Ar+ irradiation (Woo et al., 
2006) and electron beam irradiation (Bachtold et al., 1998; Kasumov et al., 1998; Suzuki 
and Kobayashi, 2005; Vijayaraghavan et al., 2005), but it is difficult  to attribute these 
induced changes to any particular mechanism.  Alternately, researchers have 
investigated  changes  in  G due  to  chemical reactions,  and these experiments are more 



 

 

Fig. 21: a) G of an (18,18) armchair nanotube with a Stone-Wales defect, determined 
using tight binding (dashed line) and k · p (solid lines) models.  Different 
symmetry defects have substantially similar consequences, merely shifted in 
energy. b) G of a (5,5) armchair SWNT with different covalent adducts, 
determined using density functional calculations.  Each adduct decreases G by 
approximately 50%, though the position of the minimum shifts due to 
differences in each adduct’s electron affinity.  (a) Reproduced with permission 
from (Matsumura and Ando, 2001).  Copyright 2001 Physical Society of 
Japan. (b) Reproduced with permission from (Park et al., 2005).  Copyright 
2005 IOP Publishing Limited. 

promising.  Cui et al. looked at OsO4 oxidation, and observed hundredfold reductions in 
G that could be reversed by UV exposure (Cui et al., 2003).  In this case, osmylation 
presumably forms an adduct to the SWNT sidewall, which UV can photocleave. Other 
researchers have investigated the reactions of diazonium salts with SWNTs 
(Balasubramanian et al., 2003; Wang et al., 2005).  Diazonium reactions are of particular 
interest because they are more selective to the carbon lattice, and to small-diameter 
metallic SWNTs in particular (Bahr et al., 2001; Strano et al., 2003).  Researchers have 
observed G degradations on both metallic and semiconducting SWNTs. 

In 2007, Goldsmith et al. resolved discrete steps in G using electrochemical 
oxidation in acids like HNO3 and HClO4 (Goldsmith et al., 2007).  Whereas previous 
work had observed gradual degradation, the measurements in Fig. 23 capture individual 
sidewall oxidation and reduction reactions.  The important difference is the adoption of 
electrochemical techniques from graphite and graphite oxides (Kinoshita, 1988; 
Sumanasekera et al., 1999), whereby the reaction rates can be exactly tailored.  By 
biasing the SWNT at its threshold of reactivity, individual, stochastic events occur  well- 



 

 

Fig. 22: a) Theoretical G for two vacancies versus their separation D (in units of the 
SWNT diameter L).  Of three orientations shown, only one completely blocks 
both conductance channels.  b) Theoretical G of a (6,6) armchair nanotube 
containing substitutional oxygen defects.  The first atom decreases G by 30%, 
but the effect of the second (dashed line) or third oxygen (bold line) depends 
strongly on the defect’s separation. (a) Reproduced with permission from 
(Nakanishi et al., 2000).  Copyright 2000 Elsevier Limited.  (b) Reproduced 
with permission from (Rochefort and Avouris, 2000).  Copyright 2000 
American Chemical Society. 

separated in time.  Oxidizing conditions drop G as covalent adducts introduce sp3 
conjugations, and reducing conditions step G back up as ethers are produced (see Fig. 
3).  The presence of the residual ethers dominates the gate dependence G(Vg), especially 
when experiments are performed on metallic SWNTs as shown in Fig. 23c. 

The ability to resolve sidewall reactions allows SWNTs to be studied before and after 
incorporation of single defects.  Furthermore, devices fabricated with single defects can 
be tailored as described in Section 2.3.  It is likely that this level of precision will be 
particularly useful for comparing experiment with theory.  For example, Fig. 24 shows 
G(Vg) measurements taken on a metallic SWNT and a semiconducting SWNT before 
and after the production of a carboxylate defect (Coroneus et al., 2008; Goldsmith et al., 
2008).  Subsequent probing of these defects with EDC allowed the direct observation of 
binding and unbinding events as EDC molecules interacted with the carboxylate.  G 
modulation on the order of 50% was observed from individual chemical events, and 
analysis of the binding statistics provided a measure of the EDC turnover rates in good 
agreement with bulk measurements.  The large signal suggests SWNT defects could 
have promising applications in the study of single molecule dynamics and chemistry. 



 

 

Fig. 23: a) G(t) during oxidative incorporation of adduct defects in HClO4, followed 
by electrochemical reduction of the same SWNT.  Sharp steps of 10 – 30% 
are attributed to individual chemical events.  b) G(Vg) for a metallic, pristine 
SWNT oxidized and then reduced.  Substantial recovery of G following 
reduction is due to the formation of ethers, which have sp2 conjugation and 
high conductance.   Note that measurements are at low bias (100 mV), and 
that tunneling across the defect state dominates G at higher bias.  Reproduced 
with permission from (Goldsmith et al., 2007).  Copyright 2007, American 
Association for the Advancement of Science. 

 

Fig. 24:  A semiconducting (a) and a metal SWNT (b) both exhibit a reduced, gate-
sensitive G following the incorporation of a carboxylate defect.  Note that the 
gate voltage on the x-axis is applied to a liquid electrolyte.  c) G fluctuations 
of 50% indicate ongoing binding dynamics between the carboxylate defect 
and a surrounding electrolyte containing EDC.  Adapted and reproduced with 
permission from (Goldsmith et al., 2008). Copyright 2008, American 
Chemical Society. 

a) b)



 

Finally, three terminal SWNT devices in field effect transistor (FET) geometries are 
typically analyzed in terms of their gate dependences.  The behavior of G(Vg) determines 
primary device benchmarks such as on/off ratio and transconductance.  But the presence 
of defects can produce misleading results, since defects introduce additional gate 
sensitivities shown in Section 3.5 and Fig. 23.  For example, extracting an effective 
carrier mobility from the device transconductance requires knowledge of the relevant 
capacitance, a parameter which varies greatly depending on whether the entire SWNT or 
just a point defect is modulating the current.  While SWNTs do have outstanding carrier 
mobilities at room temperature, defects account for some of the very large values 
reported in the literature (Zhou et al., 2005; Woo et al., 2006). 

4.2.3 Chemoresistance 

The chemoresistive sensitivity of CNTs was not anticipated theoretically and its initial 
observation (Collins et al., 2000a; Kong et al., 2000) seemed at odds with the principle 
of inert, graphitic conductors.  Subsequent study has identified multiple possible 
mechanisms for the observed effects, but no unified understanding of their contributions 
has emerged, and theory and experiment remain separate.  Nevertheless, one point has 
achieved broad theoretical and experimental consensus, and that is the importance of 
defects and disorder.  All of the conductance effects described above are sensitive to a 
defect’s charge, and this localized charge is chemically active.  Reactive defects help 
promote charge transfer, chemisorption, and covalent bonding between a CNT and its 
environment, thus enhancing their response as chemical sensors. 

Oxidations generally improve the sensitivity of many types of CNT electrodes, 
including electrochemical ones.  Acid-treatments enhance the sensitivity of MWNTs to 
different analytes, though also to common gases like O2 and water vapor (Watts et al., 
2007).  Mendoza et al. observed a 100% increase in sensitivity to NO2 after a long 
treatment with hot HNO3 (Mendoza et al., 2007).  These researchers concluded that 
oxygen-containing defects, and particularly carboxylates, play a key role.  Theoretical 
modeling generally agrees with this result, especially in light of the weak interactions 
and charge transfer associated with defect-free SWNTs, though some calculations also 
predict enhancements for SW defects (Maiti et al., 2006). 

The field of chemical sensing is complicated by a competition among multiple 
possible mechanisms.  Exposed interfaces at the CNT-electrode contacts, for example, 
have a clear and measurable chemoresponse that is distinct from any sidewall response 
(Shim, 2005; Shim et al., 2005; Zhang et al., 2006).  Multi-CNT electrodes, such as the 
thin films that are commonly used, also include highly resistive intertube junctions.  
These junctions are sensitive to physisorbates and are also repositories for reactive 
contaminants and amorphous carbons.  Robinson et al. completed a careful study of 



 

SWNT films by measuring chemoresponses before and after mild oxidations in 
UV/ozone (Robinson et al., 2006).  Despite mapping tenfold response enhancements that 
accompany carboxylate densities, the relative importance of interfacial effects, CNT-
CNT contacts, and CNT sidewalls remained ambiguous because the chemical oxidation 
changed all three. 

CNT-based H2 sensors are one of the few demonstrations of chemoresistivity that 
have progressed to the commercial market, and yet despite this relative maturity, the H2 
sensing mechanisms remain poorly understood.  Typically, Pd metal is deposited onto 
SWNT devices (Kong et al., 2001) in order to sensitize them to H2 gas.  Empirically, 
sputtered Pd gives the desired result, but thermal deposition and electrodeposition do not 
(Yuan et al., 2007).  Using the selective electrodeposition technique described in Section 
3.3, it can be proven that H2 sensitivity only results when Pd particles decorate defect 
sites (Fig. 25).  Pd that otherwise decorates pristine sidewalls or contact interfaces does 
not result in H2 sensitivity (Khalap, 2008).  The effectiveness of Pd sputtering indicates 
that it probably introduces low levels of damage. 

 

Fig. 25: G(t) for two SWNT sensor devices electrochemically decorated with Pd, as 
they are repeatedly probed by H2 gas in air.  G decreases ~40% in the first 
device (solid line), a semiconducting SWNT liberally decorated as shown in 
the micrograph.  G decreases more than 99% in the second device (dashed 
line), composed of a semi-conducting SWNT with a single, selectively-
decorated defect.  Reproduced with permission from (Khalap, 2008). 

4.3.  Mechanical effects of CNT defects 

One of the most notable properties of CNTs is their mechanical strength.  Very early 
calculations suggested high tensile strengths for CNTs (Overney et al., 1992; Kiang et 
al., 1995; Ruoff and Lorents, 1995), and beginning in 1996 a number of mechanical 
measurements were successfully made on individual CNTs.  A team at NEC laboratories 
used a TEM technique to measure the Young’s modulus of MWNTs and SWNTs to be 



 

approximately 2 TPa and 1.2 TPa, respectively (Treacy et al., 1996; Krishnan et al., 
1998).  Similar values were obtained independently using AFM techniques (Wong et al., 
1997; Falvo et al., 1997).  Subsequently, a variety of strength measurements have been 
performed on individual CNTs, bundles and yarns of CNTs, and CNTs incorporated into 
composites.  In general, the tensile strength of CNT ropes can exceed 1 GPa and 
withstand strains of 5% or more.  These high values, combined with outstanding 
strength-to-weight ratios, make CNTs technically superior to metal alloys, Kevlar, or 
other carbon-based polymers (Baughman et al., 2002), and have even supported 
speculation about cabling for Earthbound space elevators. 

Obviously, this extraordinary mechanical strength is sensitive to defect densities, but 
it is important not to overemphasize their role.  Many factors limit the ultimate 
performance of high performance fibers, and the presence or absence of CNT defects is 
only relevant in the limit that no other weaknesses exist.  Experimental fibers may 
contain voids, inhomogeneous microstructure, and CNTs weakened by kinks, 
entanglements, and twists.  Furthermore, mechanical testing on macroscopic samples 
require efficient strain transfer from one CNT to another, and early mechanical 
experiments routinely observed CNTs pulling out of their matrices rather than tearing 
(Ajayan et al., 1994).  To address these failure modes, researchers have actively pursued 
chemical oxidation and functionalization to provide covalent linkages, either among the 
CNTs or between them and a supporting matrix.  The relatively inert CNT surfaces are 
poorly suited to covalent intertube strengthening, though, and the net effect of these 
treatments has usually been to compromise the intrinsic strength of the CNT lattice.  
Much of the existing literature therefore places lower bounds on the actual strain or 
strength of individual CNTs, and in the context of such difficulties the consequences of 
dilute defects are completely obscured. 

Defects like di-vacancies and interstitials are mechanically important in graphites 
and graphitic carbon fibers because they help to form interlayer bonds among the carbon 
sheets.  Similar crosslinks increase the shear strength of MWNTs and can reduce the 
“sword-in-sheath” failure in which the core of a MWNT pulls out of an outer shell 
(Cumings and Zettl, 2000; Yu et al., 2000c; Deshpande et al., 2006).  Crosslinking 
interstitials also seem to play a role in intertube welding or coalescence (Terrones et al., 
2000; Krasheninnikov et al., 2002b; Terrones et al., 2002b).  However, as described 
previously, such defects are not thermodynamically likely in pristine material.  Instead, 
they usually result from intentional modifications, such as those that serve to weaken the 
CNTs but effectively bind them within a matrix.  This type of disorder, including surface 
functionalization, is treated in more detail by Hauke and Graupner in this Handbook. 

Despite these problems, progress has been made preparing high quality fibers from 
CNTs.  Their fabrication, testing and optimization has progressed rapidly by adopting 
technologies like spinning and extrusion from the mature industries of carbon and 



 

polymer fibers. A particularly advantageous aspect of SWNTs is their tendency to 
bundle into long, parallel ropes during growth (Thess et al., 1996). This bundling, driven 
by van der Waals interactions, helps eliminate tight kinks and entanglements, and can 
even help provide efficient strain transfer when the SWNTs are long enough to have 
large contact areas.  These surface interactions also lead to a modest cicumferential 
deformation that further enhances intertube adhesion (Ruoff et al., 1993; Tersoff and 
Ruoff, 1994).  Recent results suggest that pristine SWNTs, properly wound into large 
bundles, do not need additional crosslinking chemistries to achieve high strengths or 
stiffnesses (Li et al., 2004; Zhang et al., 2004; Koziol et al., 2007).  Contrary to earlier 
assumptions, the only chemical processing needed to enhance SWNT fiber strength is a 
densification step that enhances SWNT-SWNT ordering and optimizes stress transfer.  
Both acetone and water have been proven effective at driving SWNT densification (Hata 
et al., 2004). 

 A large number of interesting works have tested the tensile strengths of ropes made 
from non-crosslinked SWNTs (Walters et al., 1999; Salvetat et al., 1999; Vigolo et al., 
2002; Li et al., 2004; Zhang et al., 2004; Koziol et al., 2007) or MWNTs (Pan et al., 
1999; Yu et al., 2000a; Yu et al., 2000b).  Ideal fibers must effectively eliminate voids 
and have very long, highly aligned CNTs.  In this limit, the strength of a fiber can be 
accurately interpreted in terms of the constituent CNTs.  Moreover, short fibers 
composed of high purity, low defect concentration CNTs can in principle achieve less 
than one defect per fiber, on average.  In this limit, fiber strengths should split into a 
bimodal distribution, with a high strength peak for the defect-free fibers and a lower 
strength peak for fibers containing one defect. 

In 2007, Koziol  et al. investigated this limit using CNT fibers spun directly from the 
growth zone of a CVD synthesis process (Koziol et al., 2007).  In addition to fibers with 
a specific strength of 1 GPa/SG (strength per unit of specific gravity), a separate 
population of fibers was measured with a specific strength averaging 6.5 GPa/SG and 
peaking at 9 GPa/SG.  The bimodal distribution, shown below in Fig. 26, agrees with a 
weak-link model of single point defects.  As the gauge length is increased, the tensile 
strengths of the two populations do not shift; rather, the fraction of higher strength fibers 
quickly decreases.  The conclusion is that  defects, incorporated randomly per unit of 
length, exist as rare weak links in the fibers and account for a >80% loss in strength 
when present.  It is notable that the high strength fibers also achieved strains of 6-8% 
and stiffnesses of 150 to 400 GPa/SG (Fig. 26b). 



 

 

Fig. 26: (A) Composite strength of SWNT fibers versus gauge lengths.  At the 
smaller gauge lengths, the distribution clearly evolves into a bimodal 
distribution.  The “high strength” fibers are presumed to differ from “low 
strength” ones by the complete absence of SWNT defects.  (B) The high 
strength SWNT fibers also have high stiffness and compare favorably to other 
high strength fibers.  Reprinted with permission from (Koziol et al., 2007).  
Copyright 2007, American Association for the Advancement of Science. 

The decrease in strength observed experimentally agrees with a recent review of 
various theoretical estimates (Pugno, 2007).  In this review, the practical strength of 
CNT cables is estimated to be less than 30% of a CNT’s ultimate strength due to 
vacancies.  A single unreconstructed vacancy accounts for as much as a 50% drop in a 
SWNT (Sammalkorpi et al., 2004).  These theoretical estimates do not consider further 
reductions due to bond rotations or 5-7 defects, though the theoretical literature does 
further consider the effects of vacancies on strength, strain, fatigue, and crack 
propagation in SWNTs.  Pugno reviews a wide range of experimental strength 
measurements and, rather than highlighting disagreements with the predictions for ideal 
SWNT strengths, highlights the reasonable agreement with theoretical predictions 
focused on the consequences of vacancies. 

Other than vacancies, SW and 5-7 defects also play important roles in CNT 
mechanical properties.  In particular, the spontaneous nucleation of these defects 
plastically relieve stress in CNTs strained above 5% (Nardelli et al., 1998).  This relief 
mechanism increases the maximum strain achievable in practical fibers, as well as 
tempering the consequences of buckles and kinks.  While the introduction of these 
defects is plastic and generally nonreversible, their mechanical consequences are not as 



 

substantial as their electronic effects.  That is, while SW defects change chirality and 
electronic structure, tensile properties of SWNTs are not strongly dependent on either 
chirality or diameter (Lu, 1996).  Once present, these defects nucleate additional 
mechanical changes as CNTs are strained further (Yakobson et al., 1996; Falvo et al., 
1997; Lourie et al., 1998).  The variety of allowed morphological deformations reduces 
the likelihood of brittle fracture in CNTs, and results in a physical behavior remarkably 
similar to macroscopic polymers.  Yakobson and Avouris have reviewed the nonlinear 
and inelastic deformations that occur at very high strain (Yakobson and Avouris, 2001). 

5. CONCLUDING REMARKS 

This chapter has attempted to highlight ongoing needs and opportunities in the research 
area of CNT defects and disorder.  The growing appreciation of defects and their 
consequences is merely the beginning of research in this area and a sign of continued 
progress in the CNT research field.  With precise measurement and control of individual 
defects, researchers may in the future have sensitive probes of novel physics, and also 
versatile scaffolds for construction at the molecular scale.  However, the main emphasis 
in this chapter has been the extent to which techniques still need development.  While 
some techniques can highlight point defects, the main emphasis in Section 3 remains the 
difficulty of the task.  Finding and characterizing defects, especially in the presence of 
any other intrinsic and extrinsic disorder, continues to be a challenging task. 

Furthermore, similar challenges are faced by all nanoscale materials.  This chapter has 
focused on defects in CNTs, but inhomogeneity and imperfection is a continuing 
problem for the commercial adoption of nanomaterials generally.  The development of 
high resolution metrologies is one aspect to long-term solutions, but this chapter has also 
highlighted the need for efficient and high yield characterizations.  New and appropriate 
vocabulary for nanomaterials is also necessary, so that the complexity of these high 
surface area objects can be accurately described.  This chapter has attempted to 
distinguish between different types of disorder and, in particular, types that have 
different consequences.  Ultimately, these subtleties will be captured by terms in 
common usage.  This development would help improve communication between experts 
in disparate parts of the research and development communities, and help nanoscience 
fully mature into nanotechnologies. 
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