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Abstract

One’s level of surprise can be thought of as a metacognitive signal indicating how well one
can explain new information. We discuss literature on how this signal can be used adaptively to
build, and, when necessary, reorganize belief networks. We present challenges in the use of a sur-
prise signal, such as hindsight bias and the tendency to equate difficulty with implausibility, and
point to evidence suggesting that one can overcome these challenges through consideration of
alternative outcomes—especially before receiving feedback on actual outcomes—and by calibrat-
ing task difficulty with one’s knowledge level. As such, we propose that a major function of edu-
cation—broadly construed as the work of teachers, journalists, parents, etc.—is to assist learners
in using their metacognitive surprise signals to facilitate the building and adaptation of belief net-
works.

Keywords: Surprise; Belief revision; Metacognition; Learning; Reasoning

1. Introduction

Surprise can play a powerful role in learning, and two broad sets of theories explain
how this might happen. One set of theories is based on the extent to which one’s expecta-
tions are violated—the sense of surprise corresponding to the statement “I didn’t expect
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that to happen.” These theories are supported by findings that surprise facilitates learning,
for example, by providing an index of how well existing schemas match observed out-
comes (e.g., Meyer, Reisenzein, & Sch€utzwohl, 1997), by triggering analysis of an event
that leads to other epistemic states that facilitate learning (Valdesolo, Shtulman, & Baron,
2017), or by drawing attention to unexpected events to increase long-term memory stor-
age (e.g, Ranganath & Rainer, 2003). Another set of theories build on Kahneman and
Miller’s (1986) observation that we try to make sense of events as we observe them, and
that we are surprised to the extent that we cannot find an explanation—the sense of sur-
prise corresponding to the statement “I can’t explain why that happened.” These theories
are supported by findings that, independently of one’s probability estimates, surprise
depends on whether one has a ready explanation for an event (e.g., Maguire, Maguire, &
Keane, 2011), and that surprise can serve as a metacognitive signal of the difficulty of
generating explanations (Foster & Keane, 2015). There is no necessary contradiction
between these two sets of theories; indeed, Pezzo’s (2003) two-stage model includes both
initial surprise, stemming from violation of expectations, and resultant surprise, arising
from failure to make sense of an event (see Munnich, Foster, & Keane, this issue, for
more detailed discussion of these sets of theories). This article focuses on how surprise
might assist a learner in improving social and scientific explanations, so the latter set of
theories, emphasizing the role of explanation in surprise, are most directly relevant.

Foster and Keane (2015) reported a series of experiments that manipulated the diffi-
culty of explaining outcomes by varying (a) scenario familiarity (e.g., walking home
one day, one realizes one’s wallet [familiar] vs. belt [less familiar] is missing); (b)
whether a partial explanation was provided to make the task easier; (c) whether one was
previously prompted to explain an outcome; (d) whether the event was routine or excep-
tional for the person involved; (e) how many explanations were solicited; and (f) whether
priming cues were helpful or misleading. In all cases, surprise rose with increasing
explanatory difficulty, suggesting that the level of surprise one experiences is a metacog-
nitive signal—corresponding to Pezzo’s (2003) resultant surprise—that indicates the
amount of cognitive work one has done.1 This metacognitive surprise signal can be repre-
sented by a coherence metric in a constraint-satisfaction network. For example, ECHO
(Ranney & Thagard, 1988; Thagard, 1989) represents belief as propositional nodes in a
network, connected by excitatory and inhibitory connections depending on whether
propositions support or contradict each other. Adding a new proposition triggers spread-
ing activation, and a coherence metric is computed, based on the fit between new propo-
sitions and existing propositions. As such, a coherence score is low when surprise is high
—that is, when new propositions are difficult to explain in light of existing beliefs.

2. Overview of learning scenarios, starting from Scenario A

Fig. 1 illustrates how people might use a surprise signal in different learning scenarios.
On the left are scenarios in which one experiences a weak surprise signal, and on the right
are scenarios in which the surprise signal is strong. In Scenario A, surprise is low because
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one’s belief network aligns reasonably well with the causal structure of events in the world,
and new information is readily assimilated (Piaget, 1977), so coherence is high and surprise
is low. Since Scenario A involves cases in which a learner is neither surprised by new infor-
mation, nor should be, we mention it only as a reference point for other scenarios and will
not explore it in depth. By contrast, Scenario B illustrates the case of hindsight bias, in
which surprise is relatively low, which is potentially misleading. Turning to the right side
of Fig. 1, Scenario C illustrates the case of new information that conflicts with existing
beliefs, is markedly surprising, and so triggers accommodation (Piaget, 1977; Ranney &
Clark, 2016; Ranney, Munnich, & Lamprey, 2016; Ranney, Shonman, Fricke, Lamprey, &
Kumar, in press). In contrast to this, Scenarios D and E represent ways in which high sur-
prise could be misleading: On the one hand, information is surprising in Scenario D because
it represents an anomalous case, a misunderstanding of information, or a deception that
should be regarded with skepticism (as with “fake news,” one reviewer pointed out), and
does not warrant accommodation. On the other hand, in Scenario E, people sometimes
reject surprising information that could be helpful in reorganizing their belief networks,
because it is difficult to make sense of it. We posit that a major function of education
(broadly including the roles of teachers, journalists, parents, mentors, etc.) is to teach strate-
gies to avoid Scenario B and to find the right balance between Scenarios D and E, so learn-
ers can harness their surprise signals to achieve Scenarios A and C, as appropriate. Let us
now explore evidence regarding the scenarios in depth.

3. How to learn when we are not as surprised as we should be (Scenario B)

In contrast to the adaptive use of a low level of surprise in Scenario A, Scenario B
represents hindsight bias, in which one learns new information and, unjustifiably, believes

...if it surprises us:...if it is not, or only modestly, surprising:

A. Assimilate
Current 

belief network
can integrate the 
new information 

without 
reducing 

coherence

B. Show 
Hindsight Bias

We fail to 
recognize that we 
would not have 
anticipated the 

new information, 
given current 
belief network

C. Accommodate
We modify

belief network
so that it can

integrate the new 
information

E. Reject
The new 

information is 
difficult to 

explain, feels
implausible,

so we do 
not modify

belief network

D. Treat as 
Anomaly 

We treat the new 
information as 

an isolated case,
not warranting
modification of
belief network

When we learn new information...

Fig. 1. Scenarios in which people might use, or fail to optimally use, a metacognitive surprise signal in
learning.
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that one would have “known it all along” (e.g., Ash, 2009; Fischhoff, 1975; Pezzo, 2003;
Roese & Olson, 1996; Roese & Vohs, 2012; Schkade & Kilbourne, 1991). In a compre-
hensive review of the hindsight bias literature, Roese and Vohs (2012) discussed three
broad sources of the phenomenon: (a) selective memory of what one has learned to be
true, (b) misattributing one’s ease of understanding of a known outcome as likelihood that
one would have anticipated the outcome, and (c) motivations to avoid blame and see the
world as orderly. Notably, hindsight bias from any of these three sources would corre-
spond to a having a relatively sparse belief network, composed mostly or entirely of
propositions that support a known outcome. In this case, a constraint-satisfaction model
would yield a relatively high coherence score, corresponding to lower surprise than in
Scenario C, but only because Scenario B excludes nodes that might raise conflicts.

As a possible antidote, several lines of research have used explanatory “foresight”
activities that yield diverse hypotheses before one learns new information. In a con-
straint-satisfaction model, this would reflect a richer network of propositions with greater
possibilities for conflict than in Scenario B, so that lower coherence scores and reorgani-
zation of belief networks are possible where appropriate. Slovic and Fischhoff (1977;
Experiment 3) found that participants showed hindsight bias regarding how surprised they
were about experimental results reported in a research paper. For each paper, hindsight
participants read the introduction, method, and results sections, and rated (a) how surpris-
ing each outcome was and (b) how likely it was to replicate; foresight participants read
only the introduction and method, and rated the projected surprisingness and likelihood
of replication of two possible outcomes. For five of the six experiments, foresight partici-
pants indicated reliably more surprise than hindsight participants for the outcomes that
hindsight participants read, and, for a different five of the six experiments, foresight par-
ticipants indicated a lower likelihood of replication than hindsight participants indicated
for those outcomes. Given recent failures of some widely cited psychological studies to
replicate (e.g., Open Science Collaboration, 2015), we are reminded of the importance of
keeping an open mind regarding a replication’s likelihood; Slovic and Fischhoff’s find-
ings suggest that considering alternative outcomes before readings the results of a study
might help in this regard.

Further evidence regarding hindsight bias comes from research on clinical diagnosis.
Arkes, Faust, Guilmette, and Hart (1988) presented neuropsychologists with a case his-
tory, for which a foresight group estimated the likelihoods of three different diagnoses.
Their responses were compared to those of three hindsight groups, each of which were
told the “correct” diagnosis (one of the three diagnoses the foresight group saw per hind-
sight group), and then indicated the likelihoods they would have predicted for each of the
three diagnoses, had they not been told which was correct. First, Arkes et al. replicated
hindsight bias—hindsight participants systematically indicated higher likelihoods of mak-
ing correct diagnoses than foresight participants—suggesting that when clinicians learn
diagnoses without considering alternatives, they miss an opportunity to learn and to
become better diagnosticians. Interestingly, when new groups of hindsight and foresight
participants were prompted for one reason for each of the three diagnoses, they showed
considerably less bias, presumably because they were reminded why they would have
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considered each of the diagnoses. However, even after providing explanations for each
alternative diagnosis, hindsight participants favored the given diagnosis for two out of
three conditions and did not converge with the results of foresight participants. Therefore,
although bias can be reduced in hindsight, considering alternatives in foresight appears to
be more effective in preserving the possibility to be surprised by that which one would
not have predicted.

4. Accommodation (Scenario C)

Before we discuss Scenario C, we ask you to consider the following: In 2005, there
were 145 traffic fatalities per million U.S. residents. With this statistic in mind, please
make a note of your answers to the following questions: (a) What is your best estimate
of the U.S. traffic fatality rate in 2010? (We provide feedback below.) (b) What factors
do you believe caused traffic fatalities to increase or decrease between 2005 and 2010? In
our laboratories, we have considered how base rate statistics—such as traffic fatality rates
—can shape beliefs and preferences. Base rates provide concise generalizations across
many outcomes (Ranney, Schank, Hoadley, & Neff, 1996), and they can be used to make
inferences about sets of outcomes, provided that they are presented in an understandable
format (e.g., frequencies; Gigerenzer, Gaissmaier, Kurz-Milcke, Schwartz, & Woloshin,
2007). In parallel to studies that explicitly ask participants to consider alternative out-
comes, asking participants to estimate a base rate implicitly requires them to consider
alternative outcomes (e.g., the base rate for traffic fatalities depends not only on outcomes
in which people died in car crashes, but also on outcomes that do not lead to traffic fatal-
ities). Of greatest relevance to this paper, surprising base rates can serve as catalysts for
accommodative learning (e.g., through the data priority principle in the Theory of
Explanatory Coherence; Thagard, 1989) and can also transform people’s preferences and
policy decisions (e.g., Garcia de Osuna, Ranney, & Nelson, 2004; Munnich, Ranney, Nel-
son, Garcia de Osuna, & Brazil, 2003; Ranney, Cheng, Nelson, & Garcia de Osuna,
2001). Within a constraint-satisfaction network, this process could be represented as add-
ing new propositional nodes, changing relationships among such nodes, and/or reweight-
ing pre-existing links among nodes—all to produce a new equilibrium (e.g., Ranney &
Thagard, 1988; Thagard, 1989).

Now, please return to your 2010 traffic-fatality estimate. The true value was 106 traffic
fatalities per million U.S. residents—as compared to 145 per million in 2005. This
amounts to a 27% decrease in traffic fatalities, representing 12,000 lives annually. Are
you surprised by this statistic? Munnich, Milazzo, Stannard, and Rainford (2014) found
that 79% of an Amazon Mechanical Turk sample of U.S. residents believed that traffic
fatalities had risen from 2005 to 2010, and their median estimate was 190, which would
amount to a 36% increase. When asked to explain their reasons for their estimates, the
foresight group’s most common responses were increases in drunk driving, cell phones,
and texting while driving. Upon learning that the fatality rate had actually fallen sharply,
their median level of surprise was a “3” on a 5-Point Likert Scale—corresponding to
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“very surprised.” By contrast, a hindsight group, who saw the actual 2010 statistic at the
outset of the experiment, without having estimated or considered reasons for surprise,
were reliably less surprised by the true statistics, indicating a median surprise of “2” cor-
responding to “slightly surprised.” To the extent that the foresight group was surprised by
the feedback they received, they were confronted with the fact that they had not “known
it all along.” This echoes the findings of Arkes et al. (1988) regarding clinicians making
predictions before they were told that one diagnosis was correct.

Given evidence that the possibility of being surprised can be preserved with foresight
activities focused on explanation, such activities might provide learners with an opportu-
nity to undergo an accommodative change in their belief networks regarding what con-
tributes to, or mitigates, a phenomenon like traffic fatalities. To test this, Munnich,
Ranney, and Song (2007) asked 95 eighth-grade Algebra I students to estimate widely-
ranging statistics (e.g., voter registration, immigration, incarceration, athletes’ salaries).
These topics were familiar and interesting to students, and they were selected to vary in
how surprising the true statistics would likely be. Participants (a) estimated two statistics
per day over a 4-day period while indicating what they would prefer the values to be
before receiving feedback, (b) received feedback (i.e., actual values), (c) indicated how
surprised they were on a 5-point Likert scale, and (d) indicated their (possibly-changed)
preferences. Either 8 days or 12 weeks later, as a delayed posttest, participants attempted
to recall the statistics and indicate their current (post-delay) preferences. Echoing other
findings from our labs (e.g., Clark & Ranney, 2010; Garcia de Osuna et al., 2004; Mun-
nich et al., 2003; Ranney et al., 2001), providing true statistics as feedback immediately
influenced participants’ preferences. Although a plurality of participants’ responses
(44.5%; Munnich et al., 2007) maintained the preference they held before feedback, when
participants changed their numerical preferences, they did so reliably more often in the
direction of the feedback value than away from it. Over both 8 days and 12 weeks, par-
ticipants’ recall of the statistics and their preferences for those quantities moved reliably
in the direction of the feedback they received, reflecting long-term shifts in their beliefs
and preferences. Most important regarding surprise and learning, students’ surprise ratings
reliably predicted recall accuracy over 8 days and was a marginally significant predictor
of preferences changing in the direction of the statistics recalled after the 8-day period.
Notably, this intervention took roughly 5 min. per day for 4 days, indicating that even a
small amount of time devoted to foresight activities can have relatively long-term learn-
ing benefits (Munnich et al., 2007). However, we note that surprise only predicted recall
and preference over an 8-day period, so it seems important for learners to subsequently
build upon such activities to capitalize on the utility of surprise.

Munnich et al. (2007) showed that accommodative learning is often accompanied by a
change in one’s preferences (e.g., one might realize that fewer people vote than one
thought, and would favor more drastic action to increase voting than one originally indi-
cated). Although the point of these tasks was not to change people’s preferences in a
given way, when we observe changes, it provides converging evidence that accommoda-
tive learning has taken place: People have adjusted their belief networks to more closely
reflect outcomes in the world, and correspondingly, their preferences and/or the policies
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they support may shift to cohere with their new understandings. In other studies (Garcia
de Osuna et al., 2004; Munnich et al., 2003; Ranney et al., 2001), we typically probed
topics such as abortion and capital punishment, for which a minority of participants ini-
tially preferred the rates to be zero; that is, some people’s preferences (at least initially)
reflected their ideal world, whereas others’ preferences reflected a better world that they
thought was achievable. “Better-world” participants often changed their preferences to
reflect a realistic improvement on what they learned the statistics to be, and even “ideal-
world” participants showed changes in the policies they would support (e.g., many who
supported legal abortion but preferred zero abortions, called for improvements in birth
control technology after learning an abortion statistic that was considerably higher than
they expected; Garcia de Osuna et al., 2004). Though they shifted in different ways, both
ideal-world and better-world participants show, through these shifts, that they have
accommodated new information in their belief networks. The consequences of accommo-
dation were further illustrated by Rinne, Ranney, and Lurie (2006), who found shifts in
funding allocations for various diseases (e.g., whether to spend more money on prevent-
ing breast cancer or heart disease in women), after participants received surprising feed-
back on the diseases’ relative occurrence.

A subsequent study by Clark and Ranney (2010) pointed to dual mechanisms of sur-
prise in learning, depending on whether participants had an episodic memory of having
learned a statistic. They asked participants to estimate a statistic, then provided partici-
pants with the statistic’s true value and solicited participants’ surprise levels. One day
later, participants recalled/estimated statistics from the day before as well as novel statis-
tics and indicated how sure they were that they had seen the statistic the day before.
Those who were more surprised by feedback were more likely to report episodic memo-
ries of learning statistics, and those who reported episodic memories remembered the
numbers better. In addition, surprise was an independent predictor of semantic memory—
even those who had little recollection of having seen the statistic remembered it better
when they were more surprised. Building on the results discussed above, this study pro-
vides the beginnings of an understanding of the mechanisms by which surprise can lead
to persisting accommodative shifts in knowledge.

5. When surprising information should not lead to belief revision (Scenario D)

Although surprise often leads to adaptive belief revision, in some cases, a surprising
outcome is anomalous, misleading, or deceiving, and it does not warrant belief revision.
In such cases, it is wise to have a certain amount of skepticism about information that
surprises us. Dawson et al. (1988) found considerable hindsight bias among both expert
and novice physicians who learned of a diagnosis and stated how likely they would have
been to have generated that diagnosis. However, there was one notable exception: Expert
physicians did not show hindsight bias when they learned that the true disease was a rare
one: They recognized that they would not likely have made such a diagnosis; as experts,
even if they are surprised by a particular outcome, their prior experience prevented them
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from believing that they could have predicted that outcome. This awareness might also
shield experts from overreacting with an accommodative change in response to a single
anomalous case.

Ironically, if novice physicians’ hindsight bias keeps them from being surprised by
anomalies, it might at least prevent them from unjustified accommodative change. This
should be a warning to educators who seek to minimize learners’ hindsight bias by chal-
lenging them to explain alternative outcomes, at a point when learners’ expertise is not
sufficient to recognize anomalies. In constraint satisfaction terms, novice learners have
fewer other node-link complexes than experts, making it more difficult to inhibit an
anomalous proposition from triggering reorganization of a network. One solution to this
challenge in modeling terms would be to assign lower weight to single propositions that
are not supported by other propositions; the parallel for educators would be to encourage
learners not to give too much weight to outcomes that seem implausible. However,
down-weighting propositions based on implausibility points to a different set of chal-
lenges, corresponding to Scenario E.

6. How to learn from surprising information that is difficult to grasp (Scenario E)

To the extent that a metacognitive surprise signal tracks cognitive difficulty, high sur-
prise should correspond to deeper, more systematic, processing (e.g., Diemand-Yauman,
Oppenheimer, & Vaughan, 2011). This is consistent with Tiedens and Linton’s (2001)
finding that participants primed with uncertain moods—including surprise—showed more
systematic processing than those primed with certain moods—such as anger. As more
systematic processing would likely lead one to be critical of one’s assumptions, these
findings echo the role of surprise in accommodative learning described earlier. As such,
surprise could signal to learners that they are experiencing a “desirable difficulty” (Bjork,
1994) that would be helpful for revising beliefs. Unfortunately, when an outcome is very
difficult to explain, people tend to think of it as less plausible (e.g., Hirt & Markman,
1995; Sanna, Schwarz, & Small, 2002). In a constraint-satisfaction model, decreasing
weights of seemingly implausible propositions—which would play a helpful role in Sce-
nario D—could also lead the system to reject valuable propositions.

Like Foster and Keane (2015), Sanna et al. (2002) manipulated the number of expla-
nations participants were asked to provide. Participants read a synopsis of the British-
Gurkha War, including advantages each side had, and learned that the British actually
won the war. A control group provided baseline estimates of how likely each side was
to have won the war, and they estimated that the British were slightly more likely to
have won. One experimental group was asked to provide two thoughts on why the Bri-
tish were more likely to win the war, and a second group provided two reasons why
the Gurkha could have won the war. When asked to judge the probability of each
side’s winning, each group judged its respective side to have had a higher likelihood of
winning than was indicated by controls. However, when two additional experimental
groups provided ten such thoughts for the alternate sides, they both rated the task to be
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more difficult than the two-thoughts groups had indicated, and they judged the probabil-
ity of its respective side winning to be lower than the estimate provided by controls.
These findings indicated that judged implausibility of an outcome reflects the task’s
perceived difficulty. In a second experiment, Sanna et al. found converging evidence
that difficulty had suggested implausibility; they asked one group of participants to con-
tract their brows—an expression associated with a difficult task—while considering one
of the possible outcomes in the British–Gurkha War: Those who contracted their brows
found the task more difficult, and they considered the outcome to be less likely than
did controls who did not contract their brows. This suggests that a strong surprise sig-
nal arising from cognitive difficulty might inhibit even appropriate, feedback-driven
belief revision.

As illustrated by Scenario D above, healthy skepticism is useful and we should not
revise our beliefs every time we are surprised, so connecting difficulty with implausibility
is clearly adaptive in some cases. However, for cases in which one can benefit from
engaging with difficult tasks, following Sanna et al. (2002), it might be helpful for educa-
tors to ask novice learners to explain just one or two (rather than many) alternative out-
comes at first. Moreover, following Foster and Keane (2015), it might be helpful to
provide hints or partial explanations, in order to keep difficulty and surprise within ranges
that promote learning and gradually increase wisdom (Ranney et al., 2016; Ranney, Shon-
man, Fricke, Kumar, & Lamprey, in press; also see especially Ranney & Clark, 2016,
regarding global warming’s surprising mechanism-explanation).

7. Internalizing use of the surprise signal

So far, we have considered ways in which learners can use a metacognitive surprise
signal productively when prompted with alternative outcomes. Going a step further, Hirt,
Kardes, and Markman (2004) found evidence of transfer: Considering alternatives in one
domain (football or sitcom rankings) prompted participants to consider alternatives in a
different domain (basketball rankings). The duration of this effect is unclear, and one pos-
sibility is that participants were only primed to think of alternatives for the duration of
the experiment. However, another possibility is that such activities lead participants to
adopt strategies of considering alternatives, which would help them to use a surprise sig-
nal more productively at a later date, even when they are not explicitly prompted to con-
sider alternative outcomes.

Several studies in our labs have focused on students’ recruitment of surprising informa-
tion in their reasoning (Ranney et al., 2016) and considered whether there is a long-term
effect on learners’ openness to alternative perspectives. For example, Munnich, Ranney,
and Appel (2004) asked students to engage with the alternative perspectives of classmates
regarding statistics relevant to career choices (e.g., college vs. high school graduates’
incomes) and public policy issues (e.g., the U.S. poverty line and oil imports). Each
night, as homework, students individually estimated and provided preferences for one
statistic. In class the next day, they explained their estimates and preferences, and listened

172 E. Munnich, M. A. Ranney / Topics in Cognitive Science 11 (2019)



to those of classmates—first in small groups, and later with the whole class, when each
group presented collective estimates and preferences they had agreed on. We hypothe-
sized that repeated discussion of a variety of alternative possible outcomes suggested by
classmates, would lead students to spontaneously consider alternatives, and therefore to
show superior estimation for novel items.

As expected, the intervention class’s estimation accuracy improved from pre- to post-
test, whereas a control class that did not receive the intervention showed no improvement,
indicating that the intervention increased students’ estimation accuracy. (For the interven-
tion’s full question-list, as well as pre- and posttests, see table 1 of Munnich et al.,
2004.) Estimation improvements extended not only to near transfer items (e.g., an inter-
vention item on U.S. population may have improved posttest estimates of California’s
population), but also to far transfer items not mentioned in the intervention (e.g., average
sleep-hours). To assess the mechanism behind this improvement, a researcher who was
blind to each student’s class (i.e., control vs. intervention) interviewed volunteers from
each group several months after the curriculum and found greater richness in the strate-
gies employed by the intervention class on novel items (Ganpule, 2005). Collectively,
these findings, and similar findings with graduate journalism students (Ranney et al.,
2008; Yarnall & Ranney, 2017), indicate that learners can internalize the consideration of
alternatives, and learn to process social and personal issues more systematically, in the
course of a relatively brief intervention (e.g., 12% of a 10-week class time for high
school students). Once one has internalized this process, one might spontaneously invoke
alternative possible outcomes to avoid hindsight bias, embrace cognitive difficulty as a
chance to enrich one’s belief network, and, as one’s network grows in richness, develop
the ability to appropriately reject anomalies. In short, it seems that this type of interven-
tion moves one toward an adaptive use of the metacognitive surprise signal, as expressed
in Scenarios A and C.

8. Conclusion

We have reviewed evidence that the metacognitive surprise signal can lead to restruc-
turing of belief networks when necessary to (a) generate superior predictions, and (b)
form preferences that are more closely aligned with true information. Alternatively, when
one experiences little or no surprise because one actually would have anticipated an out-
come, this indicates that one is converging on a well-adapted belief network in a particu-
lar domain, with no need for reorganization. In both cases, the surprise signal might lead
learners to form more accurate representations of mechanisms underlying decisions they
make as voters, consumers, etc., and arrive at better-calibrated preferences. We have con-
sidered scenarios in which one should or should not be surprised, reviewed techniques
that facilitate use of the metacognitive surprise signal, and suggested how use of this sig-
nal might be internalized. As an index of cognitive work, this surprise signal could be
used by learners in the way that a pain signal is used by athletes as an index of physical
work. Seasoned athletes understand that pain is indicative of building muscle strength,
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and, by analogy, expert learners might welcome surprises as indicators that they have a
chance to make a breakthrough in understanding a new subject area. Moreover, just as
athletes can gauge their progress toward workout goals by the decrease in pain after suc-
cessive workouts, learners can observe that they are getting closer to mastery of a topic
as they progressively encounter fewer surprises.

As indicated at various points in this paper, predictions of how the surprise signal
functions could be modeled by a coherence measure in a constraint-satisfaction network
(e.g., ECHO; Ranney & Thagard, 1988; Thagard, 1989). Moreover, developments in
metacognitive signal detection (Barrett, Dienes, & Seth, 2013) could provide techniques
to measure the surprise signal, and thereby allow us to more precisely specify its role in
learning. For now, we conclude that one can learn to use the surprise signal adaptively in
building belief networks, through activities that (a) involve consideration of alternative
outcomes, especially in foresight, (b) are at an appropriate level of cognitive difficulty to
trigger systematic processing without necessarily suggesting implausibility, and (c) draw
on a learner’s sense of implausibility to avoid accommodation when an outcome is
anomalous.

Note

1. Here, we distinguish a metacognitive surprise signal from various neural surprise
signals discussed elsewhere (e.g., Alexander & Brown, 2011; this volume; Hayden,
Heilbronner, Pearson, & Platt, 2011; Kawaguchi et al., 2015).
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