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Optimal Multi-Sensor Deployment
via Sample-Based Quality-of-Service Distribution Matching

Donipolo Ghimire, and Solmaz S. Kia, Senior Member, IEEE

Abstract— This paper considers a multi-sensor service match-
ing deployment problem over a set of discrete target points
that populate a finite flat surface. The service can be event
detection among targets using a vision sensor or an acoustic
receiver, video surveillance for target monitoring, or providing
wireless coverage to the targets. The quality-of-service (QoS)
of the sensors is spatially nonuniform and can be anisotropic.
The sensors are heterogeneous in the sense that their QoS
distribution over their sensing footprint is not the same.
The objective is to determine the sensor’s best deployment
position and orientation such that the collective multi-sensor
QoS distribution matches the spread of the targets in the
environment as closely as possible. To solve this problem, we
propose a two-stage deployment strategy. First, we partition
the environment using the computationally efficient K-means
clustering algorithm. Then, we sample points from the QoS
distribution over the sensing footprint. Then, for each sensor-
cluster pair, we use an iterative closest-point approach inspired
by the point cloud registration algorithms used in computer
vision to determine the best deployment position and orientation
for the sensor. Finally, we use a linear assignment problem
framework to assign the clusters to the sensors. Numerical
examples demonstrate our results.

Keywords: multi-sensor deployment; service-matching; itera-
tive closest point algorithm

I. INTRODUCTION

In recent years due to rapid progress in wireless communi-
cation and embedded micro-sensing technologies, we have
witnessed increasingly more use of groups of sensors or
agents to ‘cover’ a region of interest to achieve goals like
monitoring, data collection, and enhancing wireless cover-
age. However, due to the cost, deploying unlimited agents to
attain full coverage is not feasible. Thus, the main problem
of interest in multi-agent deployment for coverage is optimal
coverage given a limited number of agents. In this paper,
we consider a multi-agent deployment problem for coverage
over a dense set of discrete targets with known locations
in which the coverage service provided by each agent is
modeled as an anisotropic spatial distribution, see Fig. 1.
In this paper, we seek an effective deployment strategy to
determine each agent’s deployment position and orientation
such that the topological distribution of the set of agents’
coverage service footprint is close to the spatial distribution
of the targets on the ground.

The authors are with the Department of Mechanical and Aerospace
Engineering, University of California Irvine, Irvine, CA 92697,
{dghimire,solmaz}@uci.edu. The work of the second author
was supported by the US national science foundation (NSF) ECCS
1653838 award.

Fig. 1 – Example of a set of geographical points of interest (picture
on the left). The finite number of agents with different coverage
service footprints, with a limited sensing zone; blue points represent
samples from the spatial distribution of the QoS of the agents
(picture on the right).

Literature Review: The problem addressed in this paper falls
in the general area of sensor deployment for coverage [1]–
[5]. One of the popular techniques for area coverage is
the Voronoi-based deployment strategies [1], [6], [7]. This
approach assumes a disc-shaped sensing footprint with a uni-
form quality-of-service (QoS) distribution over the sensing
footprint. However, most sensors in practice are anisotropic,
see Fig. 2, and have a non-uniform QoS distribution as shown
in Fig. 3. Anisotropic Voronoi partitioning-based algorithms
are proposed in the literature, however, they often consider
simple footprints such as wedges and ellipsoids with a
uniform QoS distribution over the sensing footprint [8]–[10].
Other Voronoi-based approaches are also studied in [11]–
[14]. Voronoi-based algorithms are intended for coverage
over continuous space and rely on geometric relations which
may not be easily invoked for intricate sensor footprints
shown in Fig. 2. Coverage over discrete points can be
transformed into coverage over continuous space by esti-
mating and using target distributions as a priority function.
For example, [3], [15] use the expectation-maximization
algorithm to estimate the density of the target as a Gaussian
Mixture Model (GMM). Deployment algorithms over areas
endowed by position priority functions are studied in the
literature [1], [9], [10], [16], [17]. But these algorithms
have limitations in considering intricate sensor footprints and
often do not consider the non-uniform probabilistic QoS.
On the other hand, recent work such as [3], [15] consider
a probabilistic service distribution. Their method attempts a
distribution matching deployment but is limited to sensors
with Gaussian QoS distribution.

Statement of Contributions: This paper considers a multi-



sensor service matching deployment problem over a set
of discrete target points that populate a finite flat surface.
The QoS of the sensors is spatially nonuniform and can
be anisotropic. The sensors are heterogeneous in the sense
that their QoS distributions over the sensing footprint are
different from one another. We make no assumptions about
the sensing footprint shape or the probability distribution of
the QoS of the sensors. The objective is to determine the
best position and orientation for the sensors to be deployed
to such that the collective multi-sensor QoS distribution is as
similar as possible to the spread of targets in the environment.
To solve this problem, we proposed a two-stage deploy-
ment strategy. First, we partition the environment using the
computationally efficient K-means clustering algorithm for
discrete and non-convex domains. Then, we sample points
from the QoS distribution over the sensing footprint. Then,
we use these samples to determine the similarity between
the quality of the service of each sensor around its sensing
footprint and the targets in each cluster. We determine the
similarity based on the earth mover distance metric [18].
In computing the similarity, we incorporate the freedom to
transform (rotate and translate) the sensors in the earth mover
distance minimization problem formulation. The resulting
optimization problem can be formulated as a non-linear
mixed integer programming. To solve this problem, we draw
inspiration from the iterative closest point approach [19]
used in computer vision for point cloud matching. Once the
similarity between each sensor’s QoS and the target points
in the clusters are obtained, we cast the sensor deployment
problem as a linear assignment problem which can be solved
using existing algorithms in the literature [20]. The process
determines what cluster each sensor should be deployed
to and their location and orientation in the cluster. Two
simulation studies inspired by anisotropic vision and acoustic
sensors problem settings demonstrate our results.

Notation: We let R, Z, Z>0 and Z≥0 denote the set of
reals, integers, positive integers, and non-negative integers,
respectively. Given a set Z its cardinality is |Z|. We denote
the Euclidean norm of a vector x ∈ R2 by ∥x∥. For a matrix
R, its transpose is R⊤.

II. PROBLEM DEFINITION

We consider a multi-sensor deployment problem over a finite
set of points of interest (referred hereafter as targets) that are
densely scattered over a finite 2D planar space W ⊂ R2.
m represents the number of discrete targets scattered in
this plane W . The discrete targets may consist of either
real-world entities, such as humans or animals, information
sources, or points sampled from a distribution of an event
of interest, e.g., pollution spills. Targets’ position ti =
(xi, yi) ∈ W , i ∈ {1, · · · ,m} are known. We want to deploy
a set of N sensors, denoted by Vs = {1, · · · , N}, with
heterogeneous sensing to provide a ‘service’ in accordance
with the ‘spread’ of the targets, see Fig. 1. The service can
be event detection among targets using a vision sensor or an

Fig. 2 – Anisotropic Sensor footprint of different sensors like a
camera (top-left) [21], directional RFID (top right, bottom-right),
and directional antennas (bottom-left).

Fig. 3 – Probability of detection of an acoustic receiver (left)
and a camera (right) [22]. The image shows that the probability
is anisotropic and detection probability is not uniform across the
sensing zone.

acoustic receiver, video surveillance for target monitoring, or
providing wireless coverage to the targets. As discussed in
the introduction, the sensing footprint is often anisotropic,
non-symmetric, and intricate; see Fig. (2). The spatial QoS
over the sensing footprint is also nonuniform and often
conforms to a pattern induced by their physics, see Fig. (3).

Due to cost, there are a limited number of sensors to deploy
that may not be enough to provide service for all the
targets. The objective of this paper is to propose a multi-
sensor deployment strategy that determines the deployment
pose (position and orientation) of the sensors by taking
into account the sensor footprint, the quality of the service
distribution of the sensors over that footprint, and the het-
erogeneity of the sensors to achieve ‘optimal’ coverage. In
what follows, we refer to the mobile vehicles (e.g., UAV,
ground vehicle, mobile robot) that a sensor is mounted on,
in general, as a robot.

III. THE PROPOSED DEPLOYMENT METHOD

To present our optimal deployment strategy, we first, in-
troduce some functions which we will use in our design.
We assume that the sensor is mounted in a fixed configura-
tion on the deployment robot. A finite deterministic (possi-
bly approximate) sensor footprint with a known geometric



Fig. 4 – The sensor footprint of a camera mounted on a UAV. We
sample a finite number of points in the footprint according to the
quality of the service distribution.

boundary is considered. For illustration purposes, we take a
camera sensor mounted on a UAV at a fixed height, h, from
the ground as shown in Fig. 4. We assume that there is a
mapping function f which given the position of B ∈ Z≥1

finite number of samples on the sensor footprint, denoted
by {cl}Bl=1, returns the position of the center of the robot
denoted by r = (xr, yr, h) ∈ R3. That is for each sensor
i ∈ {1, · · · , N} there exists fi such that

ri = fi({cl}Bi

l=1). (1)

We also assume that there exists a sampling function S(n, i)
which draws n finite samples with known locations inside
the sensor i ∈ {1, · · · ,m} footprint according to the spatial
distribution of the sensor’s QoS.

Our deployment strategy is illustrated in Fig. 5. In step 1 of
our design, we cluster the target points using the K-means
clustering algorithm. K-mean clustering [23] partitions the
points to K ∈ Z>1 clusters in a way that each point belongs
to the cluster with the nearest mean (cluster centers or
cluster centroid). The number of clusters K is determined
offline using the silhouette analysis [24]. Other clustering
algorithms such as GMM-based clustering or Fuzzy C-
Means Clustering [23] can also be used. We chose K-mean
clustering due to its low computational complexity and hard
clustering approach that produces non-overlapping clusters.

Step 2 of our deployment strategy is to solve an optimal
assignment problem that assigns sensors to their respective
best clusters and finds the best position, i.e. location and
orientation, in the cluster based on the similarity between
the QoS distribution and the distribution of the points in the
clusters.

Let the number of points in each cluster j ∈ K =
{1, · · · ,K} be mc

j . Let the position of the target points in
cluster j ∈ K be denoted by tj1, · · · , t

j
mc

j
. For each sensor

i ∈ {1, · · · , N}, given an initial pose, let the position vector
of the sample points drawn according to the QoS distribution
in the sensor footprint be si1, · · · , sins

i
, where ns

i is the total
number of the samples. To compute the similarity match
between the QoS distribution and the target distribution in a

Step 1: clustering

Step 2: Service-matching assignment

Fig. 5 – Deployment strategy: Step 1 uses K-means clustering
to group the targets into K = 5 clusters K1, · · · ,K5 (clusters
are distinguished by color); Step 2 is an assignment problem that
matches the sensors to the clusters based on their similarity.

cluster, we use the earth mover distance metric [18] which
is defined as follows. In computing this similarity measure
denoted by, C⋆

i,j , we assume that we draw the same number
of samples as the number of target points in cluster j, i.e.,
ns
i = mc

j = ni,j .

C⋆
i,j = min

Ri,j ,di,j ,T

ni,j∑
l=1

ni,j∑
k=1

Tl,k∥Ri,js
i
l + di,j − tjk∥

2, s.t.

(2a)
Tl,k ∈ {0, 1}, 0 < l, k ≤ ni,j , (2b)∑ns

i

l=1
Tl,k = 1, l = 1, · · · , ni,j , (2c)∑ns

i

l=1
Tl,k = 1, k = 1, · · · , ni,j , (2d)

R⊤
i,jRi,j = Ri,jR

⊤
i,j = I2. (2e)

where T = [Tl,k] is the assignment matrix. Here, Ri,js
i
1 +

di,j , · · · ,Ri,js
i
ni,j

+ di,j are the rigid-body rotation (via
rotation matrix R) and translation (via shift vector d) of
the sample points from the initial condition si1, · · · , sini,j

to
the final deployment pose. Notice that in computing C⋆

i,j , the
optimization problem (2) is searching for best Ri,j and di,j

in a way that the representative samples from the sensor
i’s QoS distribution can be ‘moved’ with the minimum
displacement in the euclidean sense such that sensor i covers
all the target points in the cluster j. In what follows, we
denote these best rotation matrices and the translation vectors
obtained from solving (2) as R⋆

i,j and d⋆
i,j respectively.

Once C⋆
i,j for every sensor i ∈ Vs and every cluster j ∈ K



Fig. 6 – A sequence of correspondences by solving an assignment
problem (left plot), optimal transportation given the correspondence
(middle plot), a new correspondence after transformation (right
plot). As one can see the correspondence in the left and right plots
are not identical.

is computed, we cast the sensor deployment as the linear
assignment problem,

Z⋆ = argmin
∑

i∈Vs

∑
j∈K

Zi,jC
⋆
i,j , (3a)

Zi,j ∈ {0, 1}, i ∈ Vs, j ∈ K, (3b)∑
j∈K

Zi,j = 1, ∀i ∈ Vs, (3c)∑
i∈Vs

Zi,j ≤ 1, ∀j ∈ K, (3d)

where Z⋆ is the final assignment matrix. Zi,j = 1 means
that sensor i is assigned to cluster j. The constraint (3c)
ensures that every sensor is assigned to a cluster, while
constraint (3d) ensures that each cluster is assigned to at
most one sensor. Optimization problem (3) is a mixed linear
integer programming that is well-known in the literature.
This problem can be solved using continuous relaxation via
the existing numerical solvers or using algorithms such as
the Hungarian algorithm, see [20]. Here, we assume that
|K| ≥ |Vs|, which is often the case in practice, i.e., we have
fewer sensors than areas to cover. However, the assignment
problem can be easily reformulated to address the scenarios
where we have more sensors than the areas to cover, and we
want to choose the best sensors to deploy.

Once the assignment problem is solved and Z⋆ is obtained,
the sensor’s assignment is completed. The final deployment
position of the robot carrying the sensor i assigned to cluster
j (Zi,j = 1) is then extracted using the mapping function (1)
using c⋆l = R⋆

i,jcl + d⋆
i,j . The final deployment orientation

is calculated by rotating the body coordinate system of the
robot using the rotation matrix R⋆

i,j . This completes the
deployment strategy design.

Even though we outlined a deployment strategy that leads to
a service-matching deployment, a critical component is left
to address, which is solving the optimization problem (2) in
an efficient manner. This optimization problem is a mixed-
integer nonlinear program. In the following section, we
proposed a method inspired by the Iterative Closest Point
(ICP) algorithm used in point-set registration in computer
vision [19] to solve the optimization problem.

Fig. 7 – Two points clouds with arbitrary distribution (left), where
one is a rotated and translated version of the other while also adding
Gaussian noise. Result after first iteration, k = 1 (middle), and
iteration, k = 10 (right).

Fig. 8 – Graphs representing the convergence of Mean Error (top-
left), euclidean norm (top-right), and registration error(bottom) for
the example depicted in Fig. 7, where the initial placement of the
two points sets are shown in red and blue in the left plot. agent-
target pair.

A. Iterative closest point approach to solve similarity match
problem

Optimization problem (2) consists of two actions. For the
first action, we seek to find the correspondence matrix T =
[Tl,k] which determines what sample l should be ‘moved’
to the target point k so that the overall distance ‘traveled’
by the samples to cover the target points is minimized.
Whereas, for the later action, we treat the sensor’s QoS as
a rigid body and find the best transformation, Ri,j and di,j ,
given the correspondences. Based on this observation, one
way to solve (2) is to decouple the correspondence-based
registration and the optimal transformation steps. To achieve
this, we start with Ri,j = I and di,j = 0 and solve (2),
which becomes an instance of a linear assignment problem
whose global optimal solution can be found using existing
algorithms. After obtaining the correspondence-based regis-
tration, we solve (2) for the given T to obtain the optimal
transformation. This second problem is an instance of the
general problem of least-squares fitting of two point sets [25]:
given a set of points P = {pi}n̄i=1 and Q = {q}n̄i=1, find
a transformation (rotation R and translation d) to transform



P that matches Q as close as possible,

(R̂, d̂) =argmin
R,d

n̄∑
i=1

∥Rpi + d− qi∥2, s.t. (4a)

R⊤R = RR⊤ = I. (4b)

Problem (4) can be solved using a singular value decom-
position (SVD)-based method described in [25]. However,
since the two actions, correspondence-based registration and
optimal transformation, are not decoupled in (2), this two-
step sequential approach does not lead to the optimal so-
lution. See the example in Fig. 6, which shows that the
correspondence after the transformation changes. Therefore
we need to iterate.

The iterations however increase the computational cost,
which is mainly because of solving the assignment problem
to compute the correspondence. Well-know optimal solutions
such as the Hungarian method or simplex-based solution
using continuous relaxation have computation complexity,
O(n̄3) and O(n̄4), respectively [20], where n̄ is the number
of the sample points in each set. Even the sub-optimal
sequential Greedy Algorithm, which theoretically ensures
an approximation factor of 63%, has a complexity of
O(n̄2 logn̄) [20]. To reduce this computational cost, we fol-
low the ICP algorithm approach [19], which uses a nearest-
neighbor approach for correspondence-based registration.
Using the kd-tree data structure this correspondence method
comes with a computational complexity of O(n̄ logn̄) [26].
We chose ICP because it is easy to implement, can be
customized to meet the need of specific applications, and
is computationally efficient. Fig. 7 shows the result of using
this ICP-based iterative algorithm for an example scenario
where we want to overlay the blue samples over the red
samples in the tightest possible way in the sense of the earth
mover measure (2). Fig. 8 shows the quantitative analysis
of the improvements achieved through the iteration process
(results are shown for 10 iterations).

IV. NUMERICAL DEMONSTRATION

In this section, we demonstrate the effectiveness of our
proposed service-matching deployment algorithm via two
academic numerical examples. The environment and discrete
targets over which agents are deployed are shown in the
top plot of Fig. 5. The environment W is a rectangle of
[−350, 350]× [−300, 300] meters. Furthermore, the position
of the targets in this spatial domain is given a priori. The
number of targets is m = 1000. We use the K-mean
algorithm to cluster the targets into K = 5 clusters as
shown in the top plot in Fig. 5; each identical colored set
of points represents a cluster. The number of clusters was
calculated using the silhouette analysis. In the following
section, we consider two multi-sensor deployment scenar-
ios. Our numerical examples are inspired by vision-based
detection and acoustic monitoring problems. For the first
scenario, we consider a group of N = 4 UAVs mounted
with cameras, and for the second, we consider a group of

Fig. 9 – Placement of multiple UAVs with camera for maximal
coverage taking into account the best rotation and translation.

N = 5 holonomic mobile robots with acoustic receivers.
Both of these examples use anisotropic sensors whose QoS
distribution looks like the ones shown in Fig. 3; for more
details see [22]. The goal of this demonstration is to place
these anisotropic sensors to achieve the maximum possible
coverage in the target domain W .

Unmanned Aerial Vehicles with cameras: In this example,
there are four UAVs with visual sensors where every sensor
has different resolutions and depth from a camera’s point of
view. The altitude at which these UAVs are flying is different,
h = {15, 30, 45, 60} meter. Thus, the sensor footprint for
each agent is different, making their coverage service prob-
lem heterogeneous. The sensor footprint of the camera can be
calculated by using the sensor model from [22] which is also
used to sample points from the footprint of the camera. This
example illustrates a scenario where the number of sensors is
less than the number of partitions in the environment W , i.e.,
we have limited resources. However, the algorithm works for
any number of sensor-to-cluster ratios. The sensor footprints
and the corresponding samples based on the probabilistic
sensor model are shown in Fig. 9 as trapezoidal shapes with
blue points overlaid on the targets. The placement is the
result of using our proposed deployment strategy described
in Section III, which shows the effectiveness of our algorithm
in providing a service-matching deployment.

Holonomic Robot with Acoustic Receiver: Next, we
present simulation results for holonomic robots with acoustic
receivers. In this example, N = 5 mobile robots with
directional acoustic receivers are assigned to maximize the
probability of detection over the environment W . Since
these sensors are anisotropic we seek to determine the best
position and rotation for each sensor. The boundaries of the
footprint of an acoustic sensor are limited by the maximum,
Dmax, and minimum, Dmin, distance from the sensor. In
addition, the intensity of received sound is dependent on the
angle and distance from the sensor which is modeled as a
cardioid as shown in Fig. 10. Samples are generated from the
cardioid model as illustrated in [27]. The sensor footprints
and the corresponding samples based on the probabilistic
sensor model are shown in Fig. 10 as cardioid shapes with
blue points overlaid on the targets. The placement is the



Fig. 10 – Placement of multiple robots with acoustic receivers
with cardioid shaped footprints for maximal coverage taking into
account the best rotation and translation.

result of using our proposed deployment strategy described
in Section III, which shows the effectiveness of our algorithm
in accomplishing a service-matching deployment.

V. CONCLUSION

In this paper, a deployment framework for heterogeneous
mobile sensors to efficiently cover a group of dense targets
was proposed. Since most sensors are anisotropic, the paper
focused on modeling a solution approach that worked for
anisotropic sensors like cameras, directional antennas, and
directional acoustic receivers for which the deployment strat-
egy should not only determine the position for deployment
but also the direction to deploy. The proposed method was
also designed to consider the nonuniform QoS of the sensors
over their sensing footprint. To solve this problem, we
proposed a two-stage deployment strategy. First, we parti-
tioned the environment using the computationally efficient
K-means clustering algorithm. We made no assumptions
such as Gaussianess for the spatial distribution of the targets
or the QoS of the sensors. In the second step, we used an
iterative closet point approach inspired by the point cloud
registration algorithms used in the computer vision problems
along with a linear assignment problem to determine which
cluster each robot should be deployed to and at what location
and orientation. Case studies inspired by anisotropic sensors
like a camera and acoustic receivers were studied where the
goal was to maximize the collective overlap between the
sensor footprint of each agent and target distribution. For
future work, we will extend our approach to deployment over
targets populating a three-dimensional surface.
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