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Abstract 
 

This dissertation outlines research quantifying the entering and exiting the quinone 
reaction chamber in NADH dehydrogenase or respiratory complex I. Respiratory complex I, the 
first complex in the respiratory electron transport chain. The respiratory electron transport is 
essential for all aerobic life. The methods used to quantify the entrance and exit process are 
geometric modeling, steered molecular dynamics, and singular value decomposition of the 
process.  Five structures were analyzed: bacterial, yeast, ovine mt, mice mt, and human complex 
I. The structures reveal an almost 30 angstrom tunnel-like chamber for quinone binding in the 
core part of the enzyme, at the joint between the membrane and hydrophilic arms of the enzyme. 
The entrance of this quinone chamber located in ND1 subunit and has an apparent bottleneck of 
quinone/quinol passage. The first chapter introduces complex I and how transition state theory 
using diffusion kinetics gives an approximate maximum for the energy of crossing the bottleneck 
for quinone/quinol passage.  Chapter 2 introduces the techniques used to quantify the difficulty 
of passage as well as methods to identify modes for collective confirmational changes for 
bottleneck opening. Chapters 3 and 4 are reproductions of the published papers based on this 
work. The appendices are reproductions of the supplemental information for those two papers. 
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1. Respiratory Complex I 

NADH:ubiquinone oxidoreductase, or respiratory complex I, is a key proton-pumping 
enzyme involved in aerobic energy-generation inside cells[1, 2] . Structural studies[3-13] of the 
enzyme show molecular details that suggest possible molecular mechanisms of its redox-driven 
proton pumping. Complex I is an L-shaped structure with a hydrophilic domain where electron 
transport takes place and a membrane domain that performs proton translocation[4, 14]. In the 
hydrophilic domain, NADH transfers 2 electrons to flavin mononucleotide (FMN), which then 
transfers electrons via a chain of seven iron sulfur (FeS) clusters to a quinone molecule (Q) 
reducing it to a quinol[15]. The transfer of two electrons to quinone[16] is a key exergonic step, 
which is believed to drive local conformational changes[2, 11, 17] that transmit to the membrane 
domain of the complex and help to drive the proton pumping[18, 19].  

In many organisms, from bacteria to human, the structure of the core part of the enzyme 
reveals an almost 30 angstrom tunnel-like chamber for ubiquinone binding (Q-chamber) that 
leads from the N-edge of the membrane up to N2 FeS cluster. Presumably, the quinone molecule 
migrates from the membrane into the binding chamber, diffuses up to N2 cluster, receives two 
electrons and migrates back – tail first, from the narrow binding cavity to the membrane[8, 18, 
20-25]. 

In the structures for these organisms, the core part of the enzyme is very similar to bacterial 
enzyme; here, the entrance to Q-chamber is formed by a specific crossing of TM1, AH1, and 
TM6 in Nqo8 (mtND1/H E.coli) [4] and forms a narrow bottleneck that restricts the access to the 
Q-tunnel. The bottleneck was identified in the structure early on[4, 26], and the molecular 
mechanism of quinone passing the narrow bottleneck remains to be obscure, see Ref. [27]. More 
recent data [3, 11] indicate that both so- called “open” and “closed” states  [3, 11] (not to be 
confused with open and closed bottleneck), the bottleneck as we identified it is about the same.  

Conclusions can be drawn based on the activity of the enzyme in artificial proteo-liposomes 
(PL) and Km and kcat of the quinones of different types in complex I [25]. Consider the 
efficiency parameter defined as κBM = kcat/Km. Under the condition of  kcat>> kdis, the  efficiency  
parameter  is  the  pseudo-second-order rate constant that can be estimated as follows.  

In a 3D diffusional model [28], the diffusion of quinone headgroup from the membrane 
interior medium to the entrance of Q-tunnel of the enzyme H-subunit as a 3D process, 
with𝜅 = 4𝜋𝑟  𝐷  (𝑁 /10 )𝑃 . It is assumed that the binding site is a 3D half-sphere of radius 
r0, diffusion coefficient (for center of mass) of substrate is Dq, the factor with Avogadro number 
is introduced for convenient units M−1 s−1, and CGS for r0 and Dq.  The factor Pr describes the 
probability that a substrate arriving at the binding site via diffusion will have a right orientation 
for binding. The more intricate binding site configuration is, the smaller the probability Pr. 

An equivalent expression for 2D diffusion[29, 30] in the membrane plane gives qualitatively 

similar results. Here, 𝜅 =
  ( / )

( / )
 where dm is the membrane width (of the order of 

50 Å), and R0 is the typical distance between substrate molecules in the membrane (for [Q] = 10 
mM, R0 = 10 nm). The factor in the denominator is never too large, and realistically is in the 
range of 5–7 for realistic r0 = 1 Å, or somewhat less, assuming order of magnitude values. Given 
these values the two expressions give qualitatively similar results for r0=1Å. Radius r0 
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characterizes the position of the center of mass of a diffusing molecule in the binding process, 
whereas the fitting orientation is described statistically by the probability parameter Pr. 

The diffusion coefficient Dq is assumed to be in the range[21, 28] of 10−7 to 10−8 cm2/s for 
the substrates of interest, but can be modified by the barrier at the bottleneck. 

The above expressions describe the available data rather well. For example, for the NADH 
oxidation reaction of Ref.  [25] both theory and experiment give kcat/Km = 107, for r0 = 1 Å and 
Pr = 1. Similar values are obtained for AOX of Ref. [25]. However, for Q-reduction kcat/Km in 
Ref. [25] is much smaller and depending on the length of isoprenoid tail is in the range of 104 to 
105. This significant reduction can be readily explained by an additional small factor Pr in the 
range of 10−2 to 10−3 or even smaller. This could be rationalized by the difficulty of passing 
through a narrow entrance of the Q-channel.  

The barrier crossing rate by a quinone molecule at the bottleneck can be estimated from the 
transition state theory. The barrier crossing could be for the headgroup or one of the methyl 
groups of the isoprenoid tail. The rate of a single barrier crossing is given by the following 

expression: 𝑘 ≈ 10 ( ) . The first factor (assuming a barrier width of 1 Å – 3 Å) is on the 

order of 108 s−1.  The exponential factor should be greater than 10−5, and since ln(10)RT ≈ 6 
kJ/mol at room temperature, Vb ≈ 30kJ/mol or less.  

Other less obvious scenarios cannot be ruled out; e.g., the case kcat<<kdis.  In this case kcat/Km 
=κBM⋅(kcat/kdis),  i.e.  the above parameter κBM is multiplied by a small ratio (kcat/kdis).  One could 
speculate that a small kcat would be expected in the Q-shuttle model due to an intricate and slow 
exchange of two electrons between the shuttle Q molecule and the quinones of the pool. 

At the same time, the difficulty of quinone accessing the reduction catalytic site and the 
relatively fast reduction of the FeS chain by NADH (that provide electrons for quinone 
reduction) should result in a (partially) reduced state of FeS clusters in the chain, which then can 
serve as a buffer of electrons reducing quinone. In such conditions, the redox potential of the FeS 
chain would be in equilibrium with that of NADH pool, i.e. around -320 mV, and thus reduction 
of quinone to produce semiquinone state appears to be quite possible, despite that the redox 
potential of the last FeS cluster in the chain N2, which reduces quinone, by itself is much more 
positive [24]. 

1. Sazanov, L.A., A giant molecular proton pump: structure and mechanism of respiratory 
complex I. Nat Rev Mol Cell Biol, 2015. 16(6): p. 375-88. 

2. Parey, K., et al., Respiratory complex I - structure, mechanism and evolution. Curr Opin Struct 
Biol, 2020. 63: p. 1-9. 

3. Gutierrez-Fernandez, J., et al., Key role of quinone in the mechanism of respiratory complex I. 
Nat Commun, 2020. 11(1): p. 4135. 

4. Baradaran, R., et al., Crystal structure of the entire respiratory complex I. Nature, 2013. 
494(7438): p. 443-8. 

5. Fiedorczuk, K., et al., Atomic structure of the entire mammalian mitochondrial complex I. 
Nature, 2016. 538(7625): p. 406-410. 
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2. Methods Used 

 
This chapter outlines the methods used in each subsequent chapters which are 

reproductions of the two published papers.  The methods outlined are the ones that I contributed 
to and have more detail on some parts of the methodology and were given in the papers.  
 

2.1 Geometry Analysis 

In order to characterize the internal geometry of the ubiquinone cavity, a specific 
computational tool was developed to calculate the precise cross-sectional geometry of the entire 
reaction chamber. The algorithm first calculates a spline along the length of the cavity, and then 
at each point along the spline a sweep of cross-sections is probed. The full set of cross-sections 
along this spline provides a detailed geometrical characteristic of the entire ubiquinone reaction 
cavity.  

In order to probe the energetics of the quinone chamber, the configurational entropy was 
estimated by the difference in the area between the cross-section of the ubiquinone head group1 
and that of the Q-chamber along the binding coordinate. The difference between these areas was 
converted to a free energy entropy term and, together with the hydropathy analysis[1, 2]. This 
initial analysis formally results in the infinitely high barrier at the bottleneck. The static 
geometry of the entrance is simply too small to accommodate the head group of the ubiquinone. 
The menaquinone group gives similar results, i.e. the bottleneck is too small. 

This initial analysis was supplemented with the analysis of variations due to B-factors. To 
this end, approximately 10 thousand structures of the bottleneck were generated with 
uncertainties given by the B-factors[3] of the residues making up the bottleneck. The upper 
bound uncertainty was calculated using the standard deviations taken directly from the B-factors 
(the actual uncertainty is smaller, and for a given resolution of 3.1 Å is about half of the upper 
bound). The uncertainty in the structure geometry adds about 1 Å in the boundary of the cross 
sections, and still is not enough for a passage of the headgroup of ubiquinone through the 
bottleneck. 

The key finding of the geometry analysis is that the head group of quinone cannot pass 
through the static bottleneck without some elastic expansion or change in its conformation. 

 

2.2 Steered Molecular Dynamics 

Four structures were MD-probed: bacterial T. thermophilus[3], yeast Y. lipolytica [4], 
and two mammalian structures - ovine[5], and human[6, 7]. For mice[8] structure, in both so-
called Active and Deactive states, the entrance to the Q-chamber is too small by visual analyses 
and was not further probed in MD simulations. MD simulations used Gromacs [9] simulation 
package with CHARMM36 forcefield[10]. 

The potential energy components including bond energies, dihedral energies, Lennard- 
Jones energies, and Coulomb energies, as evaluated by the Gromacs MD simulation package, 
were evaluated along the Q-pulling trajectories for the residues representing the bottleneck. 
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2.2.1 Pulling Simulations with system embedded in membrane 

2.2.1.1 Constriction of the protein lipid structure 

The protein lipid structure was constructed using charm GUI[11-13] using 4HEA 
(keeping chain D, F, G, I and P), POPC lipid (315 upper leaflet, 300 lower leaflet). Pre-MD 
equilibration was done using energy minimization, followed by NVT equilibration at 310 Kelvin, 
then NPT equilibration at 310 Kelvin and 1 bar. The Berendsen[14] thermostat and the 
Berendsen barostat were used to maintain temperature and pressure. 

2.2.1.2 Incorporating Ubiquinone (Q10) 

At this point, Chimera [15] was used to place Ubiquinone near the entrance of Complex 
I. After the structure was built, using Gromacs[9], the system was energy minimized, 
temperature and pressure equilibrated with the CHARMM36 forcefield [10] was used and Swiss 
Param generated force field[16] for Q10.  During these equilibration steps the protein atoms 
were restrained to preserve as close to the crystal structure as possible. 

2.2.1.3 Getting Q10 into the reaction chamber without distorting the protein   

In order to get the initial position, keeping constraints in place Q10 was pulled into 
Complex I.   The system was initialized to 310K and 1 bar during equilibration, and subsequent 
pulling in of Q10 under protein restraints.   The restraints placed on the atoms of the protein 
for trajectory 1 and trajectory 2 were a mix of 20 and 40 KJ mol-1 A-2.  These were the force 
constants used by CHARMM GUI for restraining the protein while building the lipid 
membrane around it.   For trajectory 3, the force constants used on the atoms of the protein 
during equilibration and pulling in of Q10 were all 40 KJ mol-1 A-2. All the simulations were 
done under periodic boundary conditions and isotropic pressure coupling.  

2.2.1.4 Pulling Q10 out of the reaction chamber for analysis 

The production simulations then pulled the Q10 out without restraints.  Three 
trajectories were chosen to analyze. The barostat and thermostat were maintained while 
pulling the quinone through the bottleneck. The Coulomb and LJ interactions have a cutoff 
radius of 1.2 nm. The three trajectories were generated using GROMACS 2020. The pulling 
rate of the three trajectories are 0.01 nm/ps, 0.01 nm/ps and 0.02 nm/ps respectively. The 
simulation time is 300 ps, 300 ps and 180 ps respectively. The pulling force constant for all 
three trajectories is 2500 kJ/mol/nm^2. The system was kept at 310K and 1 bar while the Q10 
molecule was pulled out of Complex I. The restraints were removed prior to pulling out. The 
Q10 was pulled out using direction pulling along a vector perpendicular to the plane bottleneck 
by a carbon on the tail with a force of 25 KJ mol-1 A-2.  For trajectory 3, the protein was 
allowed to relax at 310K and 1 bar before the Q10 was pulled out. 

 

2.2.1.5 Analyzing energies of Associated with the bottleneck in pulling trajectories 

Gromacs has a means of rerunning the simulation to look at energies of specified groups using 
the positions of the atoms of that group from a trajectory of a previous simulation. The potential 
energy and its components are modeled by a topology specified for the particular group of atoms. 
The potential energy components include bond energies, dihedral energies, Lennard-Jones 
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energies, and Coulomb energies. The residues used to represent the bottleneck consists of 10 
residues (142 atoms) are pictured schematically here: 

 

Figure 2.1: The 10 residues of the bottleneck rendered using surface rendering in VMD[17] and 
colored by residue. 

The topology was generated using pdb2gmx based on the CHARMM36 forcefield with one 
minor modification.  The utility added an oxygen to the C terminus of MET 246 that needed to 
be removed, along with any references to that oxygen in bonds and dihedrals.  

The pdb2gmx forcefield was modified as follows: 

 

Changed from To 
141         CC    246    MET      C    141       
0.34     12.011 

141         CC    246    MET      C    141       
0.51     12.011 

142         OC    246    MET    OT1    142      -
0.67    15.9994 

142         OC    246    MET      O    142      -
0.51    15.9994 
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143         OC    246    MET    OT2    143      -
0.67    15.9994 

 

Table 2.1 Modification of pdb2gmx generated topology 
 

2.2.2 Pulling Simulations with restricted system 

To improve statistics, focused MD simulations on a restricted system that involved only 
the residues of the bottleneck were used. In this case the simulation box was filled with an 
artificial hydrophobic (LJ)medium consisting of water with switched-off charges. Typically, the 
Q was pulled with a speed of 0.1 Å per ps; this is about ten times slower than the rate of water 
molecule diffusion in bulk water (Dw = 10−5 cm2/s)[18]. In a focused MD the pulling speed was 
further reduced by a factor of ten to simulate adiabatic conditions for free energy evaluation.  

The models of bottlenecks were taken from the crystal structures and neutral charge 
states chosen for all residues so that the bottleneck had zero net charge. The bottleneck 
models were placed into artificial hydrophobic media of LJ spheres, equivalent to tip3p 
water with all charges set to zero. The system was then energy minimized with the 
bottleneck model positions restrained with 2500 KJ/mol/nm2. The pulling simulations were 
then done with NVT using stochastic dynamics at 310 Kelvin. 

2.2.2.1 UQ/DQ/MQ Models 

The ubiquinone model UQ10 was generated using Swiss Param. The DQ/MQ and 
shorter tail and reduced analogues were all based on this model. To create UQ1 and UQ3 
models, the UQ10 model was shortened by cutting of the tails to have either 1 or 3 isoprenoids, 
and a hydrogen placed where the tail was cut. The reduced models were created by taking the 
oxidized models and converting the ketones to enols in the headgroups. Specifically, 
hydrogens were bonded to the oxygens with bond length 0.096nm and strength of other single 
bonds in the forcefield, a bond angle of 108 degrees and force constant of 543.920 
KJ/mol/rad2. For each hydrogen, 2 proper dihedral angles (corresponding to the 2 carbons 
connected to the enol carbon) were added with dihedral angles of 180 degrees (trans), force 
constant of 4.142 KJ/mol and multiplicity of 2. Carbon-carbon single and double bonds in the 
ring of the head group were then shifted to match the standard ubiquinol structure using 
existing carbon-carbon single and double bond parameters in the headgroup. The MQ models 
were created by taking the corresponding UQ models, removing the methoxy groups and 
adding a ring corresponding to the head group of the standard menaquinone structure using 
the parameters that already existed in the model for similar bonds, angles, and dihedrals. The 
DQ models were made from the corresponding UQ models, replacing the isoprenoid tails with 
a simple saturated hydrocarbon chain, once again using the parameters that already existed in 
the model for corresponding bonds, angles, and dihedrals. 

 

 
Ligand Bottleneck Sim. Length # runs 

UQ1 t. Thermophilus 1.5 ns 53 

UQ1H2 t. Thermophilus 1.5 ns 59 
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UQ3-tail t. Thermophilus 1 ns 29 

UQ3 ovine 1.5 ns 15 

UQ3 human 2 ns 15 

UQ3 y. Lipolytica 2 ns 15 

UQ3H2 y. Lipolytica 2 ns 15 

MQ1 t. Thermophilus 1.5 ns 31 

MQ1H2 t. Thermophilus 1.5 ns 30 

DQ1 t. Thermophilus 1.5 ns 31 

DQ1H2 t. Thermophilus 1.5 ns 31 

Table 2.2: List of all pulling simulations through simplified bottleneck in hydrophobic media. 
Data shown to demonstrate statistical averaging over trajectories used in free energy 
calculations. 

2.2.2.2 Thermodynamic work to cross the bottleneck 

The Helmholtz work (or Helmholtz free energy, W) to cross the bottleneck is defined 
by the average force needed to pull the quinone through the bottleneck along the pulling 
coordinate λ: 

=< 𝐹 >         

 

𝛥𝑊 = ∫ < 𝐹 > 𝑑
( )

( )
𝜆                           

 

The above relations assume a reversible or quasi-equilibrium (in practice very slow) change 
of the system. For this reason, the pulling rate was set to 0.01 Å per ps, which is about hundred 
times slower than the diffusion rate of water(Dw = 10−5 cm2/s)[18]. The force <F> is assumed 
to be averaged over thermal fluctuations (for a given λ, and over a set of initial conditions in 
the initial state (i)). In our calculations, the pulling force F(t) is measured along the MD pulling 
trajectory and averaged locally (moving average) over a short interval of 100 ps, for a typical 
pulling trajectory of some 1500ps. In addition, the averaging was done over some 30-60 
pulling trajectories with different initial conditions. The Helmholtz work ΔW gives the energy 
barrier along the trajectory. 

When the final state of quinone (f) is defined as a region at the top of the barrier, i.e. 
the position of the quinone head group inside the bottleneck, and the initial state (i) is a 
region inside the Q-chamber, the work described above is related to both decrease of entropy 
(as in isothermal contraction of gas) and increase of potential (elastic) energy of the system 
due to possible structure adjustment of putting the oversized quinone head group into a 
relatively narrow bottleneck of the cavity entrance. 
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In addition, the so-called Jarzynski Averaged (JA) work[19] was calculated using: 

< 𝛥𝑊 >= −𝑅𝑇𝑙𝑛 𝑒  

where Δw is the work for a given pulling trajectory, and the averaging (indicated by the 
brackets) is assumed over different trajectories. If the pulling work were calculated for a 
non-equilibrium process at constant energy, instead of constant temperature and quasi-
equilibrium process considered here, the Jarzynski equality (JE) would give the proper free 
energy change. The conditions in the pulling simulations are different from what is assumed 
in the JE, and thus the above relation is not directly applicable; however, it is useful to 
consider this type of averaging as it emphasizes trajectories with minimal work and thus 
selects (or filters for) the “optimal” trajectories. JA is sensitive to qualitative changes along 
the trajectory, such as the entrance of the headgroup into the bottleneck or the passage of 
individual methyl groups of isoprenoid tail of ubiquinone, which show up as small bumps on 
the JA curves. 

2.3 Principal Component Analysis 

In order to gain insights into the collective modes, principal component analysis was used 
for chapter 4. Improvements for future work include constraining portions of subunit H to better 
reflect how the H subunit would be in the full complex. Nevertheless, it was useful to see how 
the subunit responds by itself.  

The methodology used for principal component analysis(PCA) based on [20]. Although 
PCA does not require harmonicity, interpreting the eigenvectors as modes of coupled harmonic 
oscillations is interesting.  Additionally, PCA is known to assume a linear relationships between 
variables and suffer from limited sampling. However, the interpretation procedure follows. This 
is more detail than is provided in Chapter 4. 
 

 

 

 

2.3.1 From Trajectory to Modes 

Denote the cartesian coordinates 𝑥 (𝑛) where the index 𝑖 accounts for all three 
dimensions of each atom, and 𝑛 is indexes the snapshot of the trajectory at a particular time. 

Let < 𝑥 >= ∑ 𝑥 (𝑛)  with a total of N snapshots. If the motion is stationary, then 

we can subtract the averages to get an updated set of coordinates 𝑥 (𝑛) = 𝑥 (𝑛)−< 𝑥 >. Then 
the covariance matrix is calculated 𝑀 =< 𝑥 𝑥 >.   If we express each 𝑥 = ∑ 𝑆 𝑄  as a linear 

combination of collective coordinates 𝑄 . 𝑀 =< 𝑥 𝑥 >= ∑ 𝑆 < 𝑄 𝑄 >, 𝑆 .   
Define 𝐷 =< 𝑄 𝑄 >. Note also that 𝑆 = 𝑆 . Since M is a symmetric matrix with 

real entries, it can be diagonalized with 𝑀 = 𝑆𝐷𝑆 , such that the column vectors of S are 
othronormal. D is diagonal. This means through diagonalization we can choose 𝑄  such that 
𝐷 = ∑ 𝛿 < 𝑄 >.   
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In addition, because the column vectors of S are orthonormal, we have ∑ (𝑆 ) = 1.  We 
can ascribe a “participation” of coordinate 𝑥  in 𝑄  to be 𝑃 = (𝑆 ) . The participation of an 
atom in a mode would then be the sum of the participations for the x, y, and z coordinates in that 
mode.  
 

2.3.1 Interpretation of Modes 

Looking at the 𝑄  as if they were normal modes, we have 𝑄 = 𝐴𝑐𝑜𝑠(𝜔 𝑡).  The frequency 

of this mode can be found from 𝜔 =  . 

The effective spring constant can be found by the average potential energy 𝑘 = . 

The effective mass, 𝑀 , can be found using the average kinetic energy. First note, that 

𝑥̇ = ∑ 𝑆 �̇�  which means since D is diagonal, 

𝑥̇ = 𝑆 �̇� 𝑆 �̇� = 𝑆 𝑆 �̇� �̇�

,

= 𝑆 �̇�  

Now, rewriting average kinetic energy in the form of an effective mass for each mode:  

<
𝑚

2
𝑥̇ > =

𝑚

2
,

𝑆 < �̇� >=
𝑀

2
< �̇� > 

So, 𝑀 = ∑ 𝑚 𝑆 .   

 Using the frequencies we get a timescales for these low frequency modes to be 𝑇 = . 
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3. First paper on the narrow bottleneck  

This chapter is a reproduction of prior work published. “Respiratory complex I: 
Bottleneck at the entrance of quinone site requires conformational change for its opening”, 
Panyue Wang, Nithin Dhananjayan, Muhammad A. Hagras, Alexei A. Stuchebrukhov, The 
supplemental information will also be provided in Appendix A of the dissertation.  

 

Abstract 

The structure of the entire respiratory complex I is now known at reasonably high 
resolution for many species –bacteria, yeast, and several mammals, including human. The 
structure reveals an almost 30 angstrom tunnel-like chamber for ubiquinone binding in the core 
part of the enzyme, at the joint between the membrane and hydrophilic arms of the enzyme. Here 
we characterize the geometric bottleneck forming the entrance of the quinone reaction chamber. 
Computer simulations of quinone/quinol passage through the bottleneck suggest that in all 
structures available, from bacterial to human, this bottleneck is too narrow for the quinone or 
quinol to pass and that a conformational change is required to open the channel. Moreover, the 
bottleneck is too narrow even for isoprenoid tail free passage. The closed structure can be an 
artifact of the crystallization packing forces, low temperature, or other unnatural conditions 
occurring in the structural data acquisition procedure that affect this flexible part of the enzyme. 
Two of the helices forming the bottleneck are in direct contact with the subunit (ND3) that was 
recently demonstrated to be involved in conformational changes during the redox proton 
pumping cycle, which indicates flexibility of that part of the enzyme. We conclude that the 
published structures are all locked in the unfunctional states and do not represent correctly the 
functional enzyme; we discuss possible ways to open the structure in the context of possible 
mechanisms of the enzyme. 

3.1 Introduction 

NADH:ubiquinone oxidoreductase, also known as respiratory complex I, is the first 
enzyme of the respiratory chain and a key component of energy generation machinery in the cell 
[1]. It couples the electron transfer from NADH to a quinone molecule to the pumping of protons 
across the mitochondrial or bacterial membrane, thus generating the proton-motive force 
required to drive ATP synthesis and active membrane transport. 

Recent structural studies [2–8] have revealed important molecular details suggesting 
possible mechanisms of the enzyme functionality; however, the structure also poses new 
questions. One such question concerning the ubiquinone-binding cavity will be discussed in this 
paper. Complex I is an L-shaped structure, with a hydrophilic domain where the electron 
transport occurs, and a membrane domain that performs the proton translocation [2,9]. In the 
hydrophilic domain, NADH transfers 2 electrons to flavin mononucleotide (FMN), which then 
transfers electrons to a chain of iron sulfur (FeS) clusters and then to the quinone molecule (Q), 
reducing it to a quinol [10]. The transfer of electrons to quinone [11] is a key exergonic step, 
which is believed to drive the conformational changes [12] that transmit to the membrane 
domain of the complex where the protons are pumped. The proton coupling between the half 
channels of anti-porter subunits of the membrane domain was suggested to happen through key 
Lys and Glu residues in the middle of the membrane [2,13], which play a role of Proton Loading 
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Sites (PLS), analogous to PLS of cytochrome c oxidase complex IV, with alternative access from 
both sides of the membrane. 

The presumed conformational change should operate in such a way as to change access to 
PLS and regulate their pKa's in a concerted manner [14,15]. Theoretical analysis suggests that 
there should be two independent parameters that control the status of a proton pump (access and 
pKa of PLS). 

In all organisms, from bacteria to human, the structure of the core part of the enzyme 
reveals an almost 30 angstrom tunnel-like chamber for ubiquinone binding (Q-chamber) that 
leads from the N-edge of the membrane up to the N2 FeS cluster. Presumably, the quinone 
molecule migrates from the membrane into the binding chamber, diffuses up to the N2 cluster, 
receives two electrons and two protons and migrates back – tail first, from the binding cavity to 
the membrane. The round trip, including the search of the entrance of the quinone cavity,  occurs  
within the enzyme turnover timescale, i.e. a few ms. It is not yet clear what are the driving forces 
for such a process, but computer simulations provide some insights into these questions 
[6,14,16–21]. 

Thus, recent simulations have revealed two binding sites inside the quinone cavity of 
bacterial T. thermophilus structure and described the energy profile along the tunnel and 
estimated diffusion coefficient of the order of 10−8 cm2/s, Ref. [17]. Recent structure [6] shows 
one quinone molecule bound inside the cavity at the position of the head group close to that 
predicted by theory. 

Here we characterize a geometric bottleneck at the entrance of the quinone reaction 
chamber in complex I from five organisms: bacterial T. thermophilus [2], yeast Y. lipolytica [6],   
and three mammalian structures, ovine [3], mice [7], and human [8,22]. The core part of the 
enzyme in all organisms is very similar to the bacterial enzyme; here, the entrance to Q-chamber 
is formed by a  specific crossing of TM1, AH1, and TM6 in Nqo8, and the bottleneck is located 
in the vicinity of site 2′ of Ref. [17], toward the membrane. In fact, it is this bottleneck that forms 
the real entrance to the Q-tunnel, providing access to sites 2 and 2′ and the rest of the cavity with 
sites 1 and 1′ of Ref. [17] (see SI Fig. A0). 

The bottleneck was identified in the structure early on [2,23], and it was speculated that 
conformational changes are needed to open it. Recently the issue was brought up again in Ref. 
[24]. Qualitatively, the narrow entry point appears to be too small to accommodate the head 
group of either ubiquinol or ubiquinone. Here we characterize the entrance bottleneck more 
rigorously. First, we provide detailed geometry analysis; second, we use Molecular Dynamics 
(MD) simulations to quantify the energy barrier formed by the narrow bottleneck. The structures 
of five organisms were analyzed, bacterial, yeast, and three mammalian structures, including 
human. 

Computer simulations of quinone/quinol passage through the bottleneck suggest that in 
all structures available, from bacterial to human, this bottleneck is too narrow for the quinone or 
quinol to pass - both for the head group and even for the isoprenoid tail, and that a 
conformational change is required to open the channel. We conclude that the closed structure is 
an artifact of the crystallization packing forces, low temperature, or other specific conditions 
occurring in the structural data acquisition procedure that affect this flexible part of the enzyme. 
Two of the helices forming the bottleneck are in direct contact with the subunit (ND3) that was 
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recently demonstrated to be involved in conformational changes in the proton pumping cycle 
[12], which indicates flexibility of that part of the enzyme. We conclude that the published 
structures are all locked in the unfunctional states and do not correctly represent the functional 
enzyme. We then discuss possible ways to open the structure and predict some structural changes 
that may occur in the functional state. 

Even though the conformational opening of the quinone chamber is clearly needed, it is 
not clear to what extent the structure is opened in the functional enzyme. One possibility is that it 
would allow free passage only of the tail but not the headgroup, and thus, one quinone molecule 
could be always locked inside of the Q-chamber, suggesting a piston-like mechanism proposed 
recently, Ref. [17]; however, our analysis indicates this scenario to be unlikely. The opening of 
the bottleneck to an extent so as to allow only isoprenoid tail free passage but not the head group 
of the quinone appears to be unlikely. This indicates a need for a major opening of the structure 
to avoid additional energy barriers for the isoprenoid tail passage. 

However, based on the analysis of the literature kinetic data [21], we also conclude that 
when the structure is in its native open functional state, the entrance still remains narrow. 
Moreover, as the exit of the reduced quinone requires more space, as indicated by our 
simulations, it may still require additional flexibility transition to allow for the reduced quinone 
to exit, which may be part of the catalytic cycle. 

The plan of the paper is as follows. First the bottleneck itself is characterized 
geometrically; we then present results of molecular dynamics simulations and conclude with the 
discussion of the results. 

3.2 Methods and Results 

Overall, five structures were analyzed: bacterial T. thermophilus [2], yeast Y. lipolytica 
[6], and three mammalian structures, ovine [3], mice [7], and human [8,22]. As the core part of 
the enzyme of 14 subunits is almost identical or very similar (in the part relevant to this 
discussion) to bacterial complex, and the results are qualitatively similar for all structures 
analyzed, here we first describe in detail the results for the bacterial structure, or use it to 
illustrate the methods and results for the whole set; we then comment on the other structures. 
Additional results are given in the Supplementary Information file, SI. 

For the analysis of bacterial complex I, we use the crystal structure T. thermophilus, 
4HEA [2] with highest resolution of 3.1 Å. All other enzyme structures were obtained with cryo-
EM, which naturally assume different conditions of structure data acquisition; this point will be 
included in the following discussion. 

The quinone binding cavity, the entrance, and the amino acids comprising the orifice of 
the entrance of quinone, i.e. the bottleneck, are shown in Figs. 3.1 and 3.2. 
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Fig. 3.1. (A) The entrance into the Q-binding cavity, shown in red; gray surface refers to subunit 
ND1(H), green lines refer to subunit A, and cyan spheres refer to quinone, from MD simulations 
described in the text. (B) The quinone binding cavity with the location of the bottleneck is shown 
with respect to the membrane surface. The residues Tyr-87 and Phe-28 are discussed in the text. 

Fig. 3.2. 10 residues that form the entrance of complex I quinone cavity in bacterial enzyme. The 
shortest axis discussed in the text is indicated by dashed lines 

The bottleneck, Fig. 3.2, is localized at the crossing formed by three helices: Nqo8_TM1, 
Nqo8_AH1, and Nqo8_TM6 [2], see also Supplementary Fig. A5. 

Recently, [16,17], the energy profile inside of the bacterial cavity was characterized using 
MD methods. These studies refer mainly to a region entirely behind the bottleneck shown in Fig. 
3.2. Fig. A0 shows the bottleneck and the region behind it – so-called sites 2 and 2′. According to 
Refs. [16,17] the region just behind the bottleneck has a dip in energy profile of some 8 kcal/mol. 
A key point of the present paper is that there is a bottleneck in accessing the binding sites 2 and 
2′ and the rest of the cavity. 

Recently,  Zickermann  et  al.  [6]  have  determined  the  structure  of complex I from 
aerobic yeast Y. lipolytica by cryo-EM at 3.2-A resolution,  and  a  ubiquinone  molecule  was  
identified  in  the  Q-tunnel.  The binding position of the head group of Q corresponds roughly to 
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a region of sites 2 and 2′ of Ref. [17] behind the bottleneck entrance. Here we show that without 
conformational change, the barrier of the bottleneck separating the Q-tunnel from the membrane 
part prevents the exit of the quinone molecule from the Q-tunnel. 

In the following, we first characterize the geometry of the bottleneck; then MD 
simulations are used to probe the energy barrier associated with the passage of the bottleneck. 

3.2.1 Geometry Analysis 

In order to characterize the internal geometry of the ubiquinone cavity, a specific 
computational tool was developed to calculate the precise cross-sectional geometry of the entire 
reaction chamber. The algorithm first calculates a spline along the length of the  cavity, and  then 
at each point along the spline a sweep of cross-sections is probed. The full set of cross-sections 
along this spline, shown in SI Fig. A1, provides a detailed geometrical characteristic of the entire 
ubiquinone reaction cavity. Fig. A1 clearly shows the minimum cross-section at the bottleneck. 
A simple initial geometry analysis indicates that the cross section of quinone does not fit that of 
the bottleneck, see Fig. A2. 

In order to probe the energetics of the quinone chamber, the configurational entropy was 
estimated by the difference in the area be- tween the cross-section of the ubiquinone head group1 
and that of the Q-chamber along the binding coordinate. The difference between these areas was 
converted to a free energy entropy term and, together with the hydropathy analysis [25,26], is 
shown in Fig. A3. This initial analysis formally results in the infinitely high barrier at the 
bottleneck. The static geometry of the entrance is simply too small to accommodate the head 
group of the ubiquinone. The menaquinone group gives similar results, i.e. the bottleneck is too 
small. 

This initial analysis was supplemented with the analysis of variations due to B-factors. To 
this end, approximately 10 thousand structures of the bottleneck (Fig. 3.2) were generated with 
uncertainties given by the B-factors [2] of the residues making up the bottleneck. The upper 
bound uncertainty was calculated using the standard deviations taken directly from the B-factors 
(the actual uncertainty is smaller, and for a given resolution of 3.1 Å is about half of the upper 
bound). The uncertainty in the structure geometry adds about 1 Å in the boundary of the cross 
sections (see SI Fig. A12), and still is not enough for a passage of the headgroup of ubiquinone 
through the bottleneck. 

The key finding of the geometry analysis is that the head group of quinone cannot pass 
through the static bottleneck without some elastic expansion or change in its conformation. 
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Next, we included flexibility of the opening, and using MD methods studied the 
energetics of the passage of quinone through the bottleneck, Fig. 3.3. 

 

 

 

 

 

 

 

Fig. 3.3. Ubiquinone head group passing the bottleneck. The headgroup barely fits the bottleneck 
entrance of the quinone cavity. The energy barrier for the passage is discussed in the geometry 
analysis section. In the bacterial enzyme, menaquinone, decylubiquinone, and ubiquinone were 
all probed. 

3.2.2 Molecular Dynamics Simulation 

Here, four structures were MD-probed: bacterial T. thermophilus [2], yeast Y. lipolytica 
[6], and two mammalian structures - ovine [3], and human [8,22]. For mice [7] structure, in both 
so-called Active and Deactive states, the entrance to the Q-chamber is too small by visual and 
geometric analyses and was not further probed in MD simulations. However, we use all five 
structures in the discussion. 
 

MD Simulation Details 

As in the geometry analysis, we use complex I from T. thermophilus  as an example of 
calculations, and comment on other structures when needed. The MD simulation details are 
given in SI. Briefly, the protein was incorporated into the POPC membrane. The quinone was 
placed near the entrance of Complex I, and after equilibration, was pulled into the quinone 
cavity. We also used simulations where quinone is pulled out of the quinone cavity. The energy 
was measured along the pulling trajectory. 

To improve statistics, focused MD simulations on a restricted system that involved only 
the residues of the bottleneck were used. In this case the  simulation  box  was  filled  with  an  
artificial  hydrophobic  (LJ)medium consisting of water with switched-off charges. The Q was 
pulled with a speed of 0.1 Å per ps; this is about ten times slower than the rate of water molecule 
diffusion in bulk water (Dw = 10−5 cm2/s) [27]. In a focused MD the pulling speed was further 
reduced by a factor of ten to simulate adiabatic conditions for free energy evaluation. Other MD 
simulation details are given in SI. 
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Fig. 3.4. A. The Lennard-Jones potential energy for a typical pulling trajectory. B. The total 
potential energy for the same trajectory. 

Gromacs energies of the bottleneck 

The potential energy components including bond energies, dihedral energies, Lennard- 
Jones energies, and Coulomb energies, as evaluated by the Gromacs MD simulation package, 
were evaluated along the Q-pulling trajectories for the residues representing the bottleneck, as 
shown in Fig. 3.2 for bacterial enzyme (see also SI Fig. A5). A typical energy profile for 
Gromacs Energy is shown in Fig. 3.4. 

The Lennard-Jones (LJ) potential shows a bump of 10 kJ/mol between 100 ps and 225 ps, 
whereas the total potential energy – which includes bond energy, LJ energy and Coulomb 
energy, shows a bump of 250 kJ/mol between 100 ps and 225 ps. These bumps correspond to an 
increase of potential energy of the system at the passage of the ubiquinone head group of the 
bottleneck in the pulling trajectory. (The surprisingly small contribution of LJ is of theoretical 
interest but outside the scope    of this paper and will not be discussed here.) The total energy 
shows significant fluctuations because of the large number of atoms involved; thermal energy 
fluctuations scale approximately as 𝑘 𝑇√3𝑁, where N is the number of atoms. 

The energy bump is a measure of the height of the barrier for the headgroup to pass the 
bottleneck. In this case it is about 250 kJ/mol or about 2.5 eV. This is an exceedingly high 
energy, which shows that spontaneously this transfer is not possible. In other words, the passage 
of the bottleneck is impossible. We explored several trajectories with different speed of pulling 
and different initial conditions, the qualitative result is the same for all trajectories. Some 
additional examples are given in SI. 

We next explored a different measure of the elastic energy resulting from the forced 
passage of the headgroup through the bottleneck. This was necessary to see that the protein 
structure does deform as the quinone is forced through the bottleneck. 
 

Deformation of the bottleneck. Empirical elastic energies 

Here we monitored the deformation of the bottleneck and the variation of the associated 
phenomenological elastic energy. The idea is to trace the average geometry deformation of the 
bottleneck structure along the pulling trajectory and to evaluate associated elastic energy. Here 8 
residues were chosen to represent the entrance of Q-tunnel: ALA63, PHE28, ALA29, SER66, 
PRO59, MET246, ALA242 and LEU243 shown in Fig. 3.2. Three different measures of 
deformation Δ of the structure were used: 
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Relative Deformation 

𝛥 =  ∑
(

( )
)

( ),
    (3.1.1) 

Here summation is over all pairs of atoms Np of the selected amino acids. The associated 
elastic energy Eel can be described as a value proportional to the square of the above distance, Δ. 
The proportionality coefficient is assigned according thermal average (kBT per pair) of energy 
fluctuations: 

𝐸 = 𝑘 𝑇                                             (3.1.2) 

Short Axis Distance 

Here Δ is the short axis distance between ALA63 and PHE28. Three distances between 
three methyl hydrogens of ALA63 and the single hydrogen of the benzene ring of PHE28 were 
used to evaluate the average distance. Ala63 is an important conserved residue, its mutation 
results in a dysfunctional enzyme with severe biomedical implications [1]. 
 
Root mean square distance 

𝛥 = ∑ (𝑑 − 𝑑
( )

)             (3.1.3) 

 
 Here, for every pair of atoms, the square of the difference between current distance and 
crystal structure distance was calculated along the trajectory. The square root of the sum of all 28 
squared differences gives the RMS distance. The associated elastic energy was evaluated using 
Eq.(3.1.2). 

Fig. 3.5 shows a typical result for relative deformation along the 
pulling trajectory. 
 The bump in Fig. 3.5 from 70 ps to 100 ps, corresponds to a passage of the head group 
through the bottleneck. Given the magnitude of thermal fluctuations, shown as a width of the 
band around the average value, an estimate of the elastic energy associated with the deformation 
of the structure around the bottleneck is about 100kT (N = 28). Clearly, this is a too high barrier 
to cross in a reasonable time. 

The other two measures of deformation energy yield the same qualitative result. More 
data are shown in SI. 
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Fig. 3.5. Relative deformation along a typical pulling trajectory. Vertical axis is relative 
deformation, defined by Eq. 3.1.1. The energy bump corresponds to a passage of the headgroup 
through the bottleneck. 

Finally, the most comprehensive characteristic of the process is the Helmholtz work (or 
Helmholtz free energy, W) to cross the bottleneck. This work is determined by the average force 
needed for an isothermal reversible change of the system; in our case this is the force applied to 
pull the quinone through the bottleneck, along the pulling coordinate λ:  

 

𝜕𝑊

𝜕𝜆
= < 𝐹 > 

𝛥𝑊 = ∫ < 𝐹 > 𝑑𝜆
( )

( )
   (3.1.4) 

 

The above relations assume a reversible or quasi-equilibrium (in practice very slow) 
change of the system. For this reason, the pulling rate was further decreased to 0.01 Å per ps, 
which is now about hundred times slower than the diffusion rate of water. This is taken to be a 
sufficiently slow process, so the quasi-equilibrium condition for application of the above is 
satisfied. The force 〈F〉 is assumed to be averaged over thermal fluctuations (for a given λ), 
and over a set of different initial conditions in the initial state (i). In our calculations, the pulling 
force F(t) is measured along the MD pulling trajectory and averaged locally (moving average) 
over a short interval of 100 ps, for a typical pulling trajectory of some 1500 ps. In addition, the 
averaging was done over some 30–60 pulling trajectories with different initial conditions. The 
Helmholtz work ΔW gives the energy barrier along the trajectory. 

 If the final state of quinone (f) is defined as a region at the top of the barrier, i.e. position 
of the quinone head group inside the bottleneck,and the initial state (i) is a region inside the Q-
chamber, the work described above is related to both decrease of entropy (as in isothermal 
contraction of gas) and increase of potential energy (elastic spring) energy of the system due to 
geometric restriction of putting the over-sized quinone head group into a relatively narrow 



 22  
 

bottleneck of the cavity entrance. Both, the entropy decrease and elastic energy increase that 
occur during this process were approximately evaluated separately in the previous sections; here 
the measure that combines the two is described as Helmholtz work. The results are shown in the 
following figures. 

 

Fig. 3.6. Upper panel: average work of bottleneck crossing by the reduced menaquinone, MQH2, 
in bacterial T. thermophilus enzyme. The upper dotted line corresponds to work required to find 
and enter the bottleneck by the headgroup of MQ, and the lower one corresponds to moving 
(two) methyl groups through the bottleneck. Lower panel: Jarzynski averaged work along the 
trajectory. The bumps on the curve correspond to the passage of the head group and methyl 
groups of the tail through the bottleneck. 
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Fig. 3.7. The average work along the pulling trajectory of ubiquinone (reduced, Q3H2, with 3 
isoprenoid units) through the bottleneck of the Q-chamber in Y. lipolytica (A) and ovine (B) 
enzymes. The values under dotted lines give corresponding energy barriers for the headgroup 
and the two isoprenoid units of the tail passage. Lower panels show JA work along the pulling 
trajectory. 

In the literature, often instead of Eq. (3.1.4) a different relation between the work and 
thermodynamic free energy is employed. Namely, if the pulling work were calculated for a non-
equilibrium process at a constant energy, as opposed to constant temperature and quasi-
equilibrium process considered here, the Jarzynski equality (JE) would be used [28], 

< 𝛥𝑊 > = −𝑅𝑇𝑙𝑛 < 𝑒 >   (3.1.5) 

where Δw is the work for a given pulling trajectory, and the averaging shown by brackets is 
assumed over different trajectories. We need to note that the conditions of our calculation are 
different from what is assumed in the JE, and thus the above relation is not directly applicable 
here; however, we find it useful to consider this type of averaging (Jarzynski Average (JA)) as it 
emphasizes trajectories with minimal work and thus selects (or filter) the “optimal” trajectories. 
As such, JA is sensitive to qualitative changes along the trajectory, such as the entrance of the 
headgroup into the bottleneck or the passage of individual methyl groups of isoprenoid tail of 
ubiquinone, which show up as small bumps on the JA curves, see Fig. 3.6. Therefore, here in 
addition to the usual thermodynamic averaging we also calculated the Jarzynski averaged work 
along the pulling trajectories, which is shown together with the usual thermodynamic averaged 
work, Figs. 3.6 and 3.7. 

Two sets of calculations were carried out: one with a geometry restricted to that in the 
pdb structures (results shown in SI), and the second with a weak restraint on the structure. 

If weak restraints are applied, namely keeping backbone atoms restrained by 50 kJ/mol Å−2, and 
10 kJ/mol Å−2 for side chain atoms (a hydrogen bond is about 20 kJ/mol), the barriers become 
lower than in the rigid structure (see SI), but still too high to allow reasonable timescale of free 
passage even for the tail. It is useful to keep in mind that a barrier of 30 kJ/mol gives a factor of 
10−5 in the barrier-crossing rate expression (where the prefactor is of the order of maximum 108  
s−1). Same factor appears in the effective diffusion constant for tail movement through the 
entrance. 

Fig. 3.6 shows the average work (or free energy) of bottleneck crossing by the reduced 
menaquinone, MQH2, in bacterial T. thermophilus enzyme. The dotted lines in the figure 
correspond to so-called “first passage” work, i.e. work required to find and enter the bottleneck 
by the headgroup of MQ and moving the methyl groups of the tail through the narrow entrance.  
In this case two methyl groups were passing the bottleneck.  The reduced form of MQH2 
requires some 20 kJ/mol more energy to pass the bottleneck barrier (see SI). The average work 
of the order of 100 kJ/mol is similar to what we found in previous calculations, and obviously is 
too high to pass the bottleneck without conformational opening of the structure. The passage of 
the head group and the methyl groups of the tail through the bottleneck are reflected as small 
bumps on the Jarzynski averaged work shown on the lower panel of the Figure. 

Fig. 3.6 gives a typical result of calculated work along the pulling trajectory. In SI we 
show results for decylubiquinone, and ubiquinone passage. These quinone variations give similar 
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values, and all barriers are in the range of 100-140 kJ/mol for the restrained structures. It is 
interesting that decylubiquinone is somewhat more easily passes the bottleneck, despite the 
presence of two methoxy groups in the headgroup, and somewhat more easily than ubiquinol – 
obviously due to a difference in the structure of the tail of the molecule. 

Results for Y. lipolytica, ovine, mice, and human enzymes 

Results  for  mt  enzymes  are  qualitatively  no  different  than  for  the bacterial enzyme. 
For mt ovine and yeast Y. lipolytica enzymes key results are shown in Fig. 3.7. In the latter case, 
the pulling of quinone was simulated using the cryo-EM structure showing one quinone 
molecule locked inside, see SI figure. As can be seen, the barriers are again too high for the 
bottleneck passage both for the headgroup and for the tail. 

Additional results, including those for ovine and human enzymes, shown in SI yield the 
same qualitative conclusion as for the yeast enzyme – the bottleneck is too narrow for both the 
headgroup and even the tail passage. The visual and geometric analyses of the mice structure 
readily indicate that the entrance to Q-chamber is closed (both in Active and Deactive states [7]) 
as it is significantly smaller than in all other enzymes considered. Thus, there was no need to do 
any additional calculations on the mice structure. 

We conclude that the size of the entrance is prohibitively small for  the quinone molecule 
to pass either in oxidized or in the reduced form. Yet the bottleneck is largest in the bacterial T. 
thermophilus enzyme. The structure of the bacterial enzyme was solved with X-ray, while the 
other structures were solved using cryo-EM. For mt enzymes, the bottleneck is largest for yeast, 
and decreases for ovine, human, and mice structures. 

There are slight variations in all structures examined, but in all structures the bottleneck 
is too narrow to be operational to admit quinone to the binding site. 

3.3 Discussions and Conclusions 

3.3.1 The bottleneck is too narrow to be operational 

In five published structures of complex I - bacterial T. thermophilus, yeast Y.  lipolytica, 
and three mammal, mice, ovine, and human, the bottleneck at the entrance of the quinone 
chamber is too narrow for a quinone or quinol to pass.  This follows from our detailed geometry 
analysis of the structures (including B-factors) and MD simulations of the barrier formed by the 
narrow entrance. As the issues is critical, and the conclusion depends on variations in structure of 
just a few angstroms, several different methods were used to solidify the conclusion that if taken 
as in the available structures, the channel is inaccessible from outside; or, if a molecule of 
ubiquinone is inside, it will not be able to exit the Q-chamber. Moreover, the bottleneck is too 
narrow even for a passage of the isoprenoid tail of ubiquinone. Essentially, taken as is the 
structures represent a non-functional enzyme. This can be a result of artificial, out of the 
membrane conditions [29] and/or low cryogenic temperatures of structural data acquisition, both 
in X-ray or cryo-EM. 

It is surprising to see the same conclusion in all structures analyzed– both obtained with 
X-ray and cryo-EM, despite some notable variations in the structures. For example, in the mouse 
[7] enzyme the differences between the active and deactive structures are clearly seen; but in 
both cases the opening of the Q-tunnel is closed. It looks like both structures are somehow 
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compressed (presumably by de-solvation forces) so that the soft opening part, the bottleneck, is 
closed up. It is tantalizing to speculate on the general nature of the phenomenon, i.e. the 
structures of all membrane proteins taken out of their natural membrane environment are under 
additional stress of de-solvation forces, or low temperature, and the flexible enzymes, such as 
complex I, may be deformed to assume unfunctional forms. 

In order to open the entrance of the quinone chamber, some conformational change 
(discussed below) is needed.  However, it is not clear to what extent the structure should be 
opened [24].  The bottleneck is formed by three helices of ND1, two of which are in direct 
contact with TM1 and the loop between TM1 and TM3 of subunit ND3 that was shown recently 
to be essential in functional conformational changes of the enzyme [12].  Obviously, this part of 
the enzyme is conformationally labile, and it is not surprising that under unnatural conditions the 
structure is locked in one of the deformed unfunctional states. 

That the narrow bottleneck may depend on the conformation of the protein is supported 
by recent data of Zickermann et al. [6]. In SI Fig. A13 we compare the position of UQ9 found in 
their Y. lipolytica structure with that of the Q-cavity in T.  thermophilus structure.  Some key 
residues of the middle and upper part of the Q-cavity almost perfectly overlap; however the tail 
of the quinone molecule is shifted from the position of T.  thermophilus bottleneck, which 
indicates that in the structure of Ref. [6] the bottleneck is deformed, which points to its 
conformational flexibility. The bottleneck of the yeast enzyme is slightly modified (due to the 
presence of two new residues Ser18, and Val19), and Phe17, which is equivalent to Phe28 (see 
Fig. 3.2) is now shifted. The distance between Phe17 and Ala 54 (equivalent of Ala63) is 9.4 Å 
instead of 5.6 Å in the bacterial structure. What is interesting is that the narrow bottleneck is still 
formed by a slightly different set of residues (see SI Fig. A13), which may point to a conserved 
feature necessary for enzyme functionality.  Yet the bottleneck in Y.  lipolytica structure is also 
too narrow for a head group or even the tail to pass through it. 

3.3.2 The quinone shuttle model is unlikely 

One may think that with minor changes, the published structures do represent the actual 
geometry in which the headgroup cannot pass the bottleneck, but one molecule of quinone is 
locked (most of the time) inside the binding cavity and works as a shuttle carrying electrons 
between the two ends of the 30 angstrom-long channel [17,18,30]. Indeed, a recent structure of 
yeast enzyme does show one molecule of quinone inside of the binding cavity [6]. Another 
interesting recent report probed the function of oversized alternative quinones and found that in 
sub-mitochondrial particles (SMP) the reduction was possible, but not so in proteo-liposomes 
(PL). This may be too argued in favor of a shuttle model – assuming that in native membrane of 
SMP one molecule still remains in the enzyme shuttling electrons between N2 and bulky 
modified quinones that need not enter the narrow channel themselves; however, in PL such a 
molecule is removed by the detergents, and the reduction is not possible. The explanation based 
on the assumption of a residual quinone in the SMP membrane would be supported by the 
residual activity of cryo-EM single particles observed in Ref. [4]. However, based on our 
simulations results and the analysis of bi-molecular rates below, the model with one quinone 
molecule inside of the chamber appears to be unrealistic, supporting the earlier conclusion of 
Ref. [29]. 
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3.3.3 The bottleneck is too narrow even for isoprenoid tail to pass 

The barrier crossing rate by a quinone molecule at the bottleneck can be estimated from 
the transition state theory; namely, the rate of a single barrier crossing – be it a headgroup, or one 
of the methyl groups of the isoprenoid tail, is given by the following expression: 

𝑘 ≈ 10 ( )     (3.1.6) 

where Dq is the diffusion coefficient of quinone in the membrane environment, Dq ~ 10−7 − 
10−8cm2/s [17], and L0 is a characteristic length of the barrier width [32]. The first factor 
(assuming barrier width  1–3  Å)  is  of  the  order  of  108 s−1.  The exponential factor (ln(10)RT 
= 6 kJ/mol, at room temperature) should be greater than 10−5, thus Vb ≈ 30kJ/mol or less. All our 
energy barriers are in gross excess of this critical value, thus in the functional state the structure 
should be opened. 

Although it is not clear to what extent the structure is opened in the functional enzyme, it 
appears unlikely that the structure would be open only for a free tail passage while blocking the 
headgroup. This is because the methyl groups of isoprenoid tail also present a challenge of 
passing a narrow bottleneck, as our calculations suggest. The effective diffusion constant for 
isoprenoid tail movement through the bottleneck is modified by the same exponential factor 
discussed above (barrier counted per one methyl group, Figs. 3.6, 3.7) and is too small to be 
operational in all structures examined. 

Thus, taken as is in the structures, the bottleneck is too narrow to be operational even for 
the shuttle model. 

3.3.4 In the open state the entrance to Q-chamber remains narrow 

As some conformational change is needed to open the bottleneck, it appears that the 
entrance remains to be relatively narrow in the open functional state based on the available 
kinetic data. This conclusion is based on the activity of the enzyme in artificial proteo-liposomes 
(PL) and Km and kcat of the quinones of different types in complex I [21]. The argument is as 
follows.  

Consider the efficiency parameter defined as κBM = kcat/Km. Under the condition of  
kcat>> kdis, the  efficiency  parameter  is  the  pseudo-second-order rate constant that can be 
estimated as follows. In 3D diffusional model [27] 

𝜅 = 4𝜋𝑟  𝐷  (𝑁 /10 )𝑃    (3.1.7) 

Here we consider the diffusion of quinone headgroup from the membrane interior 
medium to the entrance of Q-tunnel of the enzyme H- subunit as a 3D process, see Fig. 3.1A. It 
is assumed that the binding site is a 3D half-sphere of radius r0, diffusion coefficient (for center 
of mass) of substrate is Dq, the factor with Avogadro number is introduced for convenient units 
M−1   s−1,  and  CGS for r0 and Dq.  The factor Pr describes the probability that a substrate 
arriving at the binding site via diffusion will have a right orientation for binding. The more 
intricate binding site configuration is, the smaller the probability Pr. 

An equivalent expression for 2D diffusion [33,34] in the membrane plane gives 
qualitatively similar results. Here, 
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𝜅 =
  ( / )

( / )
   (3.1.8) 

where dm is the membrane width (of the order of 50 Å), and R0 is the typical distance between 
substrate molecules in the membrane (for [Q] = 10 mM, R0 = 10 nm). The factor in the 
denominator is never too large, and realistically is in the range of 5–7 for realistic r0 = 1 Å, or 
somewhat less, assuming order of magnitude values. Given these values the two expressions give 
qualitatively similar results for r0 = 1 Å. (Radius r0 characterizes the position of center of mass of 
a diffusing molecule in the binding process, whereas the fitting orientation is described 
statistically by the probability parameter Pr.) 

The diffusion coefficient Dq is assumed to be in the range [17,27] of 10−7 to 10−8 cm2/s 
for the substrates of our interest, but can be modified by the barrier at the bottleneck, as 
described earlier. 

The above expressions describe the available data rather well. For example, for the 
NADH oxidation reaction of Ref.  [21] both theory and experiment give kcat/Km = 107, for r0 = 1 
Å and Pr = 1. Similar values are obtained for AOX of Ref. [21]. However, for Q-reduction 
kcat/Km in Ref. [21] is much smaller and depending on the length of isoprenoid tail is in the range 
of 104 to 105. This significant reduction can be readily explained by an additional small factor Pr 
in the range of 10−2 to 10−3 or even smaller. This could be rationalized by the difficulty of 
passing through a narrow entrance of the Q-channel. (Admittedly, other less obvious scenarios 
cannot be entirely ruled out; e.g., the  case kcat<<kdis.  In this case kcat/Km = κBM⋅(kcat/kdis),  i.e.  
the  above parameter  κBM  is  multiplied  by  a  small  ratio  (kcat/kdis).  One  could speculate that 
a small kcat would be expected in the Q-shuttle model due to an intricate and slow exchange of 
two electrons between the shuttle Q molecule and the quinones of the pool.) 

3.3.5 Possible conformational changes in the bottleneck during the pumping cycle 

In our calculations we simulated the exit of a quinol molecule from the cavity pulling it 
out by the tail. This was done in order to provide the natural funnel for the headgroup to find the 
narrow exit. As QH2 headgroup is geometrically larger than Q, we naturally find that it takes 
some 20 to 40 kJ/mol extra energy for QH2 to cross the bottleneck barrier for the structures we 
examined. A possibility remains open that the bottleneck changes its size during the enzyme 
cycle. Indeed, the selective admission of Q vs QH2 to the reduction chamber would be beneficial 
for the function; but once in the reduced form, QH2 would need an opening of the narrow 
selectivity filter, which the bottleneck can provide. Given the strong conformational coupling 
with other parts of the enzyme that are involved in conformational changes [12] during the cycle, 
such a scenario is possible. Such a coupling would explain the effect of distant mutations in the 
membrane ND5 that both shut down the proton pumping and reduce redox activity of the 
enzyme [31]. Although more recent data [12] indicating that locking the loop of ND3 that shuts 
the pumping still retains the redox activity appears to contradict this idea. 
 

3.3.6 The structure of the open state of the bottleneck 

Finally, it is interesting to speculate how the structure might look like in the open state. In 
Fig. A14 in the SI we suggest that the scissor- like cross motion of TM1 and TM6 and the 
coupled movement of AH1 helices are needed to open the structure. It is noticed that TM1 and 
AH1 of ND1 are both coupled to TM1 of ND3 involved in conformational changes [12] in 
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proton pumping. Thus, in the open (and functional) state the whole structure will look somewhat 
differently from what the current pdb structures show. The deformed state is likely due to both 
the flexibility of the enzyme in this part of the structure, and the unnatural artificial forces (in the 
conditions in which the structure was resolved) deforming the enzyme. The proper phospholipid 
environment and room temperatures would return the enzyme into its native functional state; the 
results of Ref. [29] appear to support this conclusion. 

A detailed study of possible conformations that open the bottleneck is currently underway 
in this group. Here we notice that in all structures, TM1 helix forming the bottleneck is bent in 
the upper three turns, obviously due to pressing forces of the surrounding structure. This may be 
also an artifact of the structure, as there is no chemical reason for the bend. In MD simulations, 
the free helix becomes straight in 100 ps, Fig. A14. Thus, in the open state, the helix can be 
straight; this would push AH1 (through the loop coupling TM1 and AH1) and would open the 
bottleneck. The collective motion of the whole structure that is coupled to the movement of the 
bottleneck is of interest as a similar movement is expected to be involved in the functional 
conformational change of the enzyme. 
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4. Second Paper on Squeeze in Mechanism 

This chapter is a reproduction of prior work published.  “Quinone binding in respiratory 
complex I: Going through the eye of a needle. The squeeze-in mechanism of passing the narrow 
entrance of the quinone site”, Nithin Dhananjayan, Panyue Wang, Igor Leontyev, Alexei A. 
Stuchebrukhov.  The supplemental information will also be provided in Appendix B of the 
dissertation.  
 

Abstract 
 At the joint between the membrane and hydrophilic arms of the enzyme, the structure of 
the respiratory complex I reveals a tunnel-like Q-chamber for ubiquinone binding and reduction. 
The narrow entrance of the quinone chamber located in ND1 subunit forms a bottleneck (eye of a 
needle) which in all resolved structures was shown to be too small for a bulky quinone to pass 
through, and it was suggested that a conformational change is required to open the channel. The 
closed bottleneck appears to be a well-established feature of all structures reported so-far, both 
for the so-called open and closed states of the enzyme, with no indication of a stable open state 
of the bottleneck. We propose a squeeze-in mechanism of the bottleneck passage, where 
dynamic thermal conformational fluctuations allow quinone to get in and out. Here, using 
molecular dynamics simulations of the bacterial enzyme, we have identified collective 
conformational changes that open the quinone chamber bottleneck. The model predicts a 
significant reduction—due to a need for a rare opening of the bottleneck—of the effective bi-
molecular rate constant, in line with the available kinetic data. We discuss possible reasons for 
such a tight control of the quinone passage into the binding chamber and mechanistic 
consequences for the quinone two-electron reduction. 
 

Graphic Abstract 
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4.1 Introduction 

NADH:ubiquinone oxidoreductase, or respiratory complex I, is a key proton-pumping 
enzyme of the energy-generating machinery in the cell [1, 2]. Recent structural studies[3–13] of 
the enzyme have revealed molecular details that suggest possible molecular mechanisms of its 
redox-driven proton pumping. Complex I is an L-shaped structure with a hydrophilic domain 
where electron transport takes place and a membrane domain that performs proton translocation 
[4, 14]. In the hydrophilic domain, NADH transfers  2 electrons to flavin mononucleotide 
(FMN), which then transfers electrons via a chain of seven iron sulfur (FeS) clusters to a quinone 
molecule (Q) reducing it to a quinol [15]. The transfer of two electrons to quinone [16] is a key 
exergonic step, which is believed to drive local conformational changes [2, 11, 17] that transmit 
to the membrane domain of the complex and help to drive the proton pumping [18, 19]. The new 
structures have also opened a new intriguing question about the mechanism of quinone binding 
to the enzyme, which is addressed in this paper. 

In all organisms, from bacteria to human, the structure of the core part of the enzyme 
reveals an almost 30 angstrom tunnel-like chamber for ubiquinone binding (Q-chamber) that 
leads from the N-edge of the membrane up to N2 FeS cluster. Presumably, the quinone molecule 
migrates from the membrane into the binding chamber, diffuses up to N2 cluster, receives two 
electrons and migrates back – tail first, from the narrow binding cavity to the membrane [8, 18, 
20–25]. 

In all organisms, the core part of the enzyme is very similar to bacterial enzyme; here, the 
entrance to Q-chamber is formed by a specific crossing of TM1, AH1, and TM6 in Nqo8 
(mtND1/H E.coli) [4] and forms a narrow bottleneck that restricts the access to the Q-tunnel. The 
bottleneck was identified in the structure early on [4, 26], and it was speculated that 
conformational changes are needed to open it; however, the molecular mechanism of quinone 
passing the narrow bottleneck remains to be obscure, see Ref. [27] Recently [28], we 
characterized the entrance bottleneck more rigorously using Molecular Dynamics (MD) 
simulations to quantify the energy barrier formed by the narrow bottleneck. Computer 
simulations of quinone passage through the bottleneck suggest that in all structures available, 
from bacterial to human (including most recent structures [3, 11–13], see below), this bottleneck 
is too narrow for the quinone or quinol to pass and that a conformational change is indeed 
required to open the channel. Moreover, in yeast Y. lipolytica [8] structure, the quinone is seen 
bound in the cavity, with a half of the isoprenoid tail crossing the bottleneck. However, here too 
the bottleneck (taken as in the reported pdb structure) was found to be too narrow for the head 
group, or even for the isoprenoid tail, to freely move through the narrow entrance of the quinone 
chamber, indicating the quinone molecule is stuck in the position seen in the structure and 
suggesting that dynamic or static opening of the bottleneck is needed to allow movement of the 
quinone. Thus, the question arises as to how the bulky substrate is going through a narrow 
passage, as if through the eye of a needle? 

Previously we concluded that the apparent bottleneck closed structure could be explained 
by two possibilities: in one, the closed structure is an artifact of the crystallization packing 
forces, cryo-EM low temperature, or other specific conditions occurring in the structural data 
acquisition that affect this flexible part of the enzyme, assuming that a functional open 
bottleneck structure exists in the natural membrane environment of the enzyme, yet unseen in the 
available structures. Another possibility is that the stable open bottleneck state in enzyme does 
not actually exist, and only rare thermal fluctuations of the enzyme structure would open the 
bottleneck and allow admission of the quinone molecule to the quinone chamber, with tightly 
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controlled overall passage of the quinone to the binding site by some intricate mechanism. 
Most recent data [3, 11] indicate that in all available structures (twenty-three analyzed so 

far) including both so- called “open” and “closed” states [3, 11] (not to be confused with open 
and closed bottleneck of this paper), involving well-resolved structural changes of other parts of 
the enzyme seen both in X-ray and cryo-EM, the bottleneck is about the same and is in the 
closed state as we identified it. Thus, the new data suggest that the stable open bottleneck state 
(or quasi-stable state with significant thermal population to be captured in the plunge-freezing of 
cryo-EM) does not seem to exist. Therefore, it now appears more likely that the bottleneck 
opening occurs dynamically in the course of thermal fluctuations, suggesting a specific intricate 
mechanism of the passage of the quinone through the bottleneck. 

Here, using molecular dynamics simulations (both all- atomic and coarse grained) of the 
bacterial enzyme we have identified collective conformational changes (Principal Component 
Analysis, PCA, modes) that dynamically open the quinone chamber bottleneck. The changes 
involve mostly TM1 helix, which straightens up, AH1 helix, which moves to open the structure, 
and the loop between them; but in general, the changes involve rearrangement of a larger part of 
the enzyme. We propose a specific “squeeze-in” mechanism of the bottleneck passage, where the 
rare conformational fluctuations along the identified PCA mode allow quinone in and out. 

The simulations indicate that the most flexible part of the enzyme Nqo8 subunit involves 
structural elements that form the bottleneck; this suggests that if external forces— e.g., from the 
bound adjacent subunits—were applied, the entrance into Q-chamber would be affected most, 
possibly to be squeezed and locked in a closed state. This could explain the closed bottleneck 
state in all the resolved structures. The model predicts a significant reduction—due to a need for 
a rare opening of the bottleneck—of the effective bi-molecular binding rate constant, which is in 
line with the available kinetic data. We discuss possible reasons for such a tight control of the 
passing of the quinone into the binding chamber, which remain to be obscure at present. 
 

4.2 Method and Results 

4.2.1 The bottleneck of the Q-chamber 

Previously [28], five structures were analyzed: bacterial T. thermophilus [4], yeast Y. 
lipolytica [8], and three mammalian structures, ovine [5], mice [9], and human [10, 29]. As the 
core part of the enzyme is almost identical to the 14 subunits of the bacterial complex, and the 
results are qualitatively similar for all structures analyzed, here we consider first the bacterial 
structure. The entrance of the quinone chamber is formed in ND1 subunit (Nqo8/H subunit of 
bacterial enzyme); the elastic properties of this subunit, considered within the enzyme context, 
define the static and dynamic properties of the bottleneck. 

For the analysis of the bacterial complex I, we use the structure T. thermophilus, 4HEA 
[4] with the highest resolution of 3.1 Å. The entrance to quinone binding cavity and the amino 
acids comprising the orifice of the entrance, i.e. the bottleneck, are shown in Fig. 4.1. 
The bottleneck is localized at the narrow crossing framed by three helices: TM1, AH1, and TM6 
[4] of ND1/Nqo8 subunit (see below); the properties of the bottleneck is the focus of the MD 
simulations in this paper. 
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Fig. 4.1 A Left. The entrance into the Q-binding cavity is shown in red. Gray surface refers to 
subunit ND1, green lines— subunit A, and cyan spheres represent the quinone (from MD 
simulations in Ref. [28]). B Right. 10 residues that form the entrance of complex I Q-cavity in 
bacterial enzyme; the bottleneck is in the opening in the middle of the structure 

4.2.2 The bottleneck is about the same in all structures available 

Fig. 4.2 Overlap of all 23 chain-H structures. The bottleneck is formed by the crossing of three 
helices: TM1, AH1, and TM6 of ND1/H/ Nqo8 subunit. The crystal structure of bacterial (T. 
thermophilus) is shown in red and appears to be the most open among all structures analyzed. 
The shown structures include different organisms and different so-called “open” and “closed” 
states of the enzyme [3, 11]  

Recently, the range of the available structures has been significantly expanded [3, 11–
13]; several structures, both X-ray and cryo-EM, now indicate different conformational states 
that the enzyme assumes during its catalytic cycle [3,11]. Presumably, the structures capture 
quasi-stable states, with significant thermal population fraction that reflect different 
conformations; for example, in some structures the angle between the membrane and the 
peripheral arms changes as much as 6°–7°, or significant changes are observed inside of the Q-
binding cavity. Yet, the bottleneck in all structures available (we analyzed twenty-three such 
structures) are about the same, as shown in Fig. 4.2. 

4.2.3 The bottleneck is closed in all resolved structures 
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We showed previously that taken as in the pdb structure, the bottleneck is essentially 
closed. We demonstrate this by calculating the barrier of crossing the bottleneck structure. This 
is done in the following manner. (Additional probes were explored in Ref. [28]). 
 
Barrier Simulations 
 

The MD simulation details are given in SI and are the same as in Ref. [28] Briefly, the 
protein was incorporated into POPC membrane. The quinone was placed near the entrance of 
Complex I, and after equilibration, was pulled into quinone cavity. We also pulled quinone out of 
the quinone cavity. The energy and the pulling force were measured along the pulling trajectory. 
Both ubiquinone and menaquinone with various tail lengths were simulated, see details in Ref. 
[28]. To improve statistics, focused MD simulations on a restricted system that involved only the 
residues of the bottleneck (Fig. 4.1) were used. (For additional simulation details, see MD 
Methods in SI.) 

Using pulling trajectories, we calculated the Helmholtz work (or Helmholtz free energy,W 
) to cross the bottleneck. In addition, we calculated so-called Jarzynski Averaged (JA) work [30]. 
Here the conditions of simulation are different from what is assumed in the JA work; however, 
we find it useful to consider this type of averaging as it emphasizes trajectories with minimal 
work and thus selects (or filter out) the “optimal” trajectories. As such, JA is sensitive to 
qualitative changes along the trajectory, such as the entrance of the headgroup into the bottleneck 
or the passage of individual methyl groups of isoprenoid tail of ubiquinone, which show up as 
small bumps on the JA curves, see Fig. 4.3 below. 

 

 
Fig. 4.3 The average work along the pulling trajectory of ubiquinone (reduced, Q3H2, with 3 
isoprenoid units) through the bottleneck of the Q-chamber in Y. lipolytica enzyme. The values 
under dotted lines give corresponding energy barriers for the headgroup and the two isoprenoid 
units of the tail passage. Lower panels show JA work along the pulling trajectory. A All atoms 
are strongly restrained as in pdb structure. B  Backbone  atoms  are  weakly  restrained  by 50 kJ 
mol−1 Å−2, and side-chain atoms by 10 kJ mol−1 Å−2 (a hydrogen bond, for comparison, is 
about 20 kJ/mol) 

 
 Here the goal was to probe the bottleneck passage in the structures given directly by the 

reported X-ray or cryo-EM pdb and to see if conformational changes are needed for the passage. 
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Therefore, the backbone atoms were restrained to the positions given by the pdb structures, and 
different strengths of restraint were probed. Asp of the bottleneck was protonated in our 
simulations. Typical results are shown in the following figure. 

Figure 4.3 shows a typical example of the average work of bottleneck crossing by the 
reduced quinone, Q3H2, in yeast Y. lipolytica enzyme. (Most simulations were done with 3-
isoprenoid unit tail ubiquinone, half-inserted in the Q-chamber; due to repetition of the tail 
structure, the Q10 results could be inferred from the data.) Here the cryo-EM structure gives the 
initial position of the quinol (reduced) in the Q-cavity. We calculate the barrier to move the qui- 
none in the structure captured by cryo-EM. The dotted lines in the figure correspond to so-called 
“first passage” work, i.e. work required to find and enter the bottleneck by the headgroup of QH2 
and moving the methyl groups of the tail through the narrow entrance. In this case, two methyl 
groups were passing the bottleneck. The reduced form of QH2 requires some 20 kJ/mol more 
energy to pass the bottleneck barrier. The found average work is obviously too high to pass the 
bottleneck without conformational opening of the structure. 

As can be seen, the barriers are too high for the bottleneck passage both for the headgroup 
and for the tail. The weaker restraints on the structure were also probed, Ref. [28], but the 
barriers still remained too high to allow a suitable timescale of passage. A reasonable barrier that 
would give a ms timescale should produce a barrier no higher than some 30 kJ/mol, see 
Discussion. 

 The results for all other enzymes, including bacterial, mt ovine, and human enzymes, 
yield the same qualitative conclusion—the bottleneck is too narrow for the headgroup and even 
for the tail passage (yeast), as the barrier to cross the bottleneck is too high. 

We conclude that as seen in the resolved structures, the size of the entrance is prohibitively 
small for the quinone molecule to pass either in oxidized or in the reduced form. There are slight 
variations in all structures examined, but in all structures the bottleneck is too narrow to be 
operational to admit quinone to the binding site. There are two possibilities: one is that quinone 
may never get out of the quinone cavity and works as an electron shuttle, another is that dynamic 
conformational changes open the bottleneck and allow quinone in and out. After exploring 
details of conformational dynamics below, we will discuss both possibilities in the last section of 
the paper. 

 
4.2.4 Bottleneck opening in ND1 subunit 

 
 

We now turn to exploring possible conformational openings of the bottleneck in ND1 
subunit (without quinone, assuming binding by an empty enzyme). The idea is to first use the 
most accurate all-atomic force field and explore the elastic properties of isolated ND1 subunit 
itself; we then extend simulations to include other subunits adjacent to ND1 using a less accurate 
coarse-grained force field. 
 
MD Simulations 
 

In MD simulations, we use Gromacs [31] simulation package with CHARMM36 
forcefield [32]. The initial coordinates of ND1 (Nqo8) subunit were extracted from  the whole 
structure of T. thermophilus [4], and ND1 was simulated as described in MD Methods of SI. The 
Principal Component Analysis detailed below was applied to analyze the trajectories. 
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Principal Component Analysis (PCA) of MD Trajectories 
 

The PCA method is described in Ref. [33].  Here we briefly summarize our approach. 
The PCA normal modes are collective coordinates Q1, Q2, … that are linear combinations of the 
usual (mass- weighted) Cartesian displacements of the protein atoms xi from their average 
positions: 𝑄 = ∑ 𝑥 𝑆  where 𝑖 = (𝑎, 𝜎),  - 𝑎 atom/site number, 𝜎 =  𝑥, 𝑦, 𝑧. The expansion 
coefficients 𝑆  are found by diagonalization of the correlation matrix 𝑀 =< 𝑥 𝑥 >, where 
averaging <. . . > is assumed along the MD trajectory. After diagonalization, the diagonal 
elements of the correlation matrix give PC variances – the average values of squared amplitudes 
of PCA modes: (𝑑𝑖𝑎𝑔𝑀) = 𝜎 < 𝑄 >. 

 The expansion coefficients 𝑆  are eigenvectors of the correlation matrix.  The square 
values 𝑃 = (𝑆  )  can be considered as “probabilities” (after proper normalization) and 𝑆  as 
“amplitudes” for a given eigenvector. Atom participation value is defined by summing up 𝑃  for 
a given atom 𝑎 over 𝑥, 𝑦, 𝑧 components. The PCA modes are formally equivalent to familiar 
normal modes of an artificial harmonic system with the same displacement correlation matrix.   

 Each normal mode can be thought as describing coherent motion of all coordinates 𝑥 
involved in it: 

𝑥 (𝑡) = 𝑆  𝑄   

𝑄 = 𝑄 𝑐𝑜𝑠(𝜔 𝑡 )   

 The picture of coherent motion is only qualitative because there is significant damping 
of the oscillations and the low-frequency modes are mostly in the overdamped regime. 
However, the picture of normal modes is a convenient way to think about the collective or 
correlated motions of a big system. 

 The frequency of each mode can be found from  

𝜔 =
𝑘

𝑀
 

 The force constant 𝑘 =  and from kinetic energy (𝑚  are atomic masses): 

𝑀 = ∑ 𝑚 𝑆 . 

 When the mass-weighted coordinates are used, the effective masses are all the same and 
can be normalized to unity. The timescales of the low-frequency modes (periods 𝑇 = 𝜔 ) can 
be large and therefore difficult to access via direct MD. One can use these modes for probing 
possible large amplitude motions of the protein by artificially moving along one or several low-
frequency modes, guiding direct MD, and thus more efficiently sample phase space. Also, it 
was suggested [34] that the functional or essential conformational changes of proteins most 
likely occur along with the low-frequency collective coordinates, as a low energy path for large 
change. 
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4.3 Results 
4.3.1 The bottleneck opening is related to the soft collective modes of ND1 
 

The Principal Component Analysis of an MD trajectory results in several collective 
modes 𝑄 , which are graded and ordered by  the magnitude of  their elasticity-strength constant 
𝑘  and frequency 𝜔 ; several such modes are listed in Table B1–B4 in SI (Appendix B). 
Different modes involve different types of collective motions (see selected mode animations in 
SI) and represent different types of collective deformations under external stress on the protein 
structure. Surprisingly, we find the very first mode, with the lowest elastic constant, involves 
structural elements of the bottleneck; namely, helices TM1, AH1, and TM2 and the two loops 
connecting them, as seen in Fig. 4.4 and corresponding animation, Movie B1, in SI. The 
involvement (or participation value) of specific amino acids in a given PCA mode is found as 
described in the Methods section, and the structural elements with the highest participation are 
represented by the color intensity in Fig. 4.4 (see also related figures and animations in SI). The 
animation of this mode opening the bottleneck is shown in Movie B1 in SI. 
 It is seen in Fig. 4.4 and Movie B1 in SI that the deformation along with the first PCA 
mode Q0 mainly involves helices TM1, AH1, and TM2 and the two loops connecting them. The 
unbending deformation of TM1 helix and the increased size of the bottleneck are the two most 
prominent features of the softest deformation mode of ND1. This mode also involves the 
opening of the so-called E-channel in H/ ND1-subunit, see S1 in SI. The timescale of this 
collective motion is 0.3 ns, Table B1; this is a slow motion, about thousand times slower than the 
usual molecular vibrations (e.g., CC bond). Details of several other modes are discussed later in 
the text, and further details are given in SI. Generally, we find that many low-frequency modes 
involve the motion of TM1 and AH1 helices, but their contribution is scaled by their 
amplitudes—the higher the frequency the lower the amplitude, and so is the contribution. 

As the structural elements of the bottleneck—TM1, AH1, and TM6—correspond to the 
softest mode, it is clear that if external forces were applied to deform ND1 subunit, the 
deformation would firstly affect the bottleneck structure. Thus, the closure of the bottleneck can 
be expected if one assumes compressing, desolvation forces acting on the protein in the 
structure-resolution conditions or low temperature, which is particularly clearly seen in Movie 
B1 in SI. 
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Fig. 4.4 The helix structure representation of H-subunit (ND1) of complex I and the entrance into 
Q-binding cavity. A Left, closed structure; B Right, open bottleneck structure. The open- ing 
occurs in deformation along the lowest frequency collective PCA mode (Q0), see Movie B1 in 
SI. The red color represents atoms and residues that con- tribute most to PCA mode Q0. The 
unbending deformation of TM1 helix and the increased size of the bottleneck are two most 
prominent features of Q0. Details of several other modes are discussed in the text, and further 
details are given in SI 
 
4.3.2 The bottleneck participation spectra 
  

To evaluate quantitatively the involvement of the bottleneck residues in a given collective 
mode, we calculate the so- called participation value; namely, for the bottleneck residues, A29, 
F28, P59, D62, A63, S66, I239, A242, L243, and M246, shown in Fig 4.1, we calculate the total 
probability of all atoms involved as 𝐼 = ∑ 𝑃∈ . The resulting values then are scaled 
according to thermal amplitudes of the modes (eigenvalues of the PCA) and normalized to unity. 
Each mode thus is assigned the total bottleneck participation value, by which its contribution to 
the bottleneck conformations can be evaluated. For a group of modes, these data provide a 
spectrum of bottleneck participation. Alternatively, we directly calculate the variation of the size 
of the bottleneck (measured by its shortest dimension) for each mode, assuming the average 
thermal amplitudes of the modes. 
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Figure 4.5 shows the spectrum of the first 40 (out of more than 8000) modes. It is clear 
that the first few low-frequency modes are most important, based both on formal participation 
and in their variation of the bottleneck size. In SI (S2–S4) several animations of typical modes 
with high participation in the bottleneck are shown. 

 

Fig. 4.5 Left: Bottleneck involvement in the first 40 modes. The higher modes are increasingly 
stiffer in character with less relevance to large-scale structural changes. Right: Bottleneck size 
increments for the first 40 modes 

It is of interest to characterize the qualitative differences between different modes. If we 
neglect the difference in amplitudes and only focus on how coordinates are mixed in a collective 
mode (see Fig. B1), Modes 0, 4 and 5 show a higher bottleneck involvement than the rest of the 
first 10 low-frequency modes. Those modes are shown in animations in SI, Movies B1a-b. These 
examples clearly illustrate the different characters of the collective motions involved; 
surprisingly, many of them involve some elements of the bottleneck. We need to remember, 
however, that participation of different modes is scaled by their thermal amplitudes, and thus in 
practice we can focus only on a few first low-frequency modes, with the first mode clearly 
dominating, Fig. 4.5, left panel. 

Indeed, the first mode Q0 shown in Fig. 4.4 already tells most of the story; namely, it is 
TM1 straightening and the related upside AH1 motion that are mostly responsible for the 
opening of the bottleneck. For a system involving tens of thousands of coordinates, to find only a 
few functionally relevant collective coordinates is quite remarkable. In the following section, we 
will explore how adjacent subunits affect this conclusion. 

 
4.3.3 Structure of the open bottleneck state 

An open bottleneck structure under Q0 deformation, see Fig. 4.4 and animation S1 in SI, 
can be envisioned as a possible open state of the bottleneck. On average, the changes are 
relatively small, but they involve rearrangement of essentially the whole subunit ND1 (as is 
particularly clearly seen in all-atom animation of Q0 in SI). As this subunit is in contact with 
other parts of the enzyme, including membrane subunit A (ND3), some changes in the 
equilibrium structure of the whole membrane part are expected in the open functional state. It is 
interesting that deformation under Q0 mode also opens the so-called E-channel in the ND1 
subunit, see SI, Movie B1C. In simulations, the open state (maximum amplitude of Q0 quasi-
harmonic deformation) occurs only in the course of thermal fluctuations, i.e. it is not a stable 
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state. This is in line with most recent structural data where no open state was detected, see Fig. 
4.2; thus, the bottleneck open state occurs as a rare thermal fluctuation. 

 
4.3.4 Stressed conditions of ND1 subunit 

By design, in this section our simulations involved isolated ND1 subunit with no specific 
external forces acting on it (except for hydrophobic solvent—to model the inner part of the 
membrane, external pressure from the surrounding environment, including adjacent subunits, and 
some restriction of the terminal residues. This is still not an accurate representation of the 
enzyme context, which is examined in greater detail in coarse-grained simulations later.) This is 
done in part to explore the effect of the stress conditions [35] on the subunit when it is part of the 
whole enzyme structure; the stress conditions are due to inter-subunit forces, proper membrane 
solvation [35], etc. To evaluate the effect of boundary conditions imposed by the neighboring 
subunits, here we artificially remove the external forces that keep the ND1 subunit in the 
constrained configuration in the enzyme structure and monitor changes occurring in structural 
evolution. 

In MD simulations of an isolated ND1, the overall global structural changes are already 
seen in the trajectories of the order of 100 ns (SI Fig. B5); but most prominently the change 
occurs already in the first 1–3 ns of the trajectories, which indicates the release of the stressed 
conditions of ND1 subunit in the enzyme structure. The SI provides detailed data that illustrate 
the overall evolution of the entire ND1 subunit upon release of the restraints. The main 
qualitative result is shown in SI Fig. B6. It turns out that already in the first few nanoseconds of 
the trajectory the helices forming the bottleneck are moving, with TM1 straightening up, and 
AH1 moving up to open the bottleneck. The further evolution results in structures with an overall 
greater opening of the bottleneck due to movement of the helices involved. 

A clear tendency in the expansion of the structure to open the bottleneck is also seen in 
the low-frequency modes at different time-segments of a long trajectory, see SI Movies B2–B4, 
with corresponding data in SI Table S1–S4. 

Having these insights, we next explore in greater detail how the ND1-surrounding 
enzyme structure affects the results described in this section. 
 

4.4 Bottleneck in ND1 subunit in the context of the enzyme structure. Coarse‐grained 
simulations 

Here we put the ND1 subunit in the context of the entire enzyme structure. The question 
is how the adjacent subunits of ND1 are affecting its fluctuations. As simulations with all-atomic 
force-field are limited in timescales, here we apply less accu- rate but more efficient coarse-
grained (CG) simulations using Martini force field [36, 37]. These simulations can be expected 
to yield a reasonable qualitative picture. The simulated system includes all subunits that can 
directly affect the motion of ND1 structure and include subunits ND1/Nqo8, Nqo6, 4, 9, and A, 
simulated in the membrane and solvent environment. (One should keep in mind that the 
bottleneck opening can in principle involve the whole structure of the protein; however, the 
available structure of the enzyme with the bound quinone, does not show such clear global con- 
formational changes. We, therefore, focused on the local changes—ND1 and surrounding 
subunits). The simulation details are given in SI MD methods. 

Here we first compared the all-atomic simulations of an isolated ND1 subunit with the 
same simulations using Martini coarse-grained force field. Numerical comparison was done by 
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calculating the overlap of the lowest frequency PCA modes of both force-fields. Not 
surprisingly, quantitatively the PCA modes are quite different in the two force fields(the overlap 
is low); however, the qualitative comparison is still possible. Namely, the bottleneck opening in 
the low- frequency modes is clearly seen in both force-fields simulations and involves the same 
elements: TM1, AH1, and the loop between them among others. However, the amplitudes of 
motion of different elements are regulated by the details of the force fields, which are quite 
different in the two cases. In particular, the coarse-grained Martini involves the phe- 
nomenological pairwise rubber band restraints on the sites (5 kJ/mol/Å [2]) within each subunit, 
which in the long-term simulation keeps the overall structure as it appears in the initial pdb; but 
at the same time there is no direct analogy to such terms in the all-atomic force field. We 
explored different possibilities in the variation of this parameter, recognizing that in any case the 
results should be taken only as a qualitative indication of possible dynamic behavior of the 
system. We then explored PCA modes of a multi-subunit system. 

A typical qualitative picture is shown in Fig. 4.6; it is seen that the lowest frequency PCA 
mode, as indicated by our participation value rendered in color, mostly involves the structural 
elements of the bottleneck: TM1, AH1, and TM2, essentially the same as in all-atomic 
simulations. This is interesting and unexpected, at first sight, as neighboring subunits do restrict 
ND1 motions—but obviously not as much as could be expected. Therefore, these simulations 
confirm and validate results from the previous section of all-atomic simulations of isolated ND1 
with an “effective” artificial environment of ND1. 

Overall, these results indicate that thermal fluctuations indeed mostly affect the 
bottleneck structure, even in the enzyme context, providing the needed opening states along the 
dynamic trajectory. In the following, we discuss the mechanism of the bottleneck passage that 
involves these rare fluctuations. 
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Fig. 4.6  CG PCA lowest-frequency mode of the structure of ND1 (B), and (A) with additional 
subunits: A (yellow), 6 (cyan), 4 (green), and 9 (magenta), all shown in (A). Red color intensity 
corresponds to elements with high participation in the Q0 PCA mode. The open structure 
resulting from the full amplitude Q0 PCA mode is shown 

4.5 Discussion and conclusions 

4.5.1 The bottleneck is too narrow for a free passage. The eye of a needle 

Here and previously [28], we showed that in five published structures of complex I—
bacterial T. thermophilus, yeast Y. lipolytica, and three mammal, mice, ovine, and human, the 
bottleneck at the entrance of the quinone chamber is too narrow for a quinol or quinone to pass 
through it. Most recent additional structures of different conformational states show that the 
bottleneck in all available structures (twenty-three analyzed so far) is about the same and, 
therefore, impossible for the quinone to get in or out of the binding cavity unless driven by a 
conformational changes that presumably occur in the course of thermal fluctuations of the 
enzyme. This is confirmed by MD simulations of the barrier formed by the narrow entrance in an 
intact pdb structure. Moreover, the bottleneck appears to be too narrow even for a passage of the 
isoprenoid tail of ubiquinone in the case of the yeast enzyme, although one quinone molecule is 
seen as stuck half-way to the binding site in the yeast structure. The shuttle model, where one 
quinone molecule never gets out of the binding cavity appears to be unlikely, as we discussed 
previously [28]. 
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The conclusion is that fluctuations of the structure not reflected in the pdb structures have 
to be included in the complete picture. In addition, minor deformations may also result from 
artificial, out of the membrane conditions [38], both in X-ray or cryo-EM, as the lack of proper 
membrane solvation of the enzyme [38] can deform the molecule in such a way that the 
intrinsically narrow entrance path becomes even smaller, impossible for actual passage of 
quinone and render enzyme appear to be non-functional. To open the entrance of the quinone 
chamber, some conformational changes are needed; however, the nature of these changes given 
their collective character is not trivial. 

Here, using PCA modes of the MD trajectories of the bacterial enzyme, we have 
identified collective conformational changes that open the quinone chamber bottleneck. The 
main qualitative result is shown in Fig. 4.4, and in animation S1 in SI. The changes involve 
mostly TM1 helix, which straightens up, AH1 helix, which moves up to open the structure, and 
the loop between them; but in general, the changes involve rearrangement of a larger part of the 
enzyme. The simulations allow to reconstruct to some extent the elusive structure of ND1 in 
which the bottleneck is open. It is now clear (given most recent structural data) that the open 
state is unstable, producing a very low population, which is not readily captured in plunge-
freezing of cryo-EM. 

 
4.5.2 Quantitative estimates of timescales and barriers 

The barrier crossing rate by a quinone molecule at the bottleneck can be estimated from 
the transition state theory; namely, the rate of a single barrier crossing—be it a headgroup, or one 
of the methyl groups of the isoprenoid tail, is given by the following expression: 

𝑘 ≈
𝐷

𝐿
10 ( )  

where Dq is the diffusion coefficient of quinone in the membrane environment, Dq ∼ 10−7 − 10−8 

cm2/s [21], and L0 is a characteristic length of the barrier width [39]. The first factor (assuming 
barrier width 1–3 Å) is of the order of 108 s−1. The exponential factor should be greater than 10–5; 
as ln10RT=6 kJ/mol, Vb ≈ 30 kJ/mol or less. All our energy barriers are in gross excess of this 
critical value, thus in the functional state the bottleneck structure should be opened. 

 Although it is not clear to what extent the structure is opened in the transition state, it 
appears unlikely that the structure would be open only for a free tail passage while 

blocking the headgroup. This is because the methyl groups of isoprenoid tails present almost the 
same challenge of passing the narrow bottleneck as the headgroup, as our calculations suggest. 
The effective diffusion constant for isoprenoid tail movement through the bottleneck is modified 
by the same exponential factor discussed above and is too small to be operational in all structures 
examined. Thus, taken as is in pdb structures, the bottleneck is too narrow to be operational even 
for the shuttle model [40]. 
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4.5.3 The squeeze‐in model and the kinetic analysis 

It is clear that conformational changes are needed to open the bottleneck for the 
diffusion-like motion of the quinone through the bottleneck; presumably, they occur in thermal 
fluctuations along the low-frequency PCA modes described above. These fluctuations would 
allow individual random-walk steps to occur in the overall diffusion- like motion. In such a 
squeeze-in mechanism, of getting through the eye of a needle, the overall entrance remains to be 
relatively narrow, which allows for tight control of the entrance of the binding cavity. This could 
provide desirable selectivity of admission of quinone vs quinol, or vs other bulky molecules by 
the quinone cavity. 

The available kinetic data [25] appear to support this conclusion. Consider the efficiency 
parameter defined as κBM = kcat∕Km for quinone binding and reduction, assuming Michaelis–
Menten kinetics. Under the condition of kcat >> kdis, the efficiency parameter is the second-order 

rate constant that can be estimated as follows. (Alternative case kcat << kdis, i.e. the opposite to 
what we assumed in the above, is an unlikely scenario [28]) In 3D diffusion model [28, 41]  

𝜅 = 4𝜋𝑟  𝐷  (𝑁 /10 )𝑃   

Here the diffusion of the quinone head-group from the membrane internal medium to the 
entrance of the Q-tunnel is envisioned as a 3D process, see Fig. 4.1A. It is assumed that the 
binding site is a 3D sphere of radius r0 (the rate is half of the above for a half-sphere), diffusion 
coefficient (for center of mass) of substrate is Dq, the Avogadro number is introduced for 
conventional units M−1 s−1, and CGS units are assumed for r0 and Dq. The factor Pr describes the 
probability that a substrate arriving at the binding site via diffusion will have a right orientation 
for binding, and/or that the binding site is open. The more intricate binding site configuration is, 
the smaller the probability Pr; this could be combined with the effective capture radius, r0. 
However, the remaining part of probability Pr is the probability that the binding site is open. 

An equivalent expression for 2D diffusion [42, 43] in the membrane plane gives 
qualitatively similar results. Here, 

𝜅 =
  ( / )

( / )
  

where dm is the membrane width (of the order of 50 Å), and R0 is the typical distance between 
substrate molecules in the membrane (for [Q]=10 mM, R0=10 nm). The factor in the 
denominator is never too large, and realistically is in the range of 5–7 for realistic r0=1 Å, or 
somewhat less, assuming order of magnitude values. Given these values, the two expressions 
give qualitatively similar results for r0=1 Å, and the expression is not sensitive to this parameter. 

The diffusion coefficient Dq is assumed to be in the range [21, 41] of 10–7 to 10–8 cm2/s 
for the substrates of our interest, but can be modified by the barrier at the bottleneck, as 
discussed earlier. 

The above expressions predict rates that are in line with the available kinetic data. For 
example, for NADH oxidation reaction of Ref. [25] both theory and experiment give kcat/Km 
=κBM ∼ 107, for r0=1 Å and Pr=1 (no need to open the binding site). Similar values are obtained 
for AOX of Ref. [25]. 
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However, for Q-reduction kcat/Km in Ref. [25] is much smaller and, depending on the 
length of isoprenoid tail, is in the range of 104 to 105. This significant reduction can be readily 
explained by an additional small factor Pr in the range of 10–2 to 10–3 or even smaller (effective 
reduction of the capture radius, r0, would not produce such an effect). This could be rationalized 
by the difficulty of passing through a narrow entrance of the Q-channel and be interpreted as a 
small probability of the bottleneck open state. 

At the same time, the difficulty of quinone accessing the reduction catalytic site and the 
relatively fast reduction of the FeS chain by NADH (that provide electrons for quinone 
reduction) should result in a (partially) reduced state of FeS clusters in the chain, which then can 
serve as a buffer of electrons reducing quinone. In such conditions, the redox potential of the FeS 
chain would be in equilibrium with that of NADH pool, i.e. around -320 mV, and thus reduction 
of quinone to produce semiquinone state appears to be quite possible, despite that the redox 
potential of the last FeS cluster in the chain N2, which reduces quinone, by itself is much more 
positive [24]. 
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A. Supplementary Information for first paper (Chapter 3) 

Respiratory complex I: Bottleneck at the entrance of quinone site requires conformational change 
for its opening 

Panyue Wang, Nithin Dhananjayan, Muhammad A. Hagras, and Alexei A. Stuchebrukhov* 

Relation to a paper by Kaila et. al.[1] 

The figure below shows the bottleneck and the region behind it – so called sites 2 and 2’. 
According to Ref. [1] the site just behind the bottleneck region has a dip in energy profile of 
some 8kcal/mol. The key point of the present paper is that there is a bottleneck in accessing the 
binding sites 2 and 2’ inside the cavity 

 

(A) (B) 

Figure A0. The entrance bottleneck identified in this work (green surface), and the side chains 
of site 2 and 2’ of Ref. [1], magenta (site 2) and cyan (site 2’). (A) front view from the 
membrane, (B) 90° - rotated around the vertical (z-) axes. 
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T. thermophilus results 

Figure A1: Cross section area along the quinone channel obtained by detailed calculation. The 
minimum of this cross-sectional analysis shows a singular global bottleneck in the geometry. 
(The last minimum on the right-hand side of the figure.) 

     (A)    (B) 

Figure A2: (A), simplified geometry analysis of the smallest opening cross section within the 
quinone chamber; white color refers to open space in that cross-section, gray is the protein body. 
(B), the cross section of quinone, open light red squares, is overlaid with that of the bottleneck, 
indicating that quinone does not fit the bottleneck. 

 

Figure A3: In black is the hydropathy curve based in kcal/mol. In gray is energy associated with 
configuration entropy. This term goes to infinity at the bottleneck, marked “BN”. 
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Additional Mole 2.0 analysis 

In order to verify the results, the MOLE 2.0[2] tool was also used to independently probe 
and characterize the complex I ubiquinone cavity. As shown in Fig. A4, the MOLE2.0 cavity 
looks like a low-resolution representation of the cavity produced by our advanced analysis (see 
Fig. 3.1 in the text, and Fig. A13). Similar results are obtained with other commercially 
available programs, such as Caver Pymol plugin. 

The Mole 2.0 tool uses atoms with van der Waals radii taken from the AMBER 
forcefield[3]. The cavity is computed by removing all computed tetrahedra that are too big to 
contain the probe sphere. In addition, all tetrahedra which are too small for the interior 
threshold are also removed. The remaining Voronoi edges are ranked such that edges that are 
closer to being equidistant from any atom center are favored. Djikstra’s shortest-path algorithm 
is then implemented on the remaining edges in the graph[4]. Finally, a smooth three- 
dimensional spline is calculated for the shortest path, which serves as the basis for the tunnel 
centerline. The results were visualized with PyMol[5,6]. 

Figure A4: Visualization of the quinone reaction chamber in complex I as identified by MOLE2.0 
and rendered with PyMol. Spline is rendered as a blue trace and the red mesh is a computed 
volume. Key residues near the binding site of the cavity are highlighted, as well as the 
constricting residues at the entrance to the cavity. A plot of the radius of the cavity clearly shows 
a bottleneck of ~2.5A near the opening. 
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(A) (B) 

Figure A5: (A) The bottleneck is framed by the three helices Nqo8_TM1, Nqo8_AH1, 
Nqo8_TM6. (B) The 10 residues of the bottleneck shown by using surface rendering in VMD[7] 
and colored by residue. 

MD Simulations details 

In MD simulation, the pdb structure is first fed into CHARMM GUI an automated builder 
of protein membrane complexes [7]. The chains selected for building the model are the ones 
needed for modeling the Q-chamber. The membrane lipid chosen was POPC. Chimera[8] was 
used to place quinone near the entrance of Complex I. After the structure was built, using 
Gromacs[9], the system was energy minimized, temperature and pressure equilibrated with the 
CHARMM36 forcefield[10], and Swiss Param generated force field[11] for Q(n=1- 10)/DQ/MQ 
and their reduced analogues. During these equilibration steps the protein atoms were restrained 
to preserve as close to the crystal structure as possible. Keeping constraints in place Q was pulled 
into Q-chamber. The production simulations then pulled the Q out without restraints. To analyze 
the energy, the trajectories were rerun with the models constrained to the bottleneck of the 
entrance. To create the topology for the reruns the pdb2gmx utility using CHARMM36 forcefield 
was run on the residues identified for the bottleneck and modified to remove atoms that were not 
in the original simulation. The rerun trajectories were then analyzed for potential energies. 

To improve statistics, focused MD simulations on a restricted system that involved only 
the residues of the bottleneck were used. In this case the simulation box is filled with an artificial 
hydrophobic (LJ) medium consisting of water with switched off charges. All the simulations 
were done under periodic boundary conditions and isotropic pressure coupling. 

The pulling trajectories with slightly different conditions and different speed of pulling 
were used in the analysis. The restraints (20 to 40kJ mol-1Å-2) on the bottleneck residues were 
removed prior to pulling out, while keeping restrains on some atoms of the structure to prevent 
overall structure displacement. The Q was pulled out by the tail with a force of 25 kJ mol-1 Å-2. 
This roughly corresponds to energetics of a hydrogen bond. Q was pulled out at 0.1 Å per ps; 
this is about ten times slower than the rate of water molecule diffusion in bulk water (Dw=10-5 
cm2/s)[12]. In a focused MD the pulling speed was further reduced by a factor of ten, to simulate 
adiabatic conditions for free energy evaluation. 
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Gromacs Energies 

Several trajectories were analyzed. Below, results for THREE typical trajectories are 
shown. 

Trajectory 1 

   (a) (b) 

Figure A6. (a) Lennard-Jones potential energy along the 1st trajectory. The Lennard-Jones 
potential shows a bump of 20 KJ/mol between 60 ps and 120ps. (b) Total potential energy along 
the 1st trajectory. The total potential energy shows a bump of 250 KJ/mol from 40ps to 100ps. 
However, in addition there is a ringing of the total potential of roughly the same magnitude. 

Trajectory 2 

     (a)        (b) 

Figure A7. (a) Lennard-Jones potential energy along the 2nd trajectory. The Lennard-Jones 
potential shows a bump of 10 KJ/mol between 100 ps and 225ps. (b) The total potential energy 
along the 2nd trajectory. The total potential energy shows a bump of 250 KJ/mol between 100 
ps and 225ps. 
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Trajectory 3 

     (a)         (b) 

Figure A8. (a) The Lennard-Jones potential energy for the 3rd trajectory. The Lennard-Jones 
potential shows a bump of 10 KJ/mol between 50 ps and 250ps. (b) The total potential energy for 
the 3rd trajectory. The total potential energy shows a bump of 250 KJ/mol from 100ps to 250ps. 
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Relative deformation of the bottleneck along the quinone passage 

       (a) (b) 

       (c) 

Figure A9.  

(a) Relative deformation energy along the 1st trajectory. The bump is formed at 70 ps to 100 
ps, where the relative energy increases from 15 to 29 then falls back to 15. 

(b) 2nd trajectory. Three bumps are formed: first bump from 50 ps to 125 ps, second bump 
from 125 ps to 220 ps and third bump from 220 ps to 275 ps. The relative energy increases 
from 20 to 27 from 0 ps to 100 ps, then decreases to 12 at 125 ps. From 125 ps to 275 ps the 
relative energy fluctuates between 12 and 17. 

Relative energy along the 3rd trajectory. A bump appears between 100 ps and 170 ps, with an 
increase in energy from 20 to 24, then the relative energy drops to 16. 
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Short axis distance along the pulling trajectory 

       (a)       (b) 

       (c) 

Figure A10. 

(a) Short axis distance (see Fig. 3.2 in the main Text) along the 1st trajectory with a pulling 
rate of 200 Å/ns and no restraints on the system. At 74 ps, there is a sharp increase from around 
6 Å to around 12 Å. Then the short axis relaxes to about 10 Å. 

(b) Short axis distance analysis of the 2nd trajectory with pulling rate of 100 Å/ns and no 
restraints on the system. There is a small bump from 150 ps to 225 ps. Then the short axis 
recovers to about crystal structure level. 

(c) 3rd trajectory with pulling rate of 100 Å/ns and no restraints on the system. Two bumps 
appear from 90 ps to 200 ps. 
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Root mean square distance along the pulling trajectory 

       (a)       (b) 

       (c) 

Figure A11. 

(a) Root mean square distance (RMSD) along the 1st trajectory. A bump is formed from 70 
ps to 100 ps, where the RMSD increases from 9 Å to 13 Å. 

(b) RMSD of the 2nd trajectory. Three bumps are formed: first bump from 50 ps to 125 ps, 
second bump from 125 ps to 220 ps and third bump from 220 ps to 275 ps. The RMSD increases 
from 10 Å to 13 Å from 0 ps to 100 ps, then decreases to 8 Å at 125 ps. From 125 ps to 275 ps 
the RMSD fluctuates between 8 Å and 10 Å. 

(c) RMSD of the 3rd trajectory. A bump appears between 100 ps and 170 ps, with an increase 
in RMSD from 10 Å to 12 Å, then the RMSD drops to 9 Å. 
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Inclusion of B-factors in the geometry analysis 

Figure A12. Distribution of the average of 28 distances between the bottleneck atoms from 
10,000 configurations. 

Each configuration is generated using NumPy, where the positions of atoms are randomly varied 
according to their B-factors. The mean distance calculated using the crystal structure coordinates 
is 7.69 Å. The mean distance from the randomly generated distribution is 7.85 Å, and the standard 
deviation is 0.37 Å. The mean distance ranges from 6.58 Å to 9.32 Å with a very low probability 
at the extremes. 
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Analysis of Y. lipolytica structure 

 

Figure A13. Left: Alignment of Yarrowia lipolytica(6RFR)[13] to Thermus thermophilus 
(4HEA)[14] taken from OPM15 database shows that the quinone molecule deposited in 6rfr.pdb 
lines up well with the cavity calculated from 4hea.pdb. Thermus thermophilus is colored in pink, 
while Y. lipolytica is colored in cyan. The alignment was done to best match C_TYR-144 to 
4_TYR-87 and 1_TYR-232 to H_TYR-249 using a standard rigid body alignment algorithm16 
implemented in Python[17]. The numpy[18], pandas[19], and BioPandas[20] packages were 
used to aid in numerically processing pdbs. The labeling of residues in the figure uses the scheme 
<chain_id>_<residue_name>-<residue_id> based on the pdb in this database. Hydrogens were 
not added to the structures for this picture. Pymol6 and POV-ray21 were used for rendering. 
Right: Bottleneck of Yarrowia enzyme from inside of the protein (opposite to Fig. 3.2). The 
bottleneck is too narrow to accommodate the head group or the free passage of isoprenoid tail of 
ubiquinone. 
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Force-work relation in the pulling simulations: T. thermophilus, Y. lipolytica, ovine, and human 
enzymes. 

All structures are restrained as in the original pdb’s using restraining force constant 250 
kJ mol-1 Å-2. 

Average work and Jarzynski averaged work along the pulling trajectories. The dotted 
lines correspond to the barriers of the first passage of the headgroup or methyl groups of the 
isoprenoid tail. All energies are exceedingly high for a free passage of ubiquinone through the 
bottleneck. The quinone is either reduced (QnH2) or oxidized (Qn). 

Y. lipolytica headgroup 

 

Y. lipolytica tail 
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T. thermophilus 

Menaquinone, MQ 

Decylubiquinone, DQ 
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Ubiquinone, UQ 

 

UQ Tail 

Ovine and Human enzymes 
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Bottleneck opening proposal 

 

Figure A14. Left: three helices forming entrance (bottleneck) to Q-chamber, TM1 (green), 
AH1(cyan), TM6 (magenta). Right: TM1 helix is bent in the structure (left); when allowed to 
relax in molecular dynamics simulations, it straightens up (right) in about 100ps. The figure 
shows that the mutual scissor-like rotational motion of TM1 and TM6 would push AH1 up, via 
a loop between TM1 and AH1, and result in the opening of the bottleneck of the Q-chamber. In 
the open structure, TM1 is expected to take straight configuration shown on the far right. 
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B. Supplementary Information for the second paper (Chapter 4) 

Quinone binding in respiratory complex I: The squeeze-in model for passing the entrance of the 
quinone site 

Nithin Dhananjayan, Panyue Wang, Igor Leontyev, and Alexei A. Stuchebrukhov* 
 

Movie B1. Left, the helix structure representation of H-subunit (ND1) of complex 1 and the entrance 
into the Q-binding cavity. Middle, same in all atom representation. The opening of the entrance 
bottleneck occurs in deformation along the lowest frequency collective PCA mode (Q0). The red 
color represents residues that contribute most to PCA mode Q0. The un-bending deformation of TM1 
helix and the increased size of the bottleneck are two most prominent features of Q0. Center, same 
in all atom-representation. Right, deformation of E-channel along Q0. Note: To play video double 
click on the icon, the video opens in YouTube. To loop the YouTube video: if on PC right-click and 
choose “Loop” to loop the video; if on MAC, click (Control^+one mouse click). 

 

Figure B1. Left: Amplitude-scaled and normalized bottleneck involvement of PCA modes; Right: 
same without amplitude (eigenvalue) scaling and normalization – shown for better resolution of mode 
contribution. Spectrum of bottleneck involvement over first 40 modes of the 1ns run. To find the 
involvement of the bottleneck residues, A29, F28, P59, D62, A63, S66, I239, A242, L243, and M246, 
we calculate 𝐼𝜆 = ∑𝑎𝜖bottleneck𝑃𝑎𝜆. Then these values are amplitude(eigenvalue)-scaled and normalized. 
Higher modes are increasingly stiffer with less relevance to large scale structural changes. Mode 0, 4 
and 5 show a higher bottleneck involvement than the rest of the first 10 modes, which indicates more 
prominent configuration changes of the bottleneck. These modes are shown in animation/Movies B1. 
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mode 
eigenvalues 

(A^2) 
spring constants 

(KJ/mol/A^2) 

effective 
masses 
(g/mol) 

angular 
frequen

cies 
(rads/s) 

frequencies 
(Hz) 

periods 
(s) 

0 2.11E+03 1.16E-03 108.77 3.26E+10 5.19E+09 1.93E-10 

1 4.87E+02 5.01E-03 110.60 6.73E+10 1.07E+10 9.34E-11 

2 2.49E+02 9.78E-03 111.53 9.36E+10 1.49E+10 6.71E-11 

3 1.65E+02 1.48E-02 109.31 1.16E+11 1.85E+10 5.40E-11 

4 1.14E+02 2.15E-02 112.44 1.38E+11 2.20E+10 4.55E-11 

5 8.71E+01 2.80E-02 113.14 1.57E+11 2.50E+10 4.00E-11 

6 7.83E+01 3.11E-02 112.35 1.66E+11 2.65E+10 3.78E-11 

7 6.58E+01 3.70E-02 110.71 1.83E+11 2.91E+10 3.44E-11 

8 6.12E+01 3.98E-02 110.55 1.90E+11 3.02E+10 3.31E-11 

9 4.76E+01 5.12E-02 111.07 2.15E+11 3.42E+10 2.93E-11 

Table B1. First ten PCA modes characteristics of a 1ns MD trajectory. 

 

Movie B1ab. Mode 4 and Mode 5 of the 1ns run. 
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Figure B2. Similar to Fig. B1. Spectrum of bottleneck involvement over first 40 modes of the 3ns 
run. Mode 0, 8 and 11 show a higher bottleneck involvement than the rest of the first 40 modes, 
which are shown in animation/Movie B2 respectively. 

 

 

mode 
eigenvalue 

(A^2) 
spring constants 

(KJ/mol/A^2) 

effectiv
e 

masses 
(g/mol

) 

angular 
frequencies 

(rads/s) 

frequencies 
(Hz) 

periods 
(s) 

0 4.41E+03 5.53E-04 106.78 2.27E+10 3.62E+09 2.76E-10 

1 4.44E+02 5.49E-03 113.84 6.94E+10 1.11E+10 9.05E-11 

2 2.43E+02 1.00E-02 108.45 9.61E+10 1.53E+10 6.54E-11 

3 1.78E+02 1.37E-02 114.10 1.09E+11 1.74E+10 5.74E-11 

4 1.37E+02 1.78E-02 110.59 1.27E+11 2.02E+10 4.95E-11 

5 9.61E+01 2.53E-02 114.22 1.49E+11 2.37E+10 4.22E-11 

6 8.00E+01 3.04E-02 114.90 1.63E+11 2.59E+10 3.86E-11 

7 7.77E+01 3.14E-02 111.40 1.68E+11 2.67E+10 3.74E-11 

8 6.80E+01 3.59E-02 118.01 1.74E+11 2.77E+10 3.60E-11 

9 4.92E+01 4.95E-02 114.62 2.08E+11 3.31E+10 3.02E-11 

Table B2. Computer output of the 3ns MD run. The periods of the modes show remarkable 
similarity to Table B1. Notice about same masses, as for mass-weighted coordinates (see text). 
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Movie B2a. Mode 0 of the 3ns run. Movie B2b. Mode 8 of the 3ns run. 

 

Movie B2c. Mode 11 of the 3ns run. 

 

Figure B3. Spectrum of bottleneck involvement over first 40 modes of the 20-30ns window of the 
60ns run. Mode 0 and 2 show a higher bottleneck involvement than the rest of the first 40 modes, 
which are shown in Movie B4a and B4b respectively. 
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mod

e 

eigenvalue
s (A^2) 

spring constants 
(KJ/mol/A^2) 

effective 
masses 
(g/mol) 

angular 
frequen

cies 
(rads/s) 

frequencies 
(Hz) 

period
s 
(s) 

0 8.31E+02 2.93E-03 108.26 5.21E+10 8.29E+09 1.21E-10 

1 2.35E+02 1.04E-02 116.43 9.44E+10 1.50E+10 6.66E-11 

2 1.66E+02 1.47E-02 110.05 1.15E+11 1.84E+10 5.44E-11 

3 1.36E+02 1.79E-02 109.55 1.28E+11 2.03E+10 4.92E-11 

4 1.05E+02 2.33E-02 112.38 1.44E+11 2.29E+10 4.36E-11 

5 9.23E+01 2.64E-02 114.85 1.52E+11 2.41E+10 4.14E-11 

6 6.58E+01 3.70E-02 119.18 1.76E+11 2.81E+10 3.56E-11 

7 6.01E+01 4.06E-02 111.73 1.91E+11 3.03E+10 3.30E-11 

8 5.69E+01 4.28E-02 122.40 1.87E+11 2.98E+10 3.36E-11 

9 5.09E+01 4.79E-02 113.74 2.05E+11 3.27E+10 3.06E-11 

Table B3. PCA analysis of the 20-30ns window of the 60ns MD run. The periods are close to the 
periods of the 1ns and 3ns runs. 

 

Movie B3a. Mode 0 of the 20-30ns window of the 60ns MD run. 

 

Movie B3b. Mode 2 of the 20-30ns window of the 60ns MD run.
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Figure B4. Similar to Fig. B1. Spectrum of bottleneck involvement over first 40 modes of the 50- 
60ns window of the 60ns run. Mode 0 shows a relatively higher bottleneck involvement, which 
is illustrated in animation/Movie B4. 

 
mo
de 

eigenvalues 
(A^2) 

spring constants 
(KJ/mol/A^2) 

effectiv
e 
masses 
(g/mol) 

angular 
frequencies 

(rads/s) 

frequencies 
(Hz) 

periods 
(s) 

0 2.69E+02 9.07E-03 111.87 9.00E+10 1.43E+10 6.98E-11 

1 1.92E+02 1.27E-02 111.19 1.07E+11 1.70E+10 5.88E-11 

2 1.49E+02 1.63E-02 116.04 1.19E+11 1.89E+10 5.30E-11 

3 1.00E+02 2.44E-02 112.48 1.47E+11 2.34E+10 4.27E-11 

4 7.07E+01 3.45E-02 113.26 1.74E+11 2.78E+10 3.60E-11 

5 5.60E+01 4.35E-02 113.62 1.96E+11 3.11E+10 3.21E-11 

6 5.08E+01 4.79E-02 115.33 2.04E+11 3.24E+10 3.08E-11 

7 4.48E+01 5.44E-02 111.48 2.21E+11 3.51E+10 2.85E-11 

8 4.06E+01 6.01E-02 114.56 2.29E+11 3.64E+10 2.74E-11 

9 3.67E+01 6.64E-02 117.52 2.38E+11 3.78E+10 2.64E-11 

Table B4. PCA analysis of the 50-60ns window of the 60ns MD run. The periods are close to the 
periods of the 1ns and 3ns runs. There is a gradual decline in eigenvalues across the first 10 
modes comparing to the 20-30ns PCA analysis shown in Table B3. 
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Movie B4. Mode 0 of the 50-60ns window of the 60ns MD run. 

 

Figure B5. Overall structure expansion of ND1. Shown is the root-mean-square deviation 
(RMSD) in a 60ns MD simulation of chain H. From the starting point to 1ns, the RMSD 
increased from 0 Å to 2.6 Å. Another sharp increase happens from 3ns to 4ns, where RMSD 
increased from 2.6 Å to 3.7 Å. Then the RMSD slowly grows from 3.7 Å to 4.7 Å during the 
10ns to 60ns period. From 10 to 40 ns, the drift is mainly due to drift in the center of mass, which 
was fixed in the segment 40 to 60ns. The PCA modes are adjusted along the trajectory as shown 
in the above data, B1-B4. 
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Figure B6a. Details of the expansion. Crystal structure (green) vs. structure after 1ns (cyan) of 
MD simulation. TM1 straightens up as AH1 bends upwards. TM2 and TM6 shift to the left. 

Figure B6b. structure after 1ns (cyan) vs. structure after 20ns (magenta) of MD simulation. AH1 
continues to shift upward while TM1 shifts to the left. TM2 and TM6 slightly move to the left. 

 

Figure B6c. structure after 20ns (magenta) vs structure after 50ns (navy blue) of MD simulation. 
AH1 continues to move upwards. TM1, TM2 and TM6 remain relatively stationary comparing to 
AH1. 



 74  
 

Methods: MD Simulations 

Coarse Grained Simulations 

The Coarse Grained (CG) simulations were performed using Martini force field [1-3] 
and GROMACS simulation package. Setting up the coarse-grained protein simulation was 
done by converting the atomistic protein structure (pdb code 4HEA) into a coarse-grained 
model and generating suitable Martini topology by python script "martinize.py" (part of the 
Martini tool kit). The insertion of the protein into lipid membrane and solvation in water was 
done by another Martini tool "insane.py" and GROMACS utility "solvate". Our complex-I 
model includes subunits 4, 5, 6, 9, W, A and H. The iron-sulfur clusters were converted to a 
single sphere with a charge of -2 (oxidized state). 

Keeping in line with the overall Martini philosophy, the coarse-grained protein 
model groups 4 heavy atoms together in one coarse-grained bead. Each residue has one 
backbone bead and zero to four side-chain beads depending on the residue type. In addition 
to bead representation of amino acids in protein simulations Martini Method implies 
application of elastic networks (distance restrains between certain multiple backbone beads 
within the same subunit). These restraints preserve the protein secondary structure from 
unfolding due to approximate nature of interactions in the coarse-grained force field. The 
elastic network restrains, however, are not applied between subunits, i.e. mutual dynamics of 
subunits in the  complex-I is free. This standard for protein simulations Martini protocol is 
used in the present work unless otherwise is explicitly stated. We also performed one PCA 
test for the model in which some elastic network restraints were removed within subunit H 
in order to study the effect of conformational changes that involve changes in the secondary 
structure. More specifically in this test the elastic network restraints were removed between 
loops and helices AH1, TM1, TM2, TM6 and all within TM1. 

In the CG simulations the time step 20 fs (which is a part of the CG force field) was 
used. The van der Waals interactions are smoothly shifted to zero between 0.9 and 1.2 nm, 
adhering to the standard Martini protocol. The electrostatic interactions are treated by the 
reaction-field method with the dielectric constant εr = 15 and are smoothly shifted to zero 
between 0.0 and 1.2 nm as recommended in ref [4]. The neighbor list of 1.4 nm is updated 
every 10 steps. Pressure (1 bar) and temperature (298.15 K) coupling parameters, τt and τp, 
are set to 1.0 and 12.0 ps. The length of simulations for different runs is specified explicitly 
for each test and varies from 10 to 100 µs. 

All-atomic Bottleneck Opening simulations 

Here we use GROMACS[5] simulation package with CHARMM36[6] forcefield. 
The initial coordinates of H-subunit were extracted from the whole structure 4HEA of T. 
thermophilus[7]; all charged residues were neutralized to emulate counter-ions of the solvent 
and those of the salt-bridges (indeed most charged residues of ND1 have salt-bridge counter-
ions; however, different charge-schemes were also explored with similar qualitative results), 
and the structure was placed in a simulation box filled with artificial hydrophobic medium of 
Lennard-Jones spheres at ambient temperature of 310 Kelvin. The medium was also 
modeled using tip3p water, with the same qualitative results for PCA modes. The solvation 
of structure was then energy minimized with all H-subunit atoms restrained (with 5000 
kJ/mol/nm2 force constant) to preserve the original structure. The structure was then 
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simulated under periodic boundary conditions and stochastic dynamics[8, 9] to maintain 
temperature 310 Kelvin. The time step was 1fs, and τt was 2 ps. The Canonical ensemble 
(NVT) is used in these simulations. In the NVT simulations, only the terminal residues of H-
subunit - 2, 3, 4, 5, 352, 353, and 354 were restrained with 500kJ/mol/nm2 force constants 
and all other atoms were free. The van der Waals interactions were treated with Verlet [10] 
cut-off scheme with Verlet buffer tolerance of 0.005 KJ/mol/ps per atom and van der Waals 
cut-off of 1.2 nm. The electrostatics were handled by Particle-Mesh Ewald[11] with a 
Fourier spacing of 0.12 nm and a PME order of 4. 

Up to 100ns trajectories were generated using the methods above. (The longer 
trajectories were not needed in our study.) The RMSD for a trajectory was generated using 
the GROMACS rmsd utility. The center of mass rotation and translation were removed. 

Pulling Simulations 

UQ/DQ/MQ Models: 

The ubiquinone model UQ10 was generated using Swiss Param. The DQ/MQ and 
shorter tail and reduced analogues were all based on this model. To create UQ1 and UQ3 
models, the UQ10 model was shortened by cutting of the tails to have either 1 or 3 
isoprenoids, and a hydrogen placed where the tail was cut. The reduced models were created 
by taking the oxidized models and converting the ketones to enols in the headgroups. 
Specifically, hydrogens were bonded to the oxygens with bond length 0.096nm and strength 
of other single bonds in the forcefield, a bond angle of 108 degrees and force constant of 
543.920 KJ/mol/rad2. For each hydrogen, 2 proper dihedral angles (corresponding to the 2 
carbons connected to the enol carbon) were added with dihedral angles of 180 degrees (trans), 
force constant of 4.142 KJ/mol and multiplicity of 2. Carbon-carbon single and double bonds 
in the ring of the head group were then shifted to match the standard ubiquinol structure using 
existing carbon-carbon single and double bond parameters in the headgroup. The MQ models 
were created by taking the corresponding UQ models, removing the methoxy groups and 
adding a ring corresponding to the head group of the standard menaquinone structure using 
the parameters that already existed in the model for similar bonds, angles, and dihedrals. The 
DQ models were made from the corresponding UQ models, replacing the isoprenoid tails 
with a simple saturated hydrocarbon chain, once again using the parameters that already 
existed in the model for corresponding bonds, angles, and dihedrals. 

 

Simulations within the membrane: 

The structure was constructed using charm GUI[12-14] using 4HEA (keeping chain 
D, F, G, I and P), POPC lipid (315 upper leaflet, 300 lower leaflet). Pre-MD equilibration was 
done using energy minimization, followed by NVT equilibration at 310 Kelvin, then NPT 
equilibration at 310 Kelvin and 1 bar. The Berendsen[15] thermostat and the Berendsen 
barostat were used to maintain temperature and pressure. These were maintained while pulling 
the quinone through the bottleneck. The Coulomb and LJ interactions have a cutoff radius of 
1.2 nm. 

Three trajectories were generated using GROMACS 2020. The pulling rate of the three 
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trajectories are 0.01 nm/ps, 0.01 nm/ps and 0.02 nm/ps respectively. The simulation time is 
300 ps, 300 ps and 180 ps respectively. The pulling force constant for all three trajectories is 
2500 kJ/mol/nm^2. 

 

Simulations with hydrophobic medium: 

The models of bottlenecks were taken from the crystal structures and neutral charge 
states chosen for all residues so that the bottleneck had zero net charge. The bottleneck 
models were placed into artificial hydrophobic media of LJ spheres, equivalent to tip3p 
water with all charges set to zero. The system was then energy minimized with the 
bottleneck model positions restrained with 2500 KJ/mol/nm2. The pulling simulations were 
then done with NVT using stochastic dynamics at 310 Kelvin. 

Ligand Bottleneck Sim. Length # runs 

UQ1 t. Thermophilus 1.5 ns 53 

UQ1H2 t. Thermophilus 1.5 ns 59 

UQ3-tail t. Thermophilus 1 ns 29 

UQ3 ovine 1.5 ns 15 

UQ3 human 2 ns 15 

UQ3 y. Lipolytica 2 ns 15 

UQ3H2 y. Lipolytica 2 ns 15 

MQ1 t. Thermophilus 1.5 ns 31 

MQ1H2 t. Thermophilus 1.5 ns 30 

DQ1 t. Thermophilus 1.5 ns 31 

DQ1H2 t. Thermophilus 1.5 ns 31 

 

Table B5: List of all pulling simulations through simplified bottleneck in hydrophobic media. 
Data shown to demonstrate statistical averaging over trajectories used in free energy 
calculations. 

Barrier Simulations 

The MD simulation details are the same as in Appendix A. of main text. Briefly, the 
protein was incorporated into POPC membrane. The quinone was placed near the entrance 
of Complex I, and after equilibration, was pulled into and then out of the quinone cavity. 
The energy and the pulling force were measured along the pulling trajectory. Both 
ubiquinone and menaquinone with various tail lengths were simulated, see details in 
Appendix A. 
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To improve statistics, focused MD simulations on a restricted system that involved 
only the residues of the bottleneck (Fig. 4.1 of the main text) were used. In this case the 
simulation box was filled with an artificial hydrophobic (LJ) medium. Typically, Q was 
pulled with a speed of 0.1 Å per ps; this is about ten times slower than the rate of water 
molecule diffusion in bulk water (Dw=10-5 cm2/s). In a focused MD the pulling speed was 
further reduced by a factor of ten to simulate adiabatic conditions for free energy evaluation. 

Thermodynamic work to cross the bottleneck 

Using pulling trajectories, we calculated the Helmholtz work (or Helmholtz free 
energy, W) to cross the bottleneck. The work is defined by the average force needed to pull 
the quinone through the bottleneck along the pulling coordinate λ: 

𝜕𝑊

𝜕𝜆
=< 𝐹 > 

(B.1) 

𝛥𝑊 = < 𝐹 > 𝑑𝜆
( )

( )

 

The above relations assume a reversible or quasi-equilibrium (in practice very slow) change 
of the system. For this reason, the pulling rate was set to 0.01 Å per ps, which is about 
hundred times slower than the diffusion rate of water. The force <F> is assumed to be 
averaged over thermal fluctuations (for a given λ , and over a set of initial conditions in the 
initial state (i) ). In our calculations, the pulling force F(t) is measured along the MD pulling 
trajectory and averaged locally (moving average) over a short interval of 100 ps, for a typical 
pulling trajectory of some 1500ps. In addition, the averaging was done over some 30 to 60 
pulling trajectories with different initial conditions. The Helmholtz work ΔW gives the 
energy barrier along the trajectory. 

 When the final state of quinone (f) is defined as a region at the top of the 
barrier, i.e. the position of the quinone head group inside the bottleneck, and the initial state 
(i) is a region inside the Q-chamber, the work described above is related to both decrease of 
entropy (as in isothermal contraction of gas) and increase of potential (elastic) energy of the 
system due to possible structure adjustment of putting the oversized quinone head group into 
a relatively narrow bottleneck of the cavity entrance. 

In addition, we calculated so-called Jarzynski Averaged (JA) work 

        < 𝛥𝑊 >= −𝑅𝑇𝑙𝑛 𝑒                                                                  (0.2) 

where Δw is the work for a given pulling trajectory, and the averaging (indicated by the 
brackets) is assumed over different trajectories. If the pulling work were calculated for a 
non-equilibrium process at constant energy, instead of constant temperature and quasi-
equilibrium process considered here, the Jarzynski equality (JE) would give the proper free 
energy change. Here the conditions are different from what is assumed in the JE, and thus 
the above relation is not directly applicable; however, we found it useful to consider this 
type of averaging as it emphasizes trajectories with minimal work and thus selects (or filter 
out) the “optimal” trajectories. JA is sensitive to qualitative changes along the trajectory, 
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such as the entrance of the headgroup into the bottleneck or the passage of individual methyl 
groups of isoprenoid tail of ubiquinone, which show up as small bumps on the JA curves. 
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